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Abstract

In this paper, we study extremal subsets in Alexandrov spaces with dimension 7,
curvature > «, and diameter < D. We show that the following three quantities are
uniformly bounded above in terms of n, «, and D: (1) the number of extremal subsets
in an Alexandrov space; (2) the Betti numbers of an extremal subset; (3) the volume
of an extremal subset. The proof is an application of essential coverings introduced
by Yamaguchi.

Keywords Alexandrov spaces - Extremal subsets - Betti numbers - Volume -
Collapse - Essential coverings

Mathematics Subject Classification 53C20 - 53C23

1 Introduction
1.1 Main Results

Alexandrov spaces are metric spaces with a lower sectional curvature bound in the
sense of Toponogov’s comparison theorem in Riemannian geometry. Alexandrov
spaces naturally arise as Gromov—Hausdorff limits of Riemannian manifolds or quo-
tient spaces of Riemannian manifolds by isometric group actions. Extremal subsets
are singular sets in Alexandrov spaces defined in terms of critical points of distance
functions, introduced by Perelman—Petrunin [19]. Typical examples are the boundary
of an Alexandrov space and the projection of the fixed point set to the quotient space of
aRiemannian manifold mentioned above. See Sect. 2 for the precise definitions, exam-
ples, and properties. Although extremal subsets equipped with the induced intrinsic
metrics do not generally have lower curvature bounds, they enjoy several important
properties that hold for Alexandrov spaces (for instance, see [7, 11, 15, 19-21]).
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Let . A(n, x, D) denote the set of isometry classes of Alexandrov spaces with dimen-
sion n, curvature > «, and diameter < D. It is well-known that Uk<n Ak, k, D)
is compact with respect to the Gromov—Hausdorff distance. From this fact, one
would expect various quantities on Alexandrov spaces in A(n, k, D) to be uniformly
bounded. The main results of this paper are the following uniform boundedness on
extremal subsets.

Theorem 1.1 For given n, k, and D, there exists a constant C = C(n, x, D) such that
the following hold for any M € A(n, k, D):

(1) The number of extremal subsets in M is not greater than C.

(2) The total Betti number of any extremal subset E of M is not greater than C
(independent of the coefficient field).

(3) The m-dimensional Hausdorff measure of any extremal subset E of M is not
greater than C, where m = dim E.

Here the Hausdorff dimension of an extremal subset is equal to the topological
dimension, whichis aninteger ([7, 1.1(1)], [1,4.4(2)]). Note that an extremal subset has
two metrics, i.e., the induced intrinsic metric and the restriction of the original metric
of the ambient Alexandrov space. However, the Hausdorff measure is independent of
which metric is chosen ([7, 3.17]).

1.2 Related Results

We first mention related results in the literature. As for Theorem 1.1(1), it is already
known that every compact Alexandrov space has only finitely many extremal subsets
([19, 3.6]). Our proof can be viewed as a refinement of the original proof of this fact.
Note that the same statement as Theorem 1.1(1) is cited in [1, 4.5] as an unpublished
result of Petrunin. Theorem 1.1(2) is an analog of Gromov’s Betti number theorem [8]
for Riemannian manifolds. Liu—Shen [14] generalized Gromov’s theorem to Alexan-
drov spaces, and later Yamaguchi [24] gave an alternative proof using his essential
coverings (discussed in the next section). Our proof is a slight modification of Yam-
aguchi’s one. Regarding Theorem 1.1(3), there is a recent stronger result of Li—Naber
[13] on the volumes of singular sets of Alexandrov spaces. More precisely, [13, 1.4]
together with [7, 3.5] implies Theorem 1.1(3). However, their proof is quite different
from ours, and also our technique provides further information on the induced intrinsic
metrics of extremal subsets (see Corollary 1.3 below).

In some special cases, the optimal constants of Theorem 1.1 and the rigidity in the
equality cases are known:

e Perelman ([18, 4.3]) The maximal number of extremal points in a compact n-
dimensional Alexandrov space of nonnegative curvature is 2. The classification
of the equality case was given by Lebedeva [12].

e Worner ([23, 1.8]) The maximal number of boundary strata of a compact n-
dimensional Alexandrov space of nonnegative curvature is 2n, and the equality is
attained only by a Euclidean cuboid (see [23] for the definition of boundary strata,
where this result is attributed to Perelman).
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e Petrunin ([21, 3.3.5]) The maximal volume of the boundary of an n-dimensional
Alexandrov space with curvature > 1 is equal to the volume of the standard unit
sphere of dimension n — 1. The equality case was classified by Grove—Petersen [10]
and the general curvature bound case was studied by Deng—Kapovitch [6]. Note
that it is unknown whether the boundary of an Alexandrov space equipped with
the induced intrinsic metric is an Alexandrov space with the same lower curvature
bound.

1.3 Main Tools

We next discuss the proof of Theorem 1.1. Our main tools are essential coverings
and isotopy covering systems introduced by Yamaguchi [24], which are related to
the collapsing of Alexandrov spaces. We defer the precise definitions to Sect. 3 and
here we give an example illustrating these concepts. Consider a thin rectangle M =
[0, 1] x [0, €], where ¢ < 1. This is an Alexandrov space of nonnegative curvature,
and each edge and each vertex are extremal subsets. For any p € M, the distance
function from p has critical points in its closed e-neighborhood (except p; see Sect.
2 for the definition of critical point). Therefore, if one tries to cover M by metric
balls on which distance functions from the centers have no critical points, the minimal
number of such balls grows with the order e ™! as & — 0, which cannot be uniformly
bounded. For example, metric balls of radius 4¢/5 centered at e-discrete points on the
long edges forms such a covering (see Fig. 1).

However, we can cover M by a much smaller number of metric balls with similar
properties, as follows (see Fig.2). Let p1, p2 be the midpoints of the short edges and
P11, P12, P21, p22 the four vertices such that p;; are adjacent to p;, as shown in the
figure. First, we cover M by two metric balls B; of radius 2/3 centered at p;. Then the
distance function from p; has no critical points in B; \ B;, where B; is a concentric
ball of radius 2¢/3 (the dashed arcs in the figure). Second, we cover these B by four
metric balls B;; of radius 5¢/6 centered at p;;. Then the distance function from p;;
has no critical points in B;; (except p;;). In summary:

(1) M is covered by B;;
(2) The critical points of the distance function from p; are covered by B;;;

Fig. 1 Essential covering with 1 i | o ! | o} | ot | ot | ol I
depth 1 ‘:> @ @ @ @ @ i—
£
l T ! o o o o T
1
Fig.2 Essential covering with ~ B B A
depth 2 By Bu 72 1 Bo1 By
P11_e=—— ——=e P21
b1 I ( ) { b2
D127 A\ 7 ——<= P22
B12 BQQ
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(3) Bij is free of critical points of the distance function from p;;.

Such a multi-step covering is called an isotopy covering system and the last four balls
B;; are called an essential covering of M. In general, one can extend this construction
to more than two steps (i.e., if B;; still contains critical points, then cover them by
Biji). The number of steps needed to obtain balls with no critical points is called
depth. Yamaguchi [24] proved that for any M € A(n, k, D), the minimal number of
metric balls forming an essential covering of M with depth < n is uniformly bounded
above by C(n, x, D) (Theorem 3.7).

Once such a covering is obtained, the proof of Theorem 1.1 reduces to how to
control each quantity (the number of extremal subsets, the Betti number of an extremal
subset, and the volume of an extremal subset) on this covering. The general outline is
as follows. Let x denote the quantity under consideration. First we give a bound on
X (Bi), using the fact that the essential covering B;; is critical point free. This yields
a bound on x (éi), as é,' is covered by B;;. Next we give a bound on x (B;) in terms
of x (éi), using the fact that the annulus B; \ éi is critical point free. Finally, since M
is covered by B;, we obtain a bound on x (M).

To carry out the above argument, we use yet another tools. For Theorem
1.1(1), we use the original technique of Perelman—Petrunin [19, 3.6]. For Theo-
rem 1.1(2), we use the fibration theorem and the stability theorem of Perelman [16,
17], Perelman—Petrunin [19], and Kapovitch [11]. For Theorem 1.1(3), we use the
gradient-exponential map of Perelman—Petrunin [15].

1.4 Remarks and Corollaries

To obtain the conclusion of Theorem 1.1, it is necessary to fix the dimension of ambient
Alexandrov spaces, and it is not sufficient to fix the dimension of extremal subsets. For
example, consider the following n-dimensional Alexandrov space of curvature > 1:

My = {0, ) € R xF 4l = 1 2 0]
Foreach 1 <i < n, the minimal geodesic y; between (0, ..., 0, 1)and (0, ..., 0, —1)
passing through (0, ...,1,...,0,0) is a one-dimensional extremal subset of M,.

1

Therefore the number of one-dimensional extremal subsets in M,, is not uniformly
bounded when n — oo. Similarly, E, = [J/_, yi is a one-dimensional extremal
subset of M,,, but neither the Betti number nor the volume of E,, is uniformly bounded
whenn — oo. The reason this happens, even though the dimension of extremal subsets
is fixed, is because the dimension of M,, is not fixed.

There are two corollaries of the main theorem. For nonnegatively curved spaces,
Theorem 1.1 (1) and (2) hold without the upper diameter bound D.

Corollary 1.2 For given n, there exists a constant C(n) such that the following hold
for any Alexandrov space M of nonnegative curvature:

(1) The number of extremal subsets in M is not greater than C (n).
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(2) The total Betti number of any extremal subset E of M is not greater than C (n)
(independent of the coefficient field).

In the same way as Theorem 1.1(3), we get a uniform bound (depending on ¢)
on the number of e-discrete points in an extremal subset of an Alexandrov space in
A(n, k, D) (Theorem 6.6). This holds for the induced intrinsic metric of an extremal
subset. Therefore we obtain the following precompactness theorem. Let £(n, k, D)
denote the set of isometry classes of connected extremal subsets of Alexandrov spaces
in A(n, k, D), equipped with the induced intrinsic metrics.

Corollary 1.3 E(n, «, D) is precompact with respect to the Gromov—Hausdorff dis-
tance.

In other words, any sequence of extremal subsets in £(n, k, D) has a convergent
subsequence. A natural question is: what is the limit space? It is known that the limit is
also an extremal subset with the induced intrinsic metric, provided that the sequence
of the ambient Alexandrov spaces does not collapse. More precisely, if Alexandrov
spaces M; converge to M without collapse and extremal subsets E; C M; converge to
E C M as subsets, then E is extremal ([21, 4.1.3]) and the induced intrinsic metrics
of E; converge to that of E ([20, 1.2]). On the other hand, it is unknown what the limit
space is when the ambient spaces collapse.

Finally, we remark that Yamaguchi’s paper [24] is still unpublished, but at least
this is not due to any mistake. In fact we review his arguments in detail and provide
self-contained proofs. This paper can be read without consulting [24].

Organization In Sect. 2, we review the basics of Alexandrov spaces and extremal
subsets. We also recall several notions related to the gradient-exponential map used
in Sect. 6. In Sect. 3, we define essential coverings and isotopy covering systems and
review the main results of [24]. In Sect. 4, we prove the uniform boundedness of
the numbers of extremal subsets in Alexandrov spaces (Theorem 1.1(1) and Corollary
1.2(1)). In Sect. 5, we prove the uniform boundedness of the Betti numbers of extremal
subsets (Theorem 1.1(2) and Corollary 1.2(2)). In Sect. 6, we prove the uniform
boundedness of the volumes of extremal subsets (Theorem 1.1(3) and Corollary 1.3).

2 Preliminaries

The distance between p and g is denoted by |pg| or d(p, g). We denote by B(p, r)
and B(p, r) the open and closed metric balls of radius r centered at p, respectively.
For 0 < r| < ra, A(p; r1, r2) denotes the closed metric annulus B(p, r2) \ B(p, r1).
For a metric space (X, d) and A > 0, A X denotes the rescaled space (X, Ad).

2.1 Alexandrov Spaces
Here we review the basics of Alexandrov spaces. We refer to [3, 4], and [2] for details.

A geodesic space is ametric space such that every two points can be joined by a min-
imal geodesic. We assume that every minimal geodesic is parametrized by arclength.

@ Springer
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For k € R, the «-plane is the complete, simply-connected surface of constant curva-
ture «. For three points p, ¢, and r in a geodesic space, we consider a geodesic triangle
on the k-plane with side lengths |pq|, |pr|, and |gr|. We denote by qur the angle
opposite to |gr| and call it the comparison angle at p.

A complete geodesic space M is called an Alexandrov space with curvature > « if
every point has a neighborhood U satisfying the following: any two minimal geodesics
y and o in U starting at the same point p, the comparison angle Z)/(t) po(s) is
nonincreasing in both ¢ and s. In this paper, we only deal with finite-dimensional
Alexandrov spaces in the sense of Hausdorff dimension. The Hausdorff dimension of
an Alexandrov space is equal to the topological dimension. From now, M denotes an
n-dimensional Alexandrov space.

For any two minimal geodesics y and o starting at p € M, one can define their
angle Z(y,o0) = lim; 5,0 Zy(t)pcr(s). The angle Z is a pseudo-distance on the
space I';, consisting of all minimal geodesics starting at p. The completion of the
metric space induced from (I",, £) is called the space of directions at p and denoted
by X,. X, is a compact (n — 1)-dimensional Alexandrov space with curvature > 1.
The Euclidean cone K(X,) over X, is called the tangent cone at p and denoted
by T),. (T), 0) is isometric to the pointed Gromov-Hausdorff limit limj_, .o (AM, p),
where o denotes the vertex of the cone. T}, is an n-dimensional Alexandrov space of
nonnegative curvature.

For p, g € M, we denote by q;, € X, one of the directions of minimal geodesics
from p to g. Similarly, for a closed subset A C M, we denote by A/p C X, the set of
all directions of minimal geodesics from p to A.

For notational simplicity, here we assume that the lower curvature bound is —1.
Let A(n) denote the set of isometry classes of n-dimensional Alexandrov spaces
with curvature > —1, and A(n, D) its restriction to all elements with diameter <
D. Similarly, let A, (n) denote the set of isometry classes of n-dimensional pointed
Alexandrov spaces with curvature > —1. The following property is the starting point
of this paper.

Theorem 2.1 ([3, §81) A(n, D) (resp. Ap(n)) is precompact with respect to the
Gromov—Hausdorff topology (resp. the pointed Gromov—Hausdorff topology), i.e.,
any sequence has a convergent subsequence. The limit is an Alexandrov space with
dimension < n and curvature > —1.

2.2 Extremal Subsets
Here we review the basics of extremal subsets. We refer to [19], [21, §4], and [7] for
details.

Let M be an Alexandrov space. We denote by dist, the distance function d(g, -)
from g € M. A point p € M \ {q} is called a critical point of dist if

min Z(q). §) < 7/2
P4
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for any § € X,, where pg runs over all minimal geodesics from p to g. By the
first variation formula, this is equivalent to d, dist,(§) < O (see Sect. 2.3 for the
differential).

Definition 2.2 A closed subset E of an Alexandrov space M is said to be extremal if
the following condition is satisfied:

() If disty | has a local minimum at p € E, where g € M \ E, then p is a critical
point of dist,.

Note that ¥ and M are regarded as extremal subsets of M.

Moreover, if M has curvature > 1, the following additional condition is imposed:
if E is empty or a singleton {p}, then we require diam M < 7/2 or M C B(p, w/2),
respectively. This definition is used only for the space of directions and is stated
explicitly when used.

Example 2.3 Let M be an Alexandrov space.

(1) A singleton {p} C M is extremal (in the sense of the standard definition (%)) if
and only if diam X, < 7 /2. It is called an extremal point.

(2) ([19, 1.2]) Any Alexandrov space admits a canonical stratification: there exists
a sequence of closed subsets uniquely determined by the topological structure of
M,

M=M,>M,_1D---DMy>dDM_ =90,

where n = dim M, such that the k-dimensional stratum M *) = M\ My isak-
dimensional topological manifold if nonempty. Roughly speaking, M® consists
of points where the conical neighborhood topologically splits off R¥ but not R*+!
(see [17] for the precise definition). Then the closure of each stratum is an extremal
subset. In particular, the boundary of an Alexandrov space (the closure of M*~1)
is an extremal subset.

(3) ([19,4.2]) If a compact group G acts on M isometrically, the quotient space M /G
is also an Alexandrov space with the same lower curvature bound. For a closed
subgroup H of G, the projection of the fixed point set of H to M /G is an extremal
subset.

For an extremal subset E C M and p € E, the space of directions ¥, E of E at p
is defined as the subset of X, consisting of all limit directions lim; _, oo ( p,-)/p, where
pi € E\{p} converges to p. X, E is an extremal subset of X, (regarded as a space of
curvature > 1; see Definition 2.2). The subcone K (X, E) of T, = K (X)) is called the
tangent cone of E at p and denoted by T, E (if ¥, E = ¥, we set K (¥) = {0}). T, E is

isometric to the limit lim)_, o (AE, p) under the convergence (AM, p) SH (Tp, 0).

T, E is an extremal subset of 7.

The union, intersection, and closure of the difference of two extremal subsets are
also extremal subsets. For example, if £ and F are extremal subsets of M, then E \ F
is an extremal subset of M. Moreover, it holds that £ ,(E \ F) = Z,E \ ¥, F and
T,(E\F)=T,E\T,Fforany pe E\ F.
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The Hausdorff dimension of an extremal subset is equal to the topological dimen-
sion. As in the case of an Alexandrov space, any extremal subset admits a canonical
stratification uniquely determined by its topological structure. The closure of each
stratum is also an extremal subset (compare Example 2.3(2)).

2.3 Semiconcave Functions, Gradient Curves, and Radial Curves

Here we recall several notions related to the gradient-exponential map, which will
be used in Sect. 6. Since these will not be used in the other sections, the reader is
recommended to skip this section until they read Sect. 6. We refer to [21, §1-3], [15,
§3], and [2, Ch.16] for details.

Semiconcave functions. Let M be an Alexandrov space and 2 an open subset of M.
Suppose M has no boundary. For u € R, a (locally Lipschitz) function f : @ — R
is said to be u-concave if for any minimal geodesic y (¢) parametrized by arclength,
f oy() — (n/2)t? is concave. When M has nonempty boundary, f is said to be
u-concave if its tautological extension to the double of M is u-concave in the above
sense. A function f is said to be semiconcave if for any p € , there exists 1, € R
such that f is up-concave in some neighborhood of p. For example, the distance
function dist, from g € M is semiconcave on M \ {g}.

For a semiconcave function f : @ — Rand p € Q, its differential d, f : T, — R
at p is defined by d, f := lim) oo A(f — f(p)), where A(f — f(p)) is defined on

AM and the limit is taken under the convergence (AM, p) ﬂ) (Tp, 0). We then define
the gradient V, f € T), of f at p by

fo — {jpf(gmax)gmax if maXdpf|Ep > 0,

if maxdpflzp <0.

where §max € X is a unique maximum point of d, f|x,. A point p € € is called a
critical point of f if V), f = o. For the distance function dist,, this coincides with the
definition of critical point in Sect. 2.2.

Gradient curves. For a semiconcave function f : & — R, acurve o(¢) in €2 satisfying
at (1) = Vo) f

is called a gradient curve of f. Here at(t) denotes the right tangent vector of o

defined as the limit lim; _, oo & (¢ + A~ 1) under the convergence (AM, p) ﬂ) (Tp, 0)
(the above definition assumes that it exists). If f is a pu-concave function defined on
M, then for any p € M there exists a unique gradient curve o, : [0, 00) — M of f
with o, (0) = p. We define the gradient flow dD’f :M — M of f by

O (p) 1= ey (1)

for p € M and ¢t > 0. (For a general semiconcave function, its gradient flow is not
necessarily defined forall p € M and t > 0.)
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Radial curves. In what follows, we assume that the lower curvature bound is —1. For
p € Mand & € X, we consider a curve Bz : [0, 00) — M satisfying the following
differential equation:

tanh | p B (s)|
tanh s

Be©) =p. BIO)=E.

B (s) = Ve (s) dist,

2.1)

We call it the radial curve starting at p in the direction £. For any initial data (p, &),
there exists a unique radial curve. If there is a minimal geodesic starting in the direction
&, then it coincides with the radial curve f.
In fact, radial curves starting at p are reparametrizations of gradient curves of

a semiconcave function f = coshodist, —1. Let a(¢) be the gradient curve of f
starting at x € M \ { p} and B(s) the radial curve starting at p in the direction x;,. Then
a(t) = B(s) fort > 0 and s > |px|, where the relation between the two parameters
is given by

dt 1

ds ~ tanhscosh |pB(s)|’

Note that B(s) is well-defined for s > |px|, independent of the choice of x;.

We next explain two comparison properties of radial curves. To do this, we define
two comparison angles for 1-Lipschitz curves. For a 1-Lipschitz curve ¢ and a point
p, we consider a geodesic triangle on the «-plane with side lengths | pc(#1)], |12 — #1],
and | pc(t2)]. We denote by Z pc(ty) — c(r2) the angle opposite to | pc(t2)|. Similarly,
for 1-Lipschitz curves c¢; and c¢; with ¢1(0) = ¢2(0) = p, we consider a geodesic
triangle on the «-plane with side lengths |#1], |t2], and |c1(#1)c2(22)]. We denote by
ch (t1) — p~—c2(t2) the angle opposite to |c1(¢1)c2(f2)]. In case such a triangle does
not exist, we define the comparison angle to be 0.

(2.2)

Proposition 2.4 ([15, 3.3,3.3.3]) Let M be an Alexandrov space with curvature > —1
and p e M.

(1) For a radial curve B starting at p in the direction § € X, and g € M, the
comparison angle Zqp~— B (s) is nonincreasing in s. In particular,

Zap— P (s) = min £(q}, £),
where the minimum is taken over all minimal geodesics from p to q.

(2) For two radial curves 81 and B, starting at p such that B1|[0,q,1 and B2|[0,a,] are
minimal geodesics, we have

ZBi(s1)— p— Pa(s2) < ZB1(a1) pBa(az)

whenever s1 > ay and s> > a».

Now we define the gradient-exponential map gexp,, : T, — M at p € M by
gexp, (s§) 1= P (s),
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where § € X, and s > 0. Clearly gexp,, is an extension of the usual exponential
map exp,, defined by minimal geodesics. By Proposition 2.4(2) above, gexp,, is a
1-Lipschitz map from (7, h) to M, where b denotes the metric on T}, defined by the
hyperbolic law of cosines instead of the Euclidean one (i.e., the elliptic cone over X,
in the sense of [3, 4.3.2]).

Finally, we discuss the relationship between extremal subsets and gradient/radial
curves. Let E be an extremal subset of M. For any semiconcave function f on M,
the gradient curve of f starting at a point of E remains in E, that is, <I>’f(E) CE
(conversely, a subset with this property is extremal). In particular, for radial curves,
we have the following: if p € E, then gexp,(T,E) C E.

Remark 2.5 When the lower curvature bound is — 1, there is another definition of radial
curve. Namely, we can replace the differential equation (2.1) by a simpler (and slower)
one

sinh | pBg (s)
sinh s

B (s) = Vg, (s) dist .

Then Proposition 2.4 also holds for this curve. See [2, p. 246] or the printed version
of [21, §3.2] (not the arXiv version). However, we need the faster one (2.1) for our
application.

3 Essential Coverings and Isotopy Covering Systems

In this section, we review the main results of Yamaguchi [24].

From now on, the lower curvature bound is assumed to be —1 (the general case is
obtained by rescaling). Recall that A, (n) denotes the set of pointed n-dimensional
Alexandrov spaces with curvature > —1. For a point p and 0 < ry < a2, A(p; 11, 12)
denotes the closed metric annulus l_?(p, r2) \ B(p, r1). For a metric space (X, d) and
A > 0, LX denotes the rescaled space (X, Ad).

The following rescaling theorem plays a key role throughout the paper.

Theorem 3.1 ([24,3.2]) Suppose (M;, p;) € Ap(n) converges to an Alexandrov space
(X, p) with dimension > 1. Then for sufficiently small r > 0, there exists p; € M;
converging to p such that either (1) or (2) holds:

(1) There is a subsequence {j} C {i} such that dist,;]. has no critical points on
B(pj, )\ {pj}
(2) There exists a sequence §; — 0 such that

(i) forAany A > 1 and sufficiently large i, disty, has no critical points on
A(pi; Aéi,r);
(ii) for any limit (Y, yo) of a subsequence of(a—l.M,', Di), we have
dimY >dim X + 1.

In particular, if dim X = n, then (1) holds for all sufficiently large i.
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Remark 3.2 As can be seen from the proof, the choice of r depends only on the limit
space X (and the dimension n) and is independent of the sequence M;. Indeed, it
suffices to choose r small enough that the rescaled space r~! X is sufficiently close to
the tangent cone 7). The value §; is the maximum distance between pi and critical
points of dist;, in B(p;, r) \ {pi}.

Example 3.3 Let S! denote the circle of length & < 1.

(1) Consider a collapsing sequence (K (Ssl), 0) SH (R4, 0) as ¢ — 0, where K (-)
denotes the Euclidean cone. If p = 0 € R, then we can choose p; =0 € K (Ssl)
so that Theorem 3.1(1) holds.

(2) Consider a collapsing sequence R x SS1 B Rase — 0.1 p =0 € R, then we
can choose §; = &/2 so that Theorem 3.1(2) holds (p; is an arbitrary sequence
converging to p).

Here we omit the proof of Theorem 3.1 because later we will prove a stronger
quantitative version, Theorem 6.4 (or see the original proof in [24, 3.2]).

Now we give the definitions of essential covering and isotopy covering system.
Although our definitions are slightly stronger than the original ones in [24], we use
the same terminology as in [24]. See Remark 3.5 for more details.

Let M be an Alexandrov space. For an open metric ball B C M centered at p, we
call a concentric open metric ball B C Ban isotopic subball of B if dist, has no critical
points on the annulus B \ B. Consider a family of open metric balls B = {Bgy,..q }»
where

I <o <Ni, 1=Zap<Na(ar), ..., 1 <o <Nilog---og—1)

and 1 < k <[ for some [ depending on o1, a3, . ... We call Ny the first degree of B
and Ng(oq - - - ag—1) the k-th degree of B with respect to o] - - - ax—1. Let A be the set
of all multi-indices ¢ - - - g such that By, ..., € B, and A the set of all maximal multi-
indices in A. Here « - - - o7 is maximal if there are no o1 with oy - - - ooy € A.
Foreacha =« ---af € A, we set || := k.

Definition 3.4 Let X be a subset of M. We call B an isotopy covering system of X if
it satisfies the following conditions:

(1 {Ba.}c’j’ﬁ:l covers X;

) {Bal.,.ak}x‘ioj""“k") covers an isotopic subball By, ...q;_, Of Bay .o

(3) foreach a € A, dist, has no critical points on By \ {py}, where py is the center
of By;

(4) there is a uniform bound d such that || < d for all @ € A.

Wecallld = {Bq},; anessential covering of X . In addition, we calldp = max ,_; |o|
the depth of both B and U.

Remark 3.5 The above definition is stronger than Yamaguchi’s original definition.
Roughly speaking, Yamaguchi’s definition only requires that B, is homeomorphic to
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l}a fora € A\ A andis homeomorphic to some Euclidean cone for o € A (see [24, §4]
for more details). It follows from Perelman’s stability theorem and fibration theorem
that our definition above implies these properties (see Theorem 5.1). In simple terms,
Yamaguchi’s essential covering is fopological, whereas ours is geometrical. For the
rectangle example in Sect. 1.3, the topological essential covering can be chosen to be
M itself, but the geometrical essential covering must be the four balls centered at the
vertices, as the vertices are extremal points.

For a positive integer d, we denote by 74(X) the minimal number of metric balls
forming an essential covering of X with depth < d. For an open metric ball B in M
having a proper isotopic subball, we set

77 (B) := min 14(B),
B

where B runs over all isotopic subballs of B. In addition, if dist, has no critical points

on B \ {p}, where p is the center of B, we set r(’)"(B) := 1; otherwise IS‘(B) = 00.
Ny
aj

Then the following holds: if X is covered by open metric balls { By, }
isotopic subballs, we have

_ having proper

Ny
©(X) < Y 1 (By)

a1=1
forany d > 1.

Example 3.6 For 0 < ¢ « 1, consider a thin n-dimensional cuboid
I =10, 1] x [0, €] x [0, €2 x - x [0, " 1].

Note that the faces of each dimension are extremal subsets. As in Sect. 1.3, we see that
metric balls of radii slightly less than ¢”~! centered at the vertices form an essential
covering of /' with depth n. Therefore 7,(/}) < 2" for any ¢ (actually the equality
holds since the vertices are extremal points). On the other hand, lim, ¢ 7,—1(I}') =
00.

The following theorem is the main result of [24]. Recall that .A(n) denotes the set
of (non-pointed) n-dimensional Alexandrov spaces with curvature > —1.

Theorem 3.7 ([24, 4.4]) For given n and D, there exists a constant C (n, D) satisfying
the following: for any M € A(n) and p € M, we have

Remark 3.8 More precisely, [24, 4.4] states that there exists an isotopy covering system
of B(p, D) whose first degree is bounded above by C(n, D) and whose other higher

degrees are bounded above by some constant C (n) independent of D. However, the
above simple version is enough for our applications.

@ Springer



Uniform Boundedness on Extremal Subsets Page130f28 46

Let us review the proof, assuming Theorem 3.1.

Proof For 1 < k < n, we prove the following two statements by reverse induction on
k.

(Px) Suppose (M;, p;) € Ap(n) converges to a k-dimensional Alexandrov space
(X, p). Then we have

liminf 7,41 (B(pi, D)) < oo.
i—00

(Qk) Suppose (M;, p;) € Ap(n) converges to a k-dimensional Alexandrov space
(X, p). Then for sufficiently small r > 0, there exists a sequence p; € M,;
converging to p such that

liminf 7, (B(p;, 1)) < 0.
1—>00

Here r and p; in (Qy) are the ones of Theorem 3.1. In particular, r depends only
on the limit space X (see Remark 3.2). Note that (Py) is a global claim while (Qx)
is a local claim. The proof is carried out in the following alternating order: (Q,) =
(Pn) = - = (Q1) = (P1).

(Qp) clearly follows from Theorem 3.1(1). Let us prove (Qx) = (Px). Suppose
that (Py) does not hold. Then there exists (M;, p;) € A,(n) converging to (X, p) with
dim X = k such that

lim 7, g1 1(B(pi, D)) = oo.

1—>00
By compactness, we can cover B(p, D) by finitely many balls {B(xy, 4 /2)}2’:1,
where ry is theione of (Q). Then there exist a subquuence {j}and a constant C such

that r;‘fk(B()?é, r¢)) < C for every a and some £} — x,. Since {B(XZ, ;’O,)}(]XV:1 isa
covering of B(p;, D) for sufficiently large j, we have

Th—k+1(B(pj, D)) < NC.

This contradicts the assumption.

Next we prove (P,), ..., (Pr+1) = (Qk). Suppose (M;, p;) € Ap,(n) converges
to (X, p) with dim X = k. By Theorem 3.1, for sufficiently small » > 0, there exists
pi — p such that either (1) or (2) holds. When (1) holds, the claim is trivial. When (2)
holds, there exists §; — 0 satisfying both (i) and (ii). Passing to a subsequence {j},
we may assume that (Siij, D) converges to (Y, yo). Then we have [ := dimY >
dimX + 1 = k + 1. Applying (P;) to (%/_B(ﬁj, 25;) and passing to a subsequence
again, we have '

1.
Tn—i+1 <;B(Pj, 25,’)) <C
J
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for some constant C. Since B(p, 28 ;) is anisotopic subball of B(p, r) for sufficiently
large j, we obtain

t* (B(pj. 1) < tui(B(pj,258)) < C.

This completes the inductive proof of (Px) and (Qy).

Now Theorem 3.7 follows from (Py), ..., (P,) by contradiction. Note that the case
dim X = 0 follows from the case dim X > 1 by rescaling M; so that the new diameter
is 1. O

4 Numbers of Extremal Subsets in Alexandrov Spaces

In this section, we prove Theorem 1.1(1) and Corollary 1.2(1).
For a subset X of an Alexandrov space M, we define v(X) as follows:
v(X) = #({E . an extremal subset of M} /N),
where E~E < XNE=XNE,

i.e., the number of extremal subsets in M counted by ignoring the differences outside
X.If X is covered by {X,}"_,, we have

a=1’
N
v(X) < []v(Xa).
a=1

The following lemma was essentially used in [19] to show the finiteness of the
number of extremal subsets in a compact Alexandrov space. This controls the behavior
of v on the balls of isotopy covering systems.

Lemma 4.1 (cf. [19, 3.6]) Let M be an Alexandrov space and p € M.
(1) If dist, has no critical points on B(p,r)\ {p}, then
v(B(p,r)) <v(Zp) + 1.
Here v(X)) denotes the number of extremal subsets in ), regarded as a space of

curvature > 1 (see Definition 2.2).
(2) If dist, has no critical points on A(p; r1, 1r2), then

V(B(p,r1)) = v(B(p,r2)).

Proof First we show (2). Suppose v(B(p, r1)) < v(B(p,r2)) and choose extremal
subsets E, FF C M such that

B(p,r1)NE =B(p,r1))NF and B(p,m)NE # B(p,rn)NF.
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We may assume that B(p, ) N (E\ F) # @. Then G = E \ F is an extremal subset
(see Sect. 2.2), which satisfies B(p,r1) NG = @ and B(p, r2) NG # @. In particular,
apointg € G closestto p liesin A(p; r1, r2). Since G is extremal, ¢ must be a critical
point of dist,. This contradicts the assumption of (2).

Next we show (1). It follows from (2) and the assumption of (1) that every extremal
subset intersecting B(p,r) must contain p. Let E, F C M be extremal subsets
intersecting B(p, r) such that ¥, E = X, F. Then

Yp(ENF)=%3,E\Xp)F=0 and X,(F\E)=0

(see Sect. 2.2). Therefore, E and F coincide in a sufficiently small neighborhood of
p. Again by (2), we see that B(p,r) N E = B(p,r) N F. Thus we conclude that
v(B(p,r)) < v(¥p) + 1. Note that the +1 on the right-hand side comes from the
empty set of M (or equivalently, extremal subsets not intersecting B(p, r)). O

Remark 4.2 The equality in Lemma 4.1(1) does not hold generally. For example,
consider a solid square and round the corners except for one vertex p, as shown in the
following figure. The resulting space M is an Alexandrov space and its proper extremal
subsets are the boundary and p. However, X, which is isometric to [0, /2], contains
three proper extremal subsets: the two boundary directions and their union. Therefore,
V(M) =4and v(X,) + 1 = 6 (note that we are counting the empty set and the whole
space as extremal subsets; see also the additional condition in Definition 2.2).

{0

Theorem 3.7 and Lemma 4.1 imply the uniform boundedness of the numbers of
extremal subsets.

Theorem 4.3 For given n and D, there exists a constant C(n, D) satisfying the
following: for any M € A(n) and p € M, we have

v(B(p, D)) < C(n, D).

Proof We use induction on n. By Theorem 3.7, there exists an isotopy covering system
B = {Bq,..q;} of B(p, D) with depth < n whose degrees N are bounded above by
C(n, D). LetU = {Bq},; be the essential covering associated with 5.

Fora =a;-- a5 € Aand 1 < k <[, we prove by reverse induction on k that
V(Ba|~-~ak) <Cm, D).

In the case k = [, this follows from Lemma 4.1(1) and the hypothesis of the induction

on n. Consider the case k < [ — 1. Recall that {By,...q;, Nl (1)

ap=1 is a covering
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of an isotopic subball éan»--ak of By,..q . The hypothesis of the reverse induction
gives V(Bgy,..q ) < C(n, D) forevery 1 < agy1 < Nig1(ag - - - o). Therefore, by
Lemma 4.1(2), we have

Nit1(ar-ag)
V(Byyoay) = V(Bayoy) < [ v(Bayeayy) < Cln, DY)

ap1=1

This completes the induction step of the reverse induction.
Finally, since {By, }D]:/]'zl is a covering of B(p, D), we conclude v(B(p, D)) <
C(n, D). O

Corollary 1.2(1) immediately follows from the following lemma.

Lemma 4.4 Let M be a noncompact Alexandrov space of nonnegative curvature and
p € M. Then for sufficiently large R > 0, dist, has no critical points on M\ B(p, R).

Proof For a nonnegatively curved space, we have lim_,o(AM, p) = (K (M (c0)), 0),
where the right-hand side denotes the Euclidean cone over the ideal boundary of M
(see [22, 1.1]). Since dist, has no critical points on K (M (00)) \ {0}, so does dist, on
M \ B(p, 1~ for sufficiently small A. O

Proof of Corollary 1.2(1) Let M be an n-dimensional (noncompact) Alexandrov space
of nonnegative curvature and p € M. By rescaling, we may assume that the constant of
Theorem 4.3 is independent of D. Namely, there exists C(n) such that v(B(p, D)) <
C(n) for any D > 0. Furthermore, Lemmas 4.4 and 4.1(2) imply that the number of
extremal subsets does not increase outside a sufficiently large ball B(p, R). Thus we
have v(M) < C(n). O

Remark 4.5 As mentioned in Sect. 1.2, Perelman [18, 4.3] showed that the number of
extremal points in a compact n-dimensional Alexandrov space of nonnegative curva-
ture is at most 2”. On the other hand, Yamaguchi [24, 4.8] conjectured that 7, < 2"
for such spaces (for his topological essential covering; see Remark 3.5). Note that if
an extremal point exists, then it must be the center of a metric ball of our geometrical
essential covering. Therefore, if Yamaguchi’s conjecture is true for our geometrical
essential covering, then this implies Perelman’s result.

5 Betti Numbers of Extremal Subsets

In this section, we prove Theorem 1.1(2) and Corollary 1.2(2).

We need the fibration theorem and the stability theorem of Perelman [16, 17],
especially their generalizations to extremal subsets by Perelman—Petrunin [19] and
Kapovitch [11]. The following is a special case of these two theorems (see the above
references for the general statements).

Theorem 5.1 ([19, §21, [11, §9]) Let M be an Alexandrov space, E C M an extremal
subset, and p € M.
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(1) Ifdisty, has no critical points on B(p, r)\{p}, then B(p, r) N E is homeomorphic
to Ty E. Note that if B(p,r) N E # {, then p € E (see Lemma 4.1).

(2) Ifdisty, has no critical points on A(p; r1, r2), then A(p; r1, r2) N E is homeomor-
phicto 0B(p,r) N E x [0, 1].

The following lemma was used in the original work of Gromov [8] on the Betti
numbers of Riemannian manifolds.
Lemma5.2 ([8, Appendix], [5, 5.4]) Let Bi,, | < o < N,0 <i < n+1, be
open subsets of a topological space X such that B(i C B(iH. Set Al = fov:l Bél.
In what follows we only consider homology groups of dimension < n. For each @ =
(a1, ..., 0p), let f;i : H*(B[’;[l n-. -ﬂBém) — H*(B(’;l“] N-- ﬂBt’;;l) be the inclusion
homomorphism. Then the rank of the inclusion homomorphism H,(A°) — H,(A"*1)
is bounded above by the sum

Z rank fli.

0<i<n,u

Note that ifB";[l n---N Bf;lm = (), then we define rank fli = 0.

Using the above theorem and lemma, we can show the uniform boundedness of
the Betti numbers of extremal subsets. The proof is exactly the same as in the case of
Alexandrov spaces in [24, §5]. Let 8(; F) denote the total Betti number Y 2 b; (; F)
with respect to a coefficient field F.

Theorem 5.3 For given n and D, there exists a constant C(n, D) satisfying the fol-
lowing: for any M € A(n) and extremal subset E C M with diameter < D, we
have

B(E; F) = C(n, D),

where F is an arbitrary field.

Note that b;(E; F) = 0 for all i > m = dim E (this follows from the general
dimension theory). In what follows, we omit F and only consider homology groups
of dimension < m.

Proof For an open metric ball B of radius r, let > B denote the concentric open metric
ball of radius Ar. By Theorem 3.7, there exists an isotopy covering system B =
{Bg,...oq } of E with depth < n whose degrees Ny are bounded above by C(n, D). Set
A :=10" and B}, = AiBy,..; for 0 <i < m + 1.In view of Theorem 3.1(2)(i)
and the proof of Theorem 3.7, we may assume that

o B(;nl_f.lak C By oy for 1 < ap < Np(aq---ag—1);

® B, .., 1sanisotopic subball of BéT-l-ak for0 <i <m.

LetU = {Bq},; be the essential covering associated with 5.
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For a subset X of M, let X|g denote XN E.Fora = a;---a; € Aand 1 <k<lI,
we prove by reverse induction on k that

ﬂ(BO(r“OlklE) = C(l’l, D)

The case k = [ is clear from Theorem 5.1(1). Consider the case k < [ — 1. Recall
that {By, ...ay ., }%j}'gl ") is a covering of an isotopic subball By,...q; Of Ba;...q; . Fix
(ag, ..., o) and set

A

B := By ..q» B:=Bu . Bu':=Bu.cuar B :=1riBy
for ] <o < Npyi(oy---o)and 0 < i < m + 1. Set A := Ugg' B.,. From the
inclusions é|E c A% g c A"t g C B|g and Theorem 5.1(2), we have

B(BIp) = B(Br) < rank [ H.(A1) — Hu(4"*|p)].

We estimate the right-hand side of the above inequality. Let & = (1, ..., y) be such
that B}, N---N B), # (. Suppose By, has minimal radius among {B,, }’j: |- Then the
following inclusions hold:

. 1 . , ,
i i+1 i+1 i+1
C B, c B cBf'n...n BT

i
B,Nn--NB 9

i
4
Let f} : Ho((BL, N---N BL)|g) — Hy((BLF N .- B ) be the inclusion

homomorphism. Then we have

. . 1 .
rank f! < rank [H*(B;A»E) - H*(EB’;HE)} — B(By|r) < C(n, D),

where Theorem 5.1(2) and the induction hypothesis are used. By Lemma 5.2, we
obtain

rank [H*(A0|E) — H*(A’"“m)] < (m + 126D C(n, D).

This completes the induction step of the reverse induction.
Finally, since E = UN1 By lE = UN1 Bg’l"’l |E, applying Lemma 5.2 again,

a1=1 ar1=1

we conclude B(E) < C(n, D). O
Corollary 1.2(2) immediately follows from Lemma 4.4.

Proof of Corollary 1.2(2) Let M be an n-dimensional Alexandrov space of nonnegative
curvature, E C M a (noncompact) extremal subset, and p € M. Then we can show
that

rank [H,(B(p, D) N E) — H.(E)] < C(n)
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for any D > 0. Indeed, take an isotopy covering system for B(p, D) N E instead
of E, and repeat the above argument. Only the last part of the proof is different: we
estimate the rank of the inclusion homomorphism H.(B(p, D) N E) — H.(E) from
the inclusions B(p, D)NE C Ug’l':l By lE C Ug’l':l B C E. By rescaling,
the constant C(n) can be chosen independently from D.

Furthermore, Lemma 4.4 and the fibration theorem imply that the inclusion
B(p, R) N E — E is a homotopy equivalence for sufficiently large R > 0. Thus

we have B(E) < C(n). O

6 Volumes of Extremal Subsets

In this section, we prove Theorem 1.1(3) and Corollary 1.3.

Our main tool here is the gradient-exponential map of Perelman—Petrunin [15]. The
reader is advised to first review Sect.2.3.

First, we study local surjectivity of the restriction of the gradient-exponential map
to an extremal subset. Note that gexp,, |1,£ : TpE — E is not surjective in general.
The local surjectivity of the gradient flow in an Alexandrov space was stated in [21,
§2.2]. We need its generalization to extremal subsets.

Lemma 6.1 (cf. [21, §2.2 property (3)]) Let f : M — R be a semiconcave function
on an Alexandrov space M and ®'. : M — M its gradient flow (we assume that @'
is defined for all x € M and t > 0). Let E be an extremal subset of M. Then for any
y € E, there exist x € E and t > 0 such that CD’f(x) =y

Proof We prove it by induction on dim E. The case dim E = 0 is clear since every
gradient flow fixes extremal points. Suppose that the claim holds for extremal subsets
of dimension < m — 1 and let dim E = m. Let E® be the k-dimensional stratum of
the canonical stratification of E (see Sect. 2.2). Then the closure E®) is an extremal
subset of dimension < m — 1. By the induction hypothesis, the claim holds for all
y € E\ E"™. Suppose that the claim does not hold for some y € E™. Then P

maps E into E \ {y} forall # > 0. Since CD’f is homotopic to ®% = idyy, the following
commutative diagram holds:

H.(E.E\ {y}) i H,(E.E\ {y)) .

e O

H(E\{y}, E\ {y})

On the other hand, since dim E = m, the top stratum E (m) is an m-dimensional
topological manifold that is open in E. Therefore, for y € E™ the local homology
group H,,,(E, E \ {y}) is nontrivial. This contradicts the diagram. O

Using the above lemma, we give a sufficient condition for the gradient-exponential
map restricted to an extremal subset to be locally surjective. Note that we use the
gradient-exponential map for the lower curvature bound —1 (see Sect. 2.3).
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Recall that for p,g € M, q;, € X, denotes one of the directions of minimal
geodesics from p to ¢g. Similarly, for a closed subset A C M, A/P C X, denotes the
set of all directions of minimal geodesics from p to A.

Proposition 6.2 Let M be an Alexandrov space with curvature > —1, E an extremal

subset of M, and p € M.

(1) Suppose dist,, has no critical points on B(p,r) \ {p}. Then there exists R > 0
such that

gexp,(B(o, R)NT,E) D B(p,r)NE.

Note that if B(p,r) N E # (J, then p € E (see Lemma 4.1).
(2) Suppose dist,, has no critical points on A(p; r1, r2). Then there exists R > 0 such
that

gexp,,(A(0; ri. RY N K (B (p.r) N E),)) D A(p; ri,r2) N E,

where K ((0B(p,r1) N E)’p) is a subcone of T, = K(X)).
Furthermore, if we define a map Ggl‘R) : B(p,r1) = B(p, R) by

R
GE,’"R)(x) 1= gexp,, <;|px|x;,>

for the above R, then we have
GYr®(B(p.r)NE) D B(p.r) NE.

Note that this definition does not depend on the choice of x;, (see Sect. 2.3).

Proof First we show (1). Let us denote by | - | the norm on the tangent cone. By the
lower semicontinuity of |V dist, |, there exists a constant ¢ > O such that |V dist, | > ¢
on B(p, r) \ {p} (note that |V dist p | 1s close to 1 near p). Consider the semiconcave
function f = coshodist, —1, which satisfies the assumption of Lemma 6.1 (i.e.,
the gradient flow of f is defined for all points and time). Let z € B(p,r) N E. It
follows from Lemma 6.1 by contradiction that there is a sequence y; € E converging
to p such that <I>tj’; (yi) = z for some #;. By reparametrization, gexp, (si (y,-):n) =7z
for some s;. We show that s; is uniformly bounded above by some R > 0. Then, by
compactness, we get gexp p(soéo) = z for some 59 < R and §y € X, E, as desired.
Set Bi(s) = gexp » (s( y,-);,). From the differential equation (2.1), we have

tanh | pfi (s)|

Vg () dist, |
tanh s Vi pl

IpBi()| =
Together with the assumption |V dist, | > c, this implies

pBiI
tanh |pBi(s)| ~ tanhs’
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Integrating this inequality over the interval [o, s;] for some fixed o > 0, we obtain
logsinh s; < 2 (log sinh r — logsinh |pB;(0)|) + logsinh o. 6.1)

Since |p gexp p(0 )] is a positive continuous function on X, we conclude that s; is
uniformly bounded above.

Next we show (2). The first statement follows from Lemma 6.1 in the same way as
(1). Let us show the second. Let z € B(p, ) N E. If z € A(p; r1,72) N E, then by
the first statement, we have

@2 (y0) = gexp, (s0(30)},) = 2

for some yp € dB(p,r1)) N E, tg > 0,andr; < sop < R.Evenifz € B(p,r1)) NE,
the same equation holds for yo = z, fo = 0, and sg = |pz|. It follows from Lemma
6.1 by contradiction that for any 7' > 0, there exists xo € E such that CDJC(xo) = 0.
Suppose T is sufficiently large (to be determined later) and consider the gradient curve
a(t) = @’f(xo). Then G, (a(2)) still lies on the curve « (for notational simplicity we

write G, instead of Gg"R)). We show that G ,(«(t)) is before z on & when t = 0
and after z when t = T. Then the claim follows from the intermediate value theorem.
Note that G, (x(0)) = G,(x0) and G,(a(T)) = G,(yo). By the reparametrization
(2.2), we can express G, (xp) = GDE?(xo), where

/,’flpml ds
Tp =
Ipxo|  tanhscosh|p gexp,,(s(xo),)I

R
7Pl g
=
Ip tanh s

X0

sinh R
sinh r ’

<lo

Thus, if T is sufficiently large, G ,(xo) is before z = <I>§+’° (x0). On the other hand,
since R > 50, G, (y0) = gexp(R(yo)’p) is after z = gexp,, (so(yo)}?). This completes
the proof. O

Next we provide a uniform estimate on the radius R of Proposition 6.2 in terms
of other geometric quantities. The following technique was used in [15, 3.3] to prove

the convergence of the parameters of radial curves. This controls the speeds of radial
curves.

Lemma 6.3 Let M be an Alexandrov space with curvature > —1 and p € M.

(1) Assume that there exists ¢ > 0 such that |V dist), | > ¢ on B(p,r) \ {p}. Assume
further that there exist p > 0 and 0 < /2 such that (0 B(p, p))’p is O-dense in
X p. Then there exists R = R(r, c, p,0) > 0 (depending only onr, c, p, and 0)
such that

gexp, ' (B(p. 1)) C B(o, R).
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(2) Assume that there exists ¢ > 0 such that |V dist, | > ¢ on A(p; r1,12). Assume
Jurther that there exist p > 0 and 0 < 7 /2 such that for any y € dB(p,ri1)
there is x € 0B (p, p) with Zxpy < 6. Then there exists R = R(rp, c, p,0) >0
(independent of r1) such that

gexp, ' (B(p,r2)) N K((dB(p,r1)),) C B(o, R).

Proof (1) follows from (2) by taking r, = r and r; — 0. Let us show (2). Consider
the radial curve B(s) = gexp[,(syj’y) for y € dB(p, r1). We must show that if S(s) €
B(p,r) then s < R(ra,c, p, 0). Fix sufficiently small ¢ > 0 depending only on p
and 0 (to be determined later). We first consider the case r1 < o. Since |dist, | > ¢
on A(p; r1, r2), the same inequality as (6.1) holds:

logsinh s < 2 (logsinh o, — log sinh [pB(0)|) 4+ logsinho. (6.2)

Therefore, it is enough to show that |pB(c)| has a uniform positive lower bound
depending only on p, 6, and o. By assumption, there exists x € 9 B(p, p) such that
Zxpy < 0. Proposition 2.4(1) implies Zxp— B(c) < 0. Therefore we have

lpB(O)| = p — |xB(0)]
= cos prvﬂ(a) ~0 +0,(0)
>cost -0 +o0,(0)

> const(p, 6,0) > 0.

Here 0,(0) is a function depending only on p such that 0,(c)/0c — O aso — 0.
Since 6 < /2, we can choose 0 = o (p, 0) so that the last inequality holds.

In the case r; > o, the same inequality as (6.2) with o replaced by r1 holds. Since
|[pB(r1)| = r1 = o, the right-hand side is uniformly bounded above in terms of 3, c,
p, and 6. This completes the proof. O

In view of Lemma 6.3, we modify Theorem 3.1 as follows.

Theorem 6.4 Suppose (M;, p;) € Ap(n) converges to an Alexandrov space (X, p)
with dimension > 1. Then for sufficiently smallr > 0 and ¢ > 0, there exists p; € M;
converging to p such that either (1) or (2) holds:
(1) Thereis a subsequence {j} C {i} such that |V distﬁj | > con E(ﬁj, M\{p;} and
(@B(p;j, r))’ﬁ_ is (/2 — c¢)-dense in X .
J

(2) There exists a sequence §; — 0 such that

(i) for any A > 1 and sufficiently large i, |V dists, | > ¢ on A(p;; AS;,r) and

forany y € dB(pi, A8;), there is x € dB(p;, r) with Zxp;y < /2 — ¢;
(ii) for any limit (Y, yo) of a subsequence of(a—l.M,-, Di), we have

dimY >dim X + 1.
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In particular, if dim X = n, then (1) holds for all sufficiently large i.

Note that (1) (resp. (2)(i)) states that the assumption of Lemma 6.3(1) (resp. (2)) is
satisfied with constants independent of j (resp. i).

Proof The proof is along the same lines as [24, 3.2]. Fix 0 < ¢ < 6 < /100 (to be
determined later). Choose 0 < r < 1/100 small enough that

o /xpy — Zxpy < ¢ forevery x, y € dB(p, 2r);
e (30B(p, 2r));) is e-dense in X ,.

Note that the latter implies that |V dist, | > 1/10 on B(p,r) \ {p}. Let {xy}q be a

maximal 0r-discrete setin d B(p, 2r). Furthermore, for each o, let {xqp }gil be a max-
imal er-discrete set in B(xy, 6r) N dB(p, 2r). Then the Bishop—Gromov inequality
implies that

dim X—1
Ny > const(X) - (E) . (6.3)

Define functions f, and f on X by
Nq
ful) = Y dxep, x), [f(x) :=min fy(x)
o = Na e affs ) = o .

It is easy to see that f has a strict maximum at p on B(p, r), provided 6 is small
enough (see [24, 3.3]).

Fix a pu;-Hausdorff approximation ¢; : B(p, 1/1i) — B(pi, 1/u;) with ¢;(p) =
pi, where u; — 0 asi — oo. Set xéﬁ := @i (xqp) and define functions fo’; and f' on
M; by

N,
. 1 < . . .
falo) = 5= D d(xg, ), f1(x) 1= min f ().
o 'le

Note that _fO’[ and f? converge to f, and f, respectively. Let p; be a maximum point
of f* on B(p;, r). Then p; converges to p, the unique maximum point of f. Set

c:=sin(e/2N), where N = max N,.
o

Suppose that (1) does not hold for these r and ¢. Then for any sufficiently large i, there
exists y € B(p;, r) \ {pi} such that

(@) |Vy distﬁi | <cor

(b) Zxpiy > /2 —cforallx € dB(p;,r).

Let §; € B(p;, )\ {p;} be a farthest point from p; satisfying either (a) or (b), and let

8; be the distance betv&_/een pi and g;. Then (2)(i) is obvious. Moreover, §; — 0 since
|Vdist, | > 1/10 on B(p,r) \ {p} and (3 B(p, 2r));7 is e-dense in X,.
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Let us show (2)(ii). Suppose that (%M,-, pi) converges to an Alexandrov space
(Y, yo) of nonnegative curvature. Passing to a subsequence, we may assume that
gi converges to zo € Y. We may further assume that minimal geodesics p;g; and
ﬁixl’;lﬂ converge to a minimal geodesic ygzo and a ray y,g from yg, respectively. Let
Vi, véﬁ € Xp, denote the directions of p;g; and ﬁ,-x‘iﬁ, and let v, vap € Xy, be the
directions of ypzo and y,g, respectively. Note that

Z(votﬂa vaﬂ/) = Zxotﬁpxocﬂ’ >¢e/4

forevery 1 < 8 # B’ < N,.
First we show that - e
Z(v, > — — — 6.4
(v, vep) = > TN (6.4)
for every o and B. If (a) holds for infinitely many g;, then by the lower semicontinuity
of |V|, we have |V, disty, | < sin(¢/2N). This implies that £yyzoxqg(00) < 7/2 +
&/2N, where x4p(00) denotes the element of the ideal boundary of Y defined by the
ray Yup. Thus we obtain

~ T &
Z(v, va) = £20Y0Xap (00) > 7T oN

On the other hand, if (b) holds for infinitely many ¢;, then by the monotonicity of
angles, we have

el

’

. TaA i T &
Z(v, vap) = hiriilolpéqlplxaﬁ(r) = 5 c> 23N

where xé 5(r) denotes the point on the minimal geodesic ﬁ[x(i p at distance r from p;.
Therefore in either case we obtain 6.4). . '
Next we fix a such that ( f* );3_ (v;) = (fult);;, (v;) for infinitely many i. Since f* has
a local maximum at p;, the first variation formula implies that
R
0= (F)0 = 5~ > —cos Z(vi, viy)
p=1

(choose véﬂ so that the first variation formula holds for v;). Passing to the limit and
using the lower semicontinuity of angles, we have

N,
1 o
0> N—a;—cos (v, Vap). (6.5)

Now, combining (6.4) and (6.5), we obtain
‘l(v, V) — %‘ <e
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Hence {vap}y”, is an & /4-discrete set of A(v; 7/2 — e, /2 + €). Since there exists
a noncontracting map from X, to the unit sphere gdimY—1

from v, we have

preserving the distance

N, < const(n) - g~ @imY=2) (6.6)

Finally, combining (6.3) and (6.6) and taking ¢ sufficiently small, we conclude that
dimY > dim X + 1. O

We are now ready to prove the uniform boundedness of the volumes of extremal
subsets. Unlike the previous two sections, we prove it by contradiction using Theorem
6.4, without taking an essential covering. However, the following proof has the same
structure as the proof of the existence of an essential covering, Theorem 3.7, which
was by contradiction using Theorem 3.1.

Let vol,, denote the m-dimensional Hausdorff measure. As noted in Sect. 1.1, the
Hausdorff measure of an extremal subset does not depend on whether the metric is
intrinsic or extrinsic ([7, 3.17]).

Theorem 6.5 For given n and D, there exists a constant C(n, D) satisfying the fol-
lowing: Let M € A(n), p € M, and E C M an m-dimensional extremal subset. Then
we have

vol,,(B(p, D) N E) < C(n, D).

Proof We use induction on n. Suppose that the conclusion does not hold. Choose
a sequence of Alexandrov spaces (M;, p;) € Ap(n) and m-dimensional extremal
subsets E; C M; such that vol,,,(B(p;, D) N E;j) — oo asi — oco. We may assume
that (M;, p;) converges to an Alexandrov space (X, p). Set k = dim X. We prove by
reverse induction on k that there exists a constant C such that

vol,, (B(pi, D)NE;) <C

for some subsequence. This is a contradiction. In what follows, C denotes various
positive constants independent of (sub)sequences.

First suppose k = n. Take a finite covering {B(xy, ' /2)}2’:1 of B(p, D), where
ro is the one of Theorem 6.4. Then there exists X, — xo for each & such that Theorem
6.4(1) holds for sufficiently large i. Therefore, by Proposition 6.2(1) and Lemma
6.3(1), there exists R, independent of i such that

gexpgi (B0, Ro) N Tz Ei) D B(Ry, re) N E;.

Since gexp;i is a 1-Lipschitz map from the elliptic cone (T}
2.3), we have

b) over X (see Sect.

i 9
o

Ry
vol,, (B(XL, ry) N E;) < / sinh™ ! r - vol,,_ (S Ei)dr < C,
0 o
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where the second inequality follows from the hypothesis of the induction on n. Since
{B(x,. ro,)}f):’=1 is a covering of B(p;, D) for sufficiently large i, we obtain

N
Vol (B(pi. D) N E;) <Y voly (B, ra) N E;) < C.

a=1

Next suppose 1 <k <n-—1.Cover B(p, D) by {B(xq, rOl/Z)}([xV:1 as above. Then
there exists X, — xo for each « such that either (1) or (2) of Theorem 6.4 holds. If
(1) holds, then we have vol,, (B()?é, rq) N E;) < C for some subsequence as above.
Suppose that (2) holds for some «. We fix this o and omit it below. Then there exists
8; — 0 such that both (i) and (ii) holds. Passing to a subsequence, we may assume that

(a_l,Mif £ SGH (Y, yo). Then we have dim ¥ > dim X + 1. Applying the hypothesis
of the reverse induction to aliB()?i, 28;) and Si[Ei, we have

vol,, (B(%',28;) N E;) < C8"

for some subsequence. Furthermore, by Proposition 6.2(2) and Lemma 6.3(2), there
exists R independent of i such that

G (B, 28) N E;) > BG', r) NE;.

Proposition 2.4(2) states that G;%S"’R) is S?L‘}Ihzig_ -Lipschitz. Together with the above
inequality, this implies

sinh R
sinh 24;

m
vol,, (B(X', r)NE;) < ( ) -C8" < C.

Since {B(&, ro[)}fx\/:1 is a covering of B(p;, D) for sufficiently large i, we obtain
vol,, (B(pi, D) N E;) < C.

Finally, the case k = 0 follows from the case k > 1 by rescaling M; so that the new
diameter is 1. This completes the proof. O

For a metric space (X, d) and ¢ > 0, we denote by N, (X, d) the maximal number
of e-discrete points in X. Here we allow the distance between two points to be infinite
(since we consider not necessarily connected extremal subsets below).

Theorem 6.6 For given n and D, there exists a constant C(n, D) satisfying the fol-
lowing: Let M € A(n), p € M, and E C M an m-dimensional extremal subset. Then
for any ¢ > 0, we have

C(n,D
Ne(B(p, D) N E, dp) < < D).
&

where dg denotes the induced intrinsic metric of E.

@ Springer



Uniform Boundedness on Extremal Subsets Page270f28 46

The proof is similar to that of Theorem 6.5. We can repeat the same argument by
considering ™ N, ( -, dg) instead of vol,, (- ). Corollary 1.3 now follows from Theorem
6.6 and Gromov’s precompactness theorem [9, 5.2].
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