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A B S T R A C T

Particle flow processing is widely employed across various industrial applications and technologies. Due to the
complex interactions between particles and fluids, designing effective devices for particle flow processing is
challenging. In this study, we propose a topology optimization method to design flow fields that effectively
enhance the resistance encountered by particles. Particle flow is simulated using an Eulerian–Eulerian model
based on a finite difference method. Automatic differentiation is implemented to compute sensitivities using a
checkpointing algorithm. We formulate the optimization problem as maximizing the variation of drag force on
particles while reducing fluid power dissipation. Initially, we validate the finite difference flow solver through
numerical examples of particle flow problems and confirm that the corresponding topology optimization
produces a result comparable to the benchmark problem. In the optimization cases, we explore both symmetric
and asymmetric flow scenarios. For the symmetric flow case, the optimized flow fields indicate that serpentine
flow fields can enhance particle drag variation while accounting for power dissipation. Furthermore, we
investigate the effects of Reynolds numbers (𝑅𝑒 ≤ 100) and Stokes numbers (𝑆𝑡 < 1) on the optimized flow
field. The results demonstrate that increasing the Reynolds number results in more bends and greater curvature
in the flow field, whereas increasing the Stokes number reduces these features. For the asymmetric flow case,
gravity influences particle distribution, leading the serpentine flow paths to adjust their overall orientation to
align with these regions of higher particle concentration.
1. Introduction

The process of handling particle flow plays a pivotal role in a wide
range of industrial applications [1,2]. Among the factors governing
these processes, the particle residence time—the duration particles
spend in a specific region—serves as a fundamental factor of process
efficiency, affecting the degree of reaction [3,4], mixing quality [5,6],
and heat transfer effect [7,8] in industrial devices. A fundamental
approach to adjusting particle residence time is to modify the resis-
tance acting on the particles. This can be achieved by controlling
operational conditions [9,10], altering particle properties [11–13], or
designing flow paths to impose different levels of resistance [14–16].
Furthermore, it is beneficial to increase the resistance encountered
by particles for applications that require extending particle residence
time. For instance, in fluidized beds, baffles are used to control par-
ticle movement by reducing back-mixing and redistributing particles,
which increases resistance and enhances mixing efficiency [17–19]. In
microreactors, complex channel designs are employed to extend flow
paths and ensure complete chemical reactions [20–22]. Additionally,
porous media are incorporated within particle heating receivers to

∗ Corresponding author.
E-mail address: yaji@mech.eng.osaka-u.ac.jp (K. Yaji).

increase the resistance to particle flow, allowing the particles to absorb
solar energy effectively and thereby improving thermal efficiency [23,
24]. However, the complex interactions between particles and fluid
make it challenging to design an effective flow path to increase particle
flow resistance. Although size optimization is commonly employed for
such requirements [25], predefined shapes offer limited flexibility in
determining optimized configurations at the conceptual design stage.

Unlike size and shape optimization, topology optimization can gen-
erate optimized configurations without the designer’s intuition at the
conceptual design stage. The homogenization design method for topol-
ogy optimization, first proposed by Bendsøe and Kikuchi, processes
heterogeneous materials into homogeneous forms to achieve optimized
material distribution for enhanced structural performance [26]. More-
over, the density approach, also known as the SIMP (Solid Isotropic
Material with Penalization) method, employs a continuous function to
enable a smooth transition of design variables throughout the entire de-
sign domain in the optimization process [27]. The use of a penalization
factor in the SIMP method eliminates intermediate values of design
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Nomenclature

g Gravity Constant (m∕s2)
n Normal Vector
u Velocity vector (m∕s)
x Position vector (m)
D Design domain
𝜏p Particle relaxation time (s)
𝑎 Coefficient of the discretized momentum

equations in Eqs. (29) and (30)
𝑏 Coefficient of the pressure-linked equation

in Eq. (44)
𝐶d Drag coefficient
𝐷 Drag force magnitude (N)
𝑑p Particle diameter (m)
𝐻 Pipe height (m)
𝑖, 𝑗 Indices of the grid point in Fig. 2
𝐽 Objective function
𝐾 Momentum exchange coefficient

(k g∕(m3 s))
𝑘 Number of flow simulation iterations
𝐿 Inlet length (m)
𝑙 Phase indicator
𝑙𝑜 Characteristic length for the obstacle (m)
𝑛 Number of optimization iterations
𝑝 Pressure (Pa)
𝑞 Convex parameter
𝑅 Filter radius (m)
𝑅𝑒 Reynolds number
𝑠 Source term
𝑆 𝑡 Stokes number
𝑡 Time (s)
𝑈 Characteristic velocity (m/s)
𝑉 Volume constraint
𝑥, 𝑦 Coordinates (m)
𝑧 Parameter of the weighting function in

Eq. (32)
tol Convergence tolerance for flow simulation
Greek symbols
𝛼 Inverse permeability (k g∕(m3 s))
𝛽 Projection parameter
𝛥 Finite difference quantity
𝜖 Convergence tolerance for optimization
𝜂 Threshold parameter
𝛤 Boundary of the analysis domain
𝛾 Design variable
�̂� Pseudo-dilation defined in Eq. (42)
𝜅 Pressure conductivity
𝜇 Viscosity (Pa s)
𝛺 Fluid domain
𝜔 Relaxation factor
𝛷 Power dissipation (W/m)
𝜙 Volume fraction
𝜌 Density (k g∕m3)
𝜁 Drag force variation (N m2)
2 
Subscripts

0 Quantity at the previous time 𝑡 − 𝛥𝑡
ave Average
f Fluid phase
P Node notation for point P in Fig. 2
p Particle phase
W, E, S, N Neighborhood points of point P
w, e, s, n Midpoint of each adjacent interval of point

P
Superscripts

in Inlet
out Outlet
wall Wall

variables, improving material distribution from a manufacturing view-
oint.

Based on the SIMP method, topology optimization for Stokes flow
was pioneered by Borrvall and Petersson [28]. They introduced a ficti-
ious force term to model porous domains, allowing for no-slip bound-
ry conditions by setting a sufficiently high value of fictitious force.

Subsequent research has broadened the scope of topology optimization
n fluid dynamics. For instance, Guest et al. developed a methodology
or optimizing creeping flow conditions [29]. Gersborg-Hansen et al.

proposed a topology optimization method for laminar channel flow
roblems utilizing Navier–Stokes equations [30]. Topology optimiza-

tion methods for unsteady flow problems have been extended by Kreissl
et al. [31] and Deng et al. [32]. Owing to the high degree of design
freedom, research in fluid topology optimization is not only limited to
pure fluid issues but also includes a wide range of studies that consider
nteractions with various physical fields [33–37].

In the case of multi-physics problems, there has been growing
nterest in the topology optimization of particle flows in recent years.
ndreasen proposed a topology optimization approach for optimizing

nertial microfluidic devices for particle manipulation [38]. Yoon pro-
posed studies focused on controlling particle trajectories in fluid [39–
41]. These studies employ the Eulerian–Lagrangian model to explore
the topology optimization of single or multiple particles in fluids. It
is crucial to highlight that particle modeling can be conducted using
either the Eulerian–Lagrangian approach or the Eulerian–Eulerian ap-
roach, each offering distinct advantages for particle flow analysis.
n the Eulerian–Lagrangian approach, the fluid is treated as a contin-
um, and each particle is tracked individually within the Lagrangian
ramework, enabling the detailed simulation of particle trajectories
nd interactions with the fluid phase [42]. Conversely, the Eulerian–
ulerian approach treats both the gas and particles as continuous
hases with their conservation equations, allowing for the investi-
ation of behaviors of numerous particles, including sedimentation,
luidization, and particle residence time distribution [43–45]. Although

prior studies have utilized the Eulerian–Lagrangian approach to opti-
ize particle manipulations and trajectory problems, employing the
ulerian–Lagrangian approach to simulate the collective behavior of
articles can lead to high consumption of computational resources due
o the necessity of tracking each particle individually [46]. Therefore,

the Eulerian–Eulerian approach is an efficient choice for problems
involving the collective behavior of numerous particles, especially in
industrial scenarios requiring computational efficiency and scalability.

On the other hand, according to the literature review [47], most
studies on topology optimization employ the finite element method,
while a few studies utilize the finite volume method [48], lattice
Boltzmann method [49] and particle-based method [50]. Although
the finite element method is well-suited for structural problems with
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arbitrary shapes of objects, it requires relatively significant memory
esources [51] and involves specific treatments for conservation law in
luid problems [52,53]. Despite its challenges with complex geometries,

the finite difference method effectively handles fluid simulation [54,55]
nd supports high-order schemes for complex fluid behavior [56,57].

From the view of standard topology optimization methods, an opti-
mized structure is typically determined by the distribution of design
variables. There is no need to employ unstructured meshes to address
issues of arbitrary structural shapes, which makes the finite difference
method an appropriate choice for fluid topology optimization.

In this paper, we propose a topology optimization method for parti-
cle flow that aims to enhance the resistance acting on particles while ac-
counting for fluid power dissipation. For the numerical model, we em-
ploy a finite difference method and the Eulerian–Eulerian approach to
simulate particle flow behaviors. The finite difference scheme called the
NAPPLE (Nonstaggered Artificial Pressure for Pressure-Linked Equa-
tion) algorithm is selected as our flow solver. The characteristic of the
NAPPLE algorithm lies in its use of specific assumptions that allow
all state variables to be defined on a collocated grid, thereby simpli-
fying programming and enhancing computational efficiency [58]. In
solving optimization problems, GCMMA (Globally Convergent Method
f Moving Asymptotes) [59] is widely used for topology optimization
nd is capable of addressing three-dimensional computations [60–62].

Given its proven efficiency and robustness, we have selected GCMMA to
solve the optimization problem in this study. The sensitivity informa-
tion is computed with automatic differentiation, and a checkpointing
algorithm is utilized to reduce memory requirements [63,64]. In the
optimization cases, we examine the effects of Reynolds and Stokes
umbers on the optimized flow field under symmetric conditions and
ow asymmetric flow conditions affect the optimization results.

To the best of our knowledge, this is the first topology optimiza-
tion method to utilize the Eulerian–Eulerian model for handling the
collective behavior of particles, specifically aiming to maximize particle
drag variation. Additionally, it explores the feasibility of integrating the
finite difference method, thereby addressing a critical gap in the field of
luid topology optimization. The subsequent sections of this paper are
rranged as follows: In Section 2, we define the governing equations

and boundary conditions. In Section 3, we detail the approach for
topology optimization and present a problem designed to maximize
changes in particle drag force. In Section 4, we first describe the NAP-
PLE algorithm in detail, followed by the demonstration of the overall
numerical implementation, which includes sensitivity calculation and
the optimization algorithm. In Section 5, some numerical results are
iscussed to confirm the efficacy of this proposed method. Finally, the
ummarization and future work are provided in Section 6.

2. Mathematical model

2.1. Assumption

The interactions between each phase play an important role in
particle flow behavior. In the condition of low particle volume fraction,
the effect of particles on the fluid is negligible, a concept known as one-
way coupling. With the increases in the particle volume fraction, the
effect of two-way coupling should be considered for flow characteris-
tics, which means the fluid and particles mutually influence each other.

hen the volume fraction of particles exceeds 0.1, the particle flow is
regarded as dense particle flow, where the particle–particle interactions
eed to be taken into account [65].

The assumption of one-way coupling is suitable for applications
ith dilute particles, such as microfluidic devices [66–68]. Accord-

ngly, we adopt one-way coupling under sufficiently dilute conditions,
ensuring that properties like particle shape, elasticity, and roughness
do not affect the flow field or induce particle–particle interactions.
Furthermore, due to the complex interactions between turbulence and
articles, and the widespread applications of particle flows in laminar
3 
regimes [69], this study focuses on steady-state laminar flow. In this
egime, the orientation of particles remains relatively stable, and the
article roughness is negligible because disturbances caused by rough-
ess are minimal under viscous-dominated conditions. Hence, the effect
f particle shape and roughness is further diminished. The assumptions
or preliminary exploration are outlined below:

• The fluid phase is treated as a steady incompressible laminar flow.

• Due to the dilute condition of the particles, the influence of
particles on the fluid and the interactions between particles are
not considered.

• The particles are smooth spheres, and the effects of particle shape
and roughness are neglected.

• The particles are treated as rigid bodies, and their elasticity is
neglected.

• Since the lift force on particles has a minor effect in the investi-
gated cases, the particle lift force is negligible [70].

2.2. Governing equations

We adopt the Eulerian–Eulerian model as our core approach for the
umerical investigation. Both phases are formulated by the conserva-
ion equations for continuity and momentum. The governing equations
or the fluid phase are defined as follows:

∇ ⋅ (𝜙f𝜌fufuf ) = −𝜙f∇𝑝 + ∇ ⋅ (𝜇 𝜙f (∇uf + ∇u⊺f )) + 𝜙f𝜌fg, (1)

⋅ (𝜙fuf ) = 0, (2)

where 𝜙f is the fluid volume fraction, 𝜌f is the fluid density, 𝜇 is the
luid viscosity, g is the gravity constant, 𝑝 is the pressure, and uf is the

velocity vector of fluid phase. Similarly, the governing equations for
the particle phase in the Eulerian–Eulerian formulation are defined as
follows:

∇ ⋅ (𝜙p𝜌pupup) = −𝜙p∇𝑝 + 𝜙p𝜌pg +𝐾(uf − up), (3)

⋅ (𝜙pup) = 0, (4)

where up is the velocity vector of particle phase, 𝜙p is the particle
olume fraction, 𝜌p is the particle density, 𝐾 is the interphase mo-

mentum exchange coefficient. To consider the momentum exchange
between the fluid phase and the particle phase, the source term related
o the momentum exchange coefficient 𝐾 is incorporated into the
omentum equation for the particle phase, which can be determined

y the Gidaspow model [71] expressed as follows:

𝐾 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

3
4
𝐶d

𝜙p𝜙f𝜌f |uf − up|
𝑑p

𝜙−2.65
f , if 𝜙f > 0.8

150
𝜙2
p𝜇f

𝜙f𝑑2p
+ 1.75

𝜙p𝜌f |uf − up|
𝑑p

, if 𝜙f ≤ 0.8,
(5)

where 𝑑p is the particle diameter, and 𝐶d is the drag coefficient, which
s defined by Kolve [71] as follows:

𝐶d =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

24
𝑅𝑒p

, if 𝑅𝑒p < 1

24
𝑅𝑒p

(1 + 0.15𝑅𝑒0.687p ), if 1≤ 𝑅𝑒p ≤ 1000,
(6)

where 𝑅𝑒p is the particle Reynolds number, which can be described as:

𝑅𝑒p =
𝜌f |uf − up|𝑑p

𝜇
. (7)

In this study, we consider the cases of symmetric and asymmetric
flow conditions. Fig. 1 shows the analysis domains and boundary condi-
tions. For momentum conservation, the Dirichlet boundary conditions
for velocities of both phases are imposed at the inlet. The Dirichlet
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Fig. 1. Schematic diagrams for the analysis domains and boundary conditions: (a) symmetrical flow (b) asymmetrical flow.
v
e

t

∇

boundary condition for pressure is specified at the outlet, and no-
slip boundary conditions are applied to the walls. The expressions are
hown below:

uf = uinf , up = uinp on 𝛤 in, (8)

f = 0, up = 0 on 𝛤wall, (9)

= 𝑝out on 𝛤 out , (10)

where uinf and uinp are the fluid velocity and particle velocity at the
inlet, respectively, and 𝑝out is the prescribed value for pressure at
he outlet. Besides, for the volume fraction, the Dirichlet boundary

condition for the particle phase is also defined on the inlet, and the
Neumann boundary condition is specified on the remaining boundaries.
The expressions are as follows:

𝜙p = 𝜙in
p , on 𝛤 in, (11)

𝜙p ⋅ n = 0, on 𝛤wall, 𝛤 out , (12)

where 𝜙in
p is the prescribed value of particle volume fraction at the

inlet. Note that since the summation of the volume fraction of both
phases is equal to one at any given node, specifying the particle volume
fraction on the boundaries automatically determines the fluid volume
raction. Both numerical examples also account for gravity, aligned in
he direction of the 𝑦-axis.

3. Problem formulation

3.1. Basic concept of topology optimization

Topology optimization aims to derive an optimized design within
a design domain D , guided by a specific objective function and con-
straints. Essentially, the basic idea of topology optimization involves
ntroducing design variables to transform a structural design problem
nto a material distribution problem. We formulate the expression of
esign variables as follows:

𝝌(x) =
{

1, if x ∈ 𝛺
0, if x ∈ D∖𝛺 , (13)

where x is the position in D , and 𝛺 represents the flow domain in D .
With the discontinuity of the characteristic function 𝝌(x), relaxation
echniques are commonly employed to achieve a continuous transition

for numerical treatment. In this study, a popular method called the den-
ity approach is utilized for topology optimization, where the material
istribution is defined by a continuous function with values ranging

rom 0 ≤ 𝛾(x) ≤ 1. s

4 
To ensure the smoothness of the material layout, we employ con-
volution filtering [72,73] to prevent the occurrence of checkerboard
patterns in material distribution [74], as follows:

�̃�𝑘 =

∑

𝑖∈𝑁𝑒,𝑘
𝑤(x𝑖)𝛾𝑖

∑

𝑖∈𝑁𝑒,𝑘
𝑤(x𝑖)

, (14)

where �̃�𝑘 is the filtered design variable on node 𝑘, 𝑁𝑒,𝑘 is the set of
nodes within the filtering radius 𝑅, and 𝑤(x𝑖) is the weighting function
for filtering defined in the following equation.

𝑤(x𝑖) = 𝑅 − |x𝑖 − x𝑘|. (15)

Although the filter can ensure a smooth transition of design vari-
ables, it also results in more transitional regions with intermediate
alues between 0 and 1. Therefore, a projection function is used to
liminate transitional grey values, as follows [75]:

̄̃𝛾𝑘 =
t anh(𝛽 𝜂) + t anh(𝛽(�̃�𝑘 − 𝜂))
t anh(𝛽 𝜂) + t anh(𝛽(1 − 𝜂))

, (16)

where ̄̃𝛾𝑘 is the design variable after projection; 𝛽 is the projection
parameter, which controls the sharpness of contours; and 𝜂 is the
hreshold parameter.

3.2. Fluid and solid representation using the design variable field

As mentioned in Section 3.1, we employ a relaxed characteristic
function for topology optimization on particle flow. In this study, 𝛾 = 1
represents the fluid region in 𝛺, and 𝛾 = 0 represents the pseudo-
solid region in D∖𝛺. To allocate fluid and solid in the design domain,
according to the previous research for fluid topology optimization [28],
the fictitious body force is required to incorporate into the momentum
Eqs. (1) and (3) for both phases, which are re-formulated as follows:

∇ ⋅ (𝜙f𝜌fufuf ) = −𝜙f∇𝑝 + ∇ ⋅ (𝜇 𝜙f (∇uf + ∇u⊺f )) + 𝜙f𝜌fg − 𝜙f𝛼fuf , (17)

⋅ (𝜙p𝜌pupup) = −𝜙p∇𝑝 + 𝜙p𝜌pg +𝐾(uf − up) − 𝜙p𝛼pup. (18)

The inverse permeability 𝛼 can be expressed as follows:

𝛼𝑙( ̄̃𝛾) = 𝛼𝑙 + (𝛼𝑙 − 𝛼𝑙) ̄̃𝛾
1 + 𝑞
̄̃𝛾 + 𝑞

, (19)

where 𝑙 denotes the phase with 𝑙 ∈ {f , p}, 𝛼𝑙 and 𝛼𝑙 are the maximum
and minimum values of the inverse permeability, respectively, and 𝑞
is the convex parameter used to control the degree of penalization
for intermediate media. It is crucial to note that since the inertia
of particles is much greater than that of the fluid, using the same
maximum value of the fictitious body force may lead to undesirable
penetration of particles into solid regions. To ensure a more realistic
imulation, we adjust the maximum fictitious body force for particles
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as follows, taking into account their greater inertia:

𝛼p = 𝑐𝛼𝛼f , (20)

where 𝛼p is the maximum value of the inverse permeability for the
particle phase, 𝛼f is the maximum value of the inverse permeability for
the fluid phase, and 𝑐𝛼 is the coefficient to increase the fictitious body
force for the particle phase. Based on a sufficiently large value of the
fictitious body force, it is difficult for both phases to pass through the
solid region (𝛾 = 0). Note that though the issue of particle penetration
can be addressed by adjusting the maximum value of the fictitious body
force, the shear stress exerted by the pseudo-solids on the particles is
simplified to no-slip conditions due to a limitation in the mathematical
representation of Darcy’s force. Despite this simplification, sensitivities
can be utilized to obtain the optimized distribution of pseudo-solids
using the design variable field.

3.3. Maximization problem: particle drag variation

Under fixed operating conditions, increasing particle resistance is
typically achieved through flow field design that either lengthens the
particle path or introduces obstacles within the device. Due to the rela-
tively longer relaxation time, particles cannot instantly follow changes
in fluid velocity, particularly when encountering obstacles. This results
in a velocity difference between the particles and the fluid. Addition-
ally, the continuous changes in the flow path prevent the particles
from reaching their terminal velocity, further sustaining the velocity
difference. This sustained velocity difference enhances the drag force
acting on the particles, as described by the term 𝐾(uf − up) in Eq. (3).
As the particles undergo repeated acceleration and deceleration due to
obstacles or turns in the flow path, the drag force acting on them varies
accordingly. Based on this, the variation in particle drag force can be re-
garded as a key indicator of the resistance experienced by the particles.
Therefore, we formulate a topology optimization problem to maximize
he magnitude of particle drag variation, while also considering power
issipation to meet industrial application requirements. The expression
f the optimization problem is shown below:

maximize 𝐽 = 𝑤𝜁
𝜁
𝜁
−𝑤𝛷

𝛷
�̂�
,

subject to 𝑉 =∫𝛺
𝛾(x)𝑑 𝛺 − 𝑉 ≤ 0,

0 ≤ 𝛾(x) ≤ 1 for ∀x ∈ D ,

(21)

where 𝐽 is the multi-objective function, 𝑤𝛷 and 𝑤𝜁 are the weighting
actors, 𝛷 is the power dissipation of the fluid phase, 𝜁 is a function
elated to the variation of drag force on the particle phase, and 𝑉 is

the maximum value of the volume constraint. Due to the difference in
cale between 𝛷 and 𝜁 , they are normalized based on their values �̂� and
̂ from the first iteration of the optimization process. The functions 𝛷
nd 𝜁 can be expressed as follows:

𝛷 = ∫𝛺

[ 1
2
𝜇(∇uf + ∇u⊺f ) ∶ (∇uf + ∇u⊺f ) + 𝛼( ̄̃𝛾)|uf |2

]

𝑑 𝛺 , (22)

= ∫𝛺
(𝐷 −𝐷)𝑑 𝛺 , (23)

where 𝐷 represents the magnitude of particle drag force, given by the
equation 𝐷 = 𝐾|uf − up|, and 𝐷 is the average value of particle drag
magnitude in 𝛺.

4. Numerical implementation

4.1. NAPPLE algorithm

The finite difference method called the NAPPLE algorithm [58]
s employed for the numerical analysis with in-house C++ code. A
istinguishing feature of this algorithm is its ability to define all state
ariables using a collocated grid system. This approach eliminates
5 
Fig. 2. Node Notation for point P on a Cartesian grid system.

the need for a staggered grid to address the checkerboard pressure
issue [76,77], which makes programming more straightforward and
computation more efficient. In this section, we will introduce the
oncepts of the NAPPLE algorithm and numerical discretization.

We consider a uniform Cartesian grid system for spatial discretiza-
ion. A point P is denoted as P(𝑖, 𝑗), where 𝑖 and 𝑗 indicate the column

number and the row number of point P along the 𝑥-axis and the 𝑦-
axis, as shown in Fig. 2. To ensure numerical stability, we use the
seudo-transient method to achieve steady-state solutions [78]. This

method introduces a pseudo-time derivative, allowing the changes
in state variables to progressively diminish to zero as pseudo-time
steps march forward. Therefore, we consider dimensionless transient
governing equations for both phases and rewrite Eqs. (1)–(4) under the
assumption of incompressible flow as follows:

𝑅𝑒𝜙∗
f

𝜕u∗f
𝜕 𝑡∗ + 𝑅𝑒𝜙∗

f (u
∗
f ⋅ ∇

∗)u∗f = −𝜙∗
f∇

∗�̂� + ∇∗ ⋅ (𝜙∗
f∇

∗u∗f ) + s∗f , (24)

𝜕 𝜙∗
f

𝜕 𝑡∗ + ∇∗ ⋅ (𝜙∗
f u

∗
f ) = 0, (25)

𝑒 ̂𝜌𝜙∗
p

𝜕u∗p
𝜕 𝑡∗ + 𝑅𝑒 ̂𝜌𝜙∗

p(u
∗
p ⋅ ∇

∗)u∗p = −𝜙∗
p∇

∗�̂� + s∗p , (26)

𝜕 𝜙∗
p

𝜕 𝑡∗ + ∇∗ ⋅ (𝜙∗
pu

∗
p) = 0, (27)

where sf is the source term for the fluid phase, given by ∇ ⋅ (𝜇 𝜙f∇u
⊺
f ) +

𝜙f𝜌fg, and sp is the source term for the particle phase, given by 𝜙p𝜌pg+
𝐾(uf−up). Notably, since the transpose term in the viscous term will be
treated explicitly in the discretization procedure, it is included in the
ource term. The variables with asterisks represent the dimensionless
ariables defined as follows:

u∗f =
uf
𝑈

, u∗p =
up
𝑈

, 𝜙∗
f =

𝜙f
𝜙

, 𝜙∗
p =

𝜙p

𝜙
, s∗f = 𝐿2

𝜇 𝑈 sf , s∗p = 𝐿2

𝜇 𝑈 sp ,

∗ = 𝐿∇ , 𝑡∗ = 𝑈
𝐿
𝑡 , 𝑅𝑒 = 𝜌𝑈 𝐿

𝜇
, 𝑝∗ =

𝑝 − 𝑝0
𝜌f𝑈2

, �̂� = 𝑅𝑒𝑝∗, �̂� =
𝜌p
𝜌f

,

(28)

where 𝑈 is the characteristic velocity, 𝐿 is the characteristic length,
and 𝑅𝑒 is the flow Reynolds number. For simplicity, the dimensionless
ariables used in this section will be written without the asterisk in the
ollowing description.

Due to the implicit discretization scheme used in the NAPPLE
lgorithm, the governing equations are discretized into a matrix of
inear algebraic equations to solve for the state variables. For the
iscretization process, the weighting function scheme [79] is employed

for the momentum equations of the fluid phase, and a well-known
upwind scheme [54] is utilized for the particle phase to ensure numer-
ical stability. Owing to its general familiarity, the explanation of the
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upwind scheme employed for the particle phase will not be expanded
upon in this section. Instead, we will focus on detailing the weighting
function scheme used for the fluid phase. Considering a point P(𝑖, 𝑗) on
 structured grid shown in Fig. 2, the discretized momentum Eqs. (24)
n the 𝑥-direction and the 𝑦-direction can be expressed as follows:

(𝑎W)𝑖,𝑗𝑢𝑖−1,𝑗 + (𝑎S)𝑖,𝑗𝑢𝑖,𝑗−1 + (𝑎P)𝑖,𝑗𝑢𝑖,𝑗 + (𝑎E)𝑖,𝑗𝑢𝑖+1,𝑗 + (𝑎N)𝑖,𝑗𝑢𝑖,𝑗+1
= (𝑟𝑢)𝑖,𝑗 +

𝜕 ̂𝑝
𝜕 𝑥 , (29)

(𝑎W)𝑖,𝑗𝑣𝑖−1,𝑗 + (𝑎S)𝑖,𝑗𝑣𝑖,𝑗−1 + (𝑎P)𝑖,𝑗𝑣𝑖,𝑗 + (𝑎E)𝑖,𝑗𝑣𝑖+1,𝑗 + (𝑎N)𝑖,𝑗𝑣𝑖,𝑗+1
= (𝑟𝑣)𝑖,𝑗 +

𝜕 ̂𝑝
𝜕 𝑦 , (30)

where 𝑢 is the 𝑥-component of velocity, 𝑣 is the 𝑦-component of
velocity, 𝑎 is the weighting coefficient and the subscripts W,E,S,N
denote the neighborhood grid points of point P as shown in Fig. 2.
The terms 𝑟𝑢 and 𝑟𝑣 are the remainders in Eqs. (29) and (30). The

eighting coefficients can be further expressed with the weighting
function scheme as follows:

(𝑎W)𝑖,𝑗 =
𝑤𝑓 ((𝑧w)𝑖,𝑗 )

𝛥𝑥2
, (𝑎E)𝑖,𝑗 =

𝑤𝑓 (−(𝑧e)𝑖,𝑗 )

𝛥𝑥2
, (𝑎S)𝑖,𝑗 =

𝑤𝑓 ((𝑧s)𝑖,𝑗 )

𝛥𝑦2
,

𝑎N)𝑖,𝑗 =
𝑤𝑓 (−(𝑧n)𝑖,𝑗 )

𝛥𝑦2
,

(𝑎P)𝑖,𝑗 = −(𝑎W)𝑖,𝑗 − (𝑎S)𝑖,𝑗 − (𝑎E)𝑖,𝑗 − (𝑎N)𝑖,𝑗 − 𝑅𝑒
𝛥𝑡

,

(𝑟𝑢)𝑖,𝑗 = −
(

𝑠𝑥
𝜙

+
𝑅𝑒 𝑢0
𝛥𝑡

)

f
, (𝑟𝑣)𝑖,𝑗 = −

( 𝑠𝑦
𝜙

+
𝑅𝑒 𝑣0
𝛥𝑡

)

f
,

(31)

where the subscript f denotes the fluid phase, the subscripts w, e, s, n
denote the midpoint between each adjacent interval of point P, 𝑢0 is
the 𝑥-component of velocity at the previous time step, and 𝑣0 is the 𝑦-
component of velocity at the previous time step. The weighting function
𝑤𝑓 (𝑧) and the parameter 𝑧 used in Eq. (31) are defined as follows:

𝑤𝑓 (𝑧) = 𝑧
1 − 𝑒−𝑧

,

(𝑧w)𝑖,𝑗 =

(

𝑅𝑒𝑢𝑖−1 −
1

𝜙𝑖−1

𝜕 𝜙
𝜕 𝑥

)

f

𝛥𝑥, (𝑧e)𝑖,𝑗 =

(

𝑅𝑒𝑢𝑖 −
1
𝜙𝑖

𝜕 𝜙
𝜕 𝑥

)

f

𝛥𝑥,

(𝑧s)𝑖,𝑗 =

(

𝑅𝑒𝑣𝑗−1 −
1

𝜙𝑗−1

𝜕 𝜙
𝜕 𝑦

)

f

𝛥𝑦, (𝑧n)𝑖,𝑗 =

(

𝑅𝑒𝑣𝑗 −
1
𝜙𝑗

𝜕 𝜙
𝜕 𝑦

)

f

𝛥𝑦,

(32)

where 𝑢𝑖, 𝑣𝑗 , 𝜙𝑖 and 𝜙𝑗 represent the average velocity and the average
volume fraction in the intervals 𝑥𝑖−1 ≤ 𝑥 ≤ 𝑥𝑖 and 𝑦𝑖−1 ≤ 𝑦 ≤ 𝑦𝑖,
respectively. For the weighting function 𝑤𝑓 (𝑧) in Eq. (32), we use the
power-law approximation to reduce the computational cost [80], given
by the equation 𝑤𝑓 (𝑧) ≈ [0, (1 − 0.1|𝑧|)5] + [0, 𝑧]. Besides, as suggested
by Lee [81], the unsteady term in Eq. (24) is discretized with implicit
form as follows:
𝜕uf
𝜕 𝑡 =

(u − u0
𝛥𝑡

)

f
. (33)

Though Eqs. (29) and (30) are solvable with the initial guess of the
ressure field, it is not guaranteed to satisfy the continuity equation.
herefore, it is required to update state variables iteratively, similar to
he well-known SIMPLE algorithm [82]. Unlike the SIMPLE algorithm,
hich relies on a pressure-correction equation, the NAPPLE algorithm

ntegrates the discretized continuity equation and momentum equa-
ions to derive a pressure-linked equation. This equation is then directly
sed to compute the pressure field. To derive the pressure-linked
quation, we first recast Eqs. (29) and (30) into a compact form for

the volume flux:

(𝜙𝑖,𝑗𝑢𝑖,𝑗 )f = (𝜙𝑖,𝑗 �̂�𝑖,𝑗 )f − 𝜅𝑖,𝑗

(

𝜕 ̂𝑝
𝜕 𝑥

)

, (34)

𝜙𝑖,𝑗𝑣𝑖,𝑗 )f = (𝜙𝑖,𝑗 �̂�𝑖,𝑗 )f − 𝜅𝑖,𝑗

(

𝜕 ̂𝑝)
, (35)
𝜕 𝑦

6 
̂𝑖,𝑗 = ((𝑟𝑢)𝑖,𝑗 − (𝑎W)𝑖,𝑗𝑢𝑖−1,𝑗 − (𝑎S)𝑖,𝑗𝑢𝑖,𝑗−1 − (𝑎P)𝑖,𝑗𝑢𝑖,𝑗
− (𝑎E)𝑖,𝑗𝑢𝑖+1,𝑗 − (𝑎N)𝑖,𝑗𝑢𝑖,𝑗+1)∕(𝑎P)𝑖,𝑗 , (36)

�̂�𝑖,𝑗 = ((𝑟𝑣)𝑖,𝑗 − (𝑎W)𝑖,𝑗𝑣𝑖−1,𝑗 − (𝑎S)𝑖,𝑗𝑣𝑖,𝑗−1 − (𝑎P)𝑖,𝑗𝑣𝑖,𝑗
− (𝑎E)𝑖,𝑗𝑣𝑖+1,𝑗 − (𝑎N)𝑖,𝑗𝑣𝑖,𝑗+1)∕(𝑎P)𝑖,𝑗 , (37)

𝜅𝑖,𝑗 = −
(

𝜙
(𝑎P)𝑖,𝑗

)

f
. (38)

As suggested by Moukalled et al. [83], we sum the continuity
equations (25) and (27) to obtain the global continuity equation. Sub-
sequently, the global continuity equation can be utilized to derive the
ressure-linked equation, thereby solving for the pressure term shared
y both phases. The discretized global continuity equation for point
(𝑖, 𝑗) can be expressed in the following form:
∑

𝑙∈{f ,p}

(𝜙𝑖+1,𝑗𝑢𝑖+1,𝑗 − 𝜙𝑖−1,𝑗𝑢𝑖−1,𝑗
2𝛥𝑥

+
𝜙𝑖,𝑗+1𝑣𝑖,𝑗+1 − 𝜙𝑖,𝑗−1𝑣𝑖,𝑗−1

2𝛥𝑦

)

𝑙
= 0. (39)

It should be noted that since the sum of the volume fraction of both
hases is equal to one at any given time, the influence of the transient
erm in the global continuity equation can be neglected. Furthermore,
s suggested by the prior work [58], we adopted the assumptions shown

below during the discretization process:
𝜅𝑖+1,𝑗

(

𝜕 ̂𝑝
𝜕 𝑥
)

𝑖+1,𝑗
− 𝜅𝑖−1,𝑗

(

𝜕 ̂𝑝
𝜕 𝑥
)

𝑖−1,𝑗

2𝛥𝑥
≈ 𝜕

𝜕 𝑥
(

𝜅
𝜕 ̂𝑝
𝜕 𝑥

)

, (40)

𝜅𝑖,𝑗+1
(

𝜕 ̂𝑝
𝜕 𝑦
)

𝑖,𝑗+1
− 𝜅𝑖,𝑗−1

(

𝜕 ̂𝑝
𝜕 𝑦
)

𝑖,𝑗−1

2𝛥𝑦
≈ 𝜕

𝜕 𝑦
(

𝜅
𝜕 ̂𝑝
𝜕 𝑦

)

. (41)

Based on the assumptions in Eqs. (40) and (41), integrating Eqs. (34)–
(39) yields the pressure-linked equation, which eliminates the checker-
board pressure pattern [58]. The pressure-linked equation is formulated
as follows:
𝜕
𝜕 𝑥

(

𝜅
𝜕 ̂𝑝
𝜕 𝑥

)

+ 𝜕
𝜕 𝑦

(

𝜅
𝜕 ̂𝑝
𝜕 𝑦

)

= �̂�, (42)

�̂�𝑖,𝑗 =
∑

𝑙∈{f ,p}

(𝜙𝑖+1,𝑗 �̂�𝑖+1,𝑗 − 𝜙𝑖−1,𝑗 �̂�𝑖−1,𝑗
2𝛥𝑥

+
𝜙𝑖,𝑗+1�̂�𝑖,𝑗+1 − 𝜙𝑖,𝑗−1�̂�𝑖,𝑗−1

2𝛥𝑦

)

𝑙
,

(43)

where �̂� is the pseudo-dilation. The pressure-linked equation can also
be discretized into a linear algebraic equation with the harmonic
cheme [80]:

(𝑏W)𝑖,𝑗𝑝𝑖−1,𝑗 + (𝑏S)𝑖,𝑗𝑝𝑖,𝑗−1 + (𝑏P)𝑖,𝑗𝑝𝑖,𝑗 + (𝑏E)𝑖,𝑗𝑝𝑖+1,𝑗 + (𝑏N)𝑖,𝑗𝑝𝑖,𝑗+1 = (𝑟𝑝)𝑖,𝑗 .
(44)

The coefficient 𝑏 in Eq. (44) can be further expressed as follows:

(𝑏W)𝑖,𝑗 =
(𝜅w)𝑖,𝑗
𝛥𝑥2

, (𝑏E)𝑖,𝑗 =
(𝜅e)𝑖,𝑗
𝛥𝑥2

, (𝑏S)𝑖,𝑗 =
(𝜅s)𝑖,𝑗
𝛥𝑦2

, (𝑏N)𝑖,𝑗 =
(𝜅n)𝑖,𝑗
𝛥𝑦2

,

(𝑏P)𝑖,𝑗 = −(𝑏W)𝑖,𝑗 − (𝑏S)𝑖,𝑗 − (𝑏E)𝑖,𝑗 − (𝑏N)𝑖,𝑗 , (𝑟𝑝)𝑖,𝑗 = �̂�𝑖,𝑗 ,
(45)

Since the global pressure is shared by both the fluid phase and the
particle phase, the total pressure conductivity 𝜅 represents the sum of
he pressure conductivities of each phase. In each phase, the pressure
onductivity can be obtained through the coefficients in their respective
omentum equations. Therefore, the total pressure conductivity 𝜅 can

be expressed as follows:

(𝜅w)𝑖,𝑗 =
∑

𝑙∈{f ,p}

(

2
(𝜅𝑖,𝑗 )−1 + (𝜅𝑖−1,𝑗 )−1

)

𝑙

=
∑

𝑙∈{f ,p}

( −2𝜙𝑖,𝑗𝜙𝑖−1,𝑗

(𝑎P)𝑖,𝑗𝜙𝑖−1,𝑗 + 𝜙𝑖,𝑗 (𝑎P)𝑖−1,𝑗

)

𝑙
, (46)

(𝜅e)𝑖,𝑗 =
∑

(

2
(𝜅 )−1 + (𝜅 )−1

)

𝑙∈{f ,p} 𝑖,𝑗 𝑖+1,𝑗 𝑙
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Algorithm 1 NAPPLE algorithm for solving particle flow problem
1: All the state variables and the parameters are initialized.
2: while the solution of state variables does not converge do
3: for each phase 𝑙 ∈ {f , p} do
4: Impose boundary conditions in Eqs. (8) and (9) for velocities 𝑢𝑙 , 𝑣𝑙
5: end for
6: Impose the boundary condition in Eq. (10) for the global pressure �̂� shared by both phases
7: Impose the boundary condition in Eqs. (11) and (12) for the particle volume fraction 𝜙p
8: for each phase 𝑙 ∈ {f , p} do
9: Compute the weighting factors (𝑎W)𝑙 , (𝑎E)𝑙 , (𝑎S)𝑙 , (𝑎N)𝑙 , (𝑎P)𝑙 in Eqs. (29) and (30)

10: Compute the pseudo-velocities �̂�𝑙, �̂�𝑙 in Eqs. (36) and (37)
11: end for
12: Compute the weighting factors 𝑏W, 𝑏E, 𝑏S, 𝑏N, 𝑏P in the left-hand side of Eq. (44)
13: Compute the pseudo-dilation �̂� in the right-hand side of Eq. (44) for both phases, which expressed by Eq. (43)
14: Solve the matrix of the pressure-linked equation (44) with a matrix solver
15: Update the pressure �̂� with a relaxation factor 𝜔p, �̂� ← (1 − 𝜔p)�̂�𝑘−1 + 𝜔p�̂�𝑘

16: Compute the pressure gradients 𝜕 ̂𝑝
𝜕 𝑥 and 𝜕 ̂𝑝

𝜕 𝑦
7: for each phase 𝑙 ∈ {f , p} do
8: Add the pressure gradients 𝜕 ̂𝑝

𝜕 𝑥 and 𝜕 ̂𝑝
𝜕 𝑦 to the right-hand side of momentum equations

19: Solve the matrix of momentum equations (29) and (30) with a matrix solver
20: Update the velocity 𝑢𝑙 with a relaxation factor 𝜔v, 𝑢𝑙 ← (1 − 𝜔v)𝑢𝑘−1𝑙 + 𝜔v𝑢𝑘𝑙
21: Update the velocity 𝑣𝑙 with a relaxation factor 𝜔v, 𝑣𝑙 ← (1 − 𝜔v)𝑣𝑘−1𝑙 + 𝜔v𝑣𝑘𝑙
22: end for
23: Discretize the continuity equation for the particle phase in Eq. (27) with a numerical scheme
24: Obtain the particle volume fraction 𝜙p by solving the matrix of the continuity equation (27)
25: Obtain 𝜙f with the relationship 𝜙f + 𝜙p = 1
26: Update the iteration number 𝑘, 𝑘 ← 𝑘 + 1
27: end while
28: Return the final solution of state variables of each phase
g

d

s
c

=
∑

𝑙∈{f ,p}

( −2𝜙𝑖,𝑗𝜙𝑖+1,𝑗

(𝑎P)𝑖,𝑗𝜙𝑖+1,𝑗 + 𝜙𝑖,𝑗 (𝑎P)𝑖+1,𝑗

)

𝑙
, (47)

(𝜅s)𝑖,𝑗 =
∑

𝑙∈{f ,p}

(

2
(𝜅𝑖,𝑗 )−1 + (𝜅𝑖,𝑗−1)−1

)

𝑙

=
∑

𝑙∈{f ,p}

( −2𝜙𝑖,𝑗𝜙𝑖,𝑗−1

(𝑎P)𝑖,𝑗𝜙𝑖,𝑗−1 + 𝜙𝑖,𝑗 (𝑎P)𝑖,𝑗−1

)

𝑙
, (48)

(𝜅n)𝑖,𝑗 =
∑

𝑙∈{f ,p}

(

2
(𝜅𝑖,𝑗 )−1 + (𝜅𝑖,𝑗+1)−1

)

𝑙

=
∑

𝑙∈{f ,p}

( −2𝜙𝑖,𝑗𝜙𝑖,𝑗+1

(𝑎P)𝑖,𝑗𝜙𝑖,𝑗+1 + 𝜙𝑖,𝑗 (𝑎P)𝑖,𝑗+1

)

𝑙
. (49)

Based on the description provided, the steps of the NAPPLE algo-
rithm for particle flow can be summarized as pseudocode in Algorithm
1. For particle flow analysis, we must determine the particle volume
fraction by discretizing the particle continuity equation (27) to obtain
the linear algebraic equation, which is then solved to find the vol-
me fraction values. The upwind scheme is utilized to discretize the

continuity equation of the particle phase.
Besides, the SIS algorithm (Strongly implicit solver) suggested by

ee [84] is utilized for solving the matrices of linear algebraic equa-
tions. To ensure numerical stability, the relaxation factors 𝜔p and 𝜔v
re utilized to update the pressure and velocities for both phases and
he values of 𝜔p and 𝜔v are set to 0.2 and 0.4 in this study. Moreover,

we must iterate the numerical procedure until we achieve solution
convergence. The convergence criteria are as follows:

max
P

|

|

|

𝑢𝑘𝑖,𝑗 − 𝑢𝑘−1𝑖,𝑗
|

|

|

≤ t ol𝑢, (50)

max
P

|

|

|

𝑣𝑘𝑖,𝑗 − 𝑣𝑘−1𝑖,𝑗
|

|

|

≤ t ol𝑣, (51)

where t ol𝑢 and t ol𝑣 represent the convergence criteria for the velocity
omponent 𝑢 and 𝑣 for both phases and are set to 1 × 10−5, respectively.
7 
4.2. Optimization algorithm

In the optimization process, we use a continuation method to pro-
ressively increase the projection parameter 𝛽 in Eq. (16) in each

continuation step, which helps to eliminate intermediate design vari-
ables. The optimization algorithm iteratively solves the problem based
on gradient information during each of these steps. The flowchart of
the topology optimization process is shown in Fig. 3.

As shown in Fig. 3, the design variables 𝛾 are initialized in the
first step. In the second step, the design variables are regularized
with the convolution filter in Eq. (14) and the projection function in
Eq. (16). We solve the governing equations using the finite difference
method in the third step and compute the sensitivities in the fourth
step. In the fifth step, we use the GCMMA algorithm to update the
esign variables [59]. If the objective function does not meet the

convergence criterion, the procedure returns to the second step. If it
meets the criterion, the procedure verifies whether the continuation
steps are completed. If not, the projection parameter 𝛽 in Eq. (16) is
doubled in the next continuation step, and the procedure returns to the
econd step. Otherwise, the optimization procedure is terminated. The
onvergence criterion for the objective function is defined as follows:
|

|

|

|

𝐽𝑛 − 𝐽𝑛−1
𝐽𝑛

|

|

|

|

< 𝜖 , (52)

where 𝜖 is the criterion for the optimization convergence and is set to
1 × 10−4 in this study.

4.3. Sensitivity analysis based on automatic differentiation

Automatic differentiation offers a robust method for calculating
derivatives of functions without the analytical adjoint formulations.
Composite functions are decomposed into elementary operations in the
process of automatic differentiation. By applying the chain rule to each
operation, this approach enables precise computation of derivatives.

Therefore, automatic differentiation is well-suited for handling the
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Fig. 3. Flowchart of topology optimization process with a continuation approach of
he projection parameter 𝛽.

relatively complex equations for particle flow in this study. As reverse
differentiation traces the computation backward from the outputs to
the inputs, it solves gradient-based optimization problems involving
functions with multiple inputs effectively. In this study, we implement
the reverse mode automatic differentiation using the library Adept
C++ [85]. For sensitivity analysis, it is necessary to declare state vari-
ables and related variables as adouble objects defined in Adept C++,
enabling the tracking of all calculations and the reverse computation of
derivatives. To verify the correctness of the sensitivity calculations, the
sensitivities obtained from Apept C++ are compared with the results
from a finite difference check, as shown in Appendix.

Similar to the iterative solution-based study by Towara and Nau-
mann [86], since the reverse mode automatic differentiation requires
recording computational details from each iteration for sensitivity anal-
ysis, it significantly increases the memory requirement for the iterative
process. To address this issue, we employ a checkpointing algorithm
for the sensitivity analysis [63,64]. The operation of a checkpointing
algorithm involves dividing the iterative process into several smaller
ubintervals. At each checkpoint, state variables are recorded and
ubsequently used to compute adjoint information in reverse, which
erves as the initial condition for the next subinterval. As a result, this

method significantly reduces memory requirements due to the storage
of essential data at these checkpoints and the adjoint calculations
within each subinterval.

5. Results and discussion

5.1. Validation of numerical scheme

Using two numerical examples from prior studies [70,87], we val-
idate the feasibility of our numerical scheme. The fluid domain is
discretized with a quadrilateral mesh of 160 × 20. In the first numerical
example, the velocity distribution on the central line in a horizontal
straight pipe serves as the crucial point, as shown in Fig. 4(a). The
fluid phase and particle phase pass through the pipe with a velocity
of 1.0 m/s and 0.1 m/s, respectively. Free-slip boundary conditions are
applied on the walls. Table 1 shows the relevant physical parameters for
this setup. We examine the velocity distribution along the central line
of the pipe. As shown in Fig. 5, the numerical results closely match the
prior studies. With the increases in particle diameter, a longer distance
is required to reach the terminal velocity of particles reasonably.
8 
Table 1
Physical parameters and dimensions for numerical validation.

Parameters Symbols Values Unit

Pipe height 𝐻 4 m
Pipe width 𝑊 0.5 m
Fluid density 𝜌f 1.2 k g∕m3

Particle density 𝜌p 665, 2990 k g∕m3

Particle diameter 𝑑p 200, 400 μm

Inlet particle volume fraction 𝜙in
p 0.005 –

Table 2
Default physical parameters for the calculation of 𝑆 𝑡r ef and the optimization
problems.

Parameters Symbols Values Unit

Inlet length 𝐿 0.33 m
Maximum inlet fluid velocity 𝑢inf 1.0 m/s
Maximum inlet particle velocity 𝑢inp 1.0 m/s
Fluid density 𝜌f 1.2 k g∕m3

Fluid viscosity 𝜇 0.04 Pa s
Particle density 𝜌p 1000 k g∕m3

Particle diameter 𝑑p 1 mm
Inlet particle volume fraction 𝜙in

p 0.005 –

To further validate the flow solver, we consider the effect of gravity.
n the second numerical example, the particles driven by the gravity
ffect flow through a vertical pipe in the quiescent medium, as shown in

Fig. 4(b). The velocities of both phases are 0.0001 m/s at the inlet. Free-
lip boundary conditions are also applied on the walls. Based on the
hysical parameters shown in Table 1, the velocity distribution along
he central line remains consistent with the prior studies in Fig. 6.

5.2. Particle drag variation maximization problem

5.2.1. Details of numerical setting
In the flow simulation setup, the analysis domains of the two cases

re discretized using the quadrilateral meshes of 80 × 40 and 80 × 80.
n the optimization setting, the initial value of the design variables 𝛾 is
et to 0.5. The filter radius 𝑅 is set to 0.05. Additionally, the maximum
alue of the projection parameter 𝛽max and the projection threshold
are set to 32 and 0.5, respectively. For the representation of the

olid region, the maximum value of inverse permeability 𝛼f is set to
1 × 104, and the convex parameter 𝑞 is set to 0.02. In the optimization
problem, the weighting factors 𝑤𝛷 and 𝑤𝜁 in the objective function are
set to 0.5, respectively, and the maximum limit of volume constraint
𝑉 is set to 0.5𝑉0. It should be noted that 𝑐𝛼 is set to 𝑆 𝑡∕𝑆 𝑡r ef , where
𝑆 𝑡 represents the Stokes number, and 𝑆 𝑡r ef corresponds to the Stokes
number calculated according to Table 2. The expression of Stokes
number is shown as follows:

𝑆 𝑡 =
𝜏p
𝜏f

=
𝜌p𝑑2p𝑈

18𝜇 𝑙o
, (53)

where 𝜏p is the particle relaxation time, 𝜏f is the characteristic time
of the fluid flow, and 𝑙o is the characteristic length of the obstacle.
The Stokes number describes the behavior of particles suspended in a
fluid flow. It represents the ratio of the particle relaxation time to the
characteristic time of the fluid flow, indicating how easily particles can
follow the flow. As mentioned in Section 3.2, as the inertia of particles
ncreases, particles tend to follow their original trajectory rather than

the fluid flow, which requires applying a larger fictitious body force
to prevent particles from penetrating the solid region. Therefore, to
properly account for the interaction between particles and the solid
region, We set 𝑐𝛼 based on the ratio of the Stokes number under
different conditions to the reference Stokes number 𝑆 𝑡 .
r ef
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Fig. 4. Dimensions and boundary expressions of analysis domain for numerical validation: (a) Particles flow through a horizontal pipe in the numerical example 1 (b) Particles
riven by the gravity effect flow through a vertical pipe in the numerical example 2.
Fig. 5. Comparison of particle velocity distribution along the central line in a horizontal pipe with 𝜌p = 665 k g∕m3: (a) 𝑑p = 200 μm (b) 𝑑p = 400 μm.
Fig. 6. Comparison of particle velocity distribution along the central line in a vertical pipe: (a) 𝑑p = 200 μm (b) 𝑑p = 400 μm.
v

5.2.2. Case study 1: symmetrical flow setup
The optimized results are obtained in Fig. 7 according to the pa-

rameters in Table 2. The corresponding flow Reynolds number is
0. Fig. 7(a) reveals that the optimized flow field forms a serpentine

flow field. From Eqs. (3) and (5), it can be observed that particle
drag is primarily influenced by the velocity difference between the
 f

9 
particles and the fluid with constant material properties. Since the
objective is to enhance the variation of particle drag within the design
domain, the velocity difference between the fluid and particles must
continuously fluctuate, preventing particles from reaching terminal
elocity. In a serpentine flow field, repeated obstructions impede both
luid and particles, and their differing response times create persistent
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Fig. 7. Distribution of design variables and physical quantities: (a) design variable ̄̃𝛾 (b) magnitude of fluid velocity uf (c) magnitude of particle velocity up (d) magnitude of
drag force in the 𝑥-direction 𝐷𝑥 (e) magnitude of drag force in the 𝑦-direction 𝐷𝑦 (f) magnitude of particle drag variation 𝜁 .
Fig. 8. Convergence history of the optimized flow field in Fig. 7: (a) objective and constraint (b) power dissipation and drag variation.
velocity differences. Consequently, these continuous fluctuations in
relative velocity amplify the particle drag variation throughout the
design domain.

Fig. 7(b) and (c) demonstrate the distribution of the fluid velocity
and particle velocity. Due to the relatively low Stokes number in
this case, the particles tend to follow the fluid streamlines closely.
Therefore, the distribution of the fluid velocity and particle velocity
are nearly identical. However, in Fig. 7(d) and (e), the drag force
resulting from the velocity difference between the fluid and the par-
ticles is observed. The blue regions indicate areas where the particle
velocity exceeds the fluid velocity, while the red regions indicate the
opposite. This indicates that particles and fluid undergo acceleration
and deceleration in the bends of the serpentine flow field, leading to
velocity differences due to their differing response times.

More specifically, as particles enter the bend in the 𝑦-direction, due
to the obstruction of the bend, the deceleration of the particles in the
𝑦-direction is greater than that of the fluid in the red region of Fig. 7(e),
while their acceleration in the 𝑥-direction exceeds that of the fluid
10 
in the blue region of Fig. 7(d). Besides, as particles leave the bend,
they continue to accelerate in the 𝑦-direction due to inertia and gravity
effects. The acceleration of the particles in the 𝑦-direction is greater
than that of the fluid in the blue region of Fig. 7(e). The repetitive
bends of the serpentine flow field increase the flow path length and the
number of obstacles in the design domain, leading to greater particle
resistance. Fig. 7(f) illustrates the distribution of particle drag variation.

The convergence history is demonstrated in Fig. 8. In addition to
satisfying the objective function and constraints, the decrease in power
dissipation and the increase in drag variation also indicate that the
optimized flow field meets the requirement of increasing the particle
resistance while reducing the power dissipation.

Furthermore, we examine the effect of different Reynolds numbers
and Stokes numbers on the optimized flow field. In this investigation,
the desired value of the Reynolds number is determined by adjust-
ing the viscosity. The optimized flow fields with different Reynolds
numbers are shown in Fig. 9. As the Reynolds number increases,
the optimized flow field becomes more complex, with an observable
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Fig. 9. Optimized Results and physical quantities for different Reynolds numbers: (a) optimized flow field (b) fluid velocity (c) particle velocity (d) particle volume fraction. The
maximum values on the color bar for fluid velocity and particle velocity are 2.0 m∕s, 3.0 m∕s, and 3.5 m∕s with 𝑅𝑒 = 1, 50, 100.
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Fig. 10. Optimized results and physical quantities for different Stokes numbers by adjusting the particle diameters to 4 mm, 2 mm, and 0.6 mm: (a) optimized flow field (b)
magnitude of particle drag variation. The maximum values of the color bar for drag variation are 155.7, 326.45, and 450.43 with 𝑆 𝑡 = 0.0667, 0.01667, and 0.0015, respectively.

Fig. 11. Optimized flow fields and physical quantities for different Stokes numbers by adjusting the particle densities 𝜌p with 4000 k g∕m3, 2000 k g∕m3, and 600 k g∕m3: (a)
optimized flow field (b) the magnitude of particle drag variation. The maximum values of the color bar for drag variation are 1814.08, 964.77, 802.42 with 𝑆 𝑡 = 0.01667, 0.0083,
and 0.0025, respectively.
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Fig. 12. Optimized Results and physical quantities for different Stokes numbers by adjusting the particle diameters to 1 mm, 2 mm, and 4 mm: (a) optimized flow field (b)
magnitude of particle drag variation (c) particle volume fraction. The maximum values of the color bar for drag variation are 980.8, 892.6, and 335.96 with 𝑆 𝑡 = 0.00417, 0.01667,
and 0.0667, respectively.
Table 3
The power dissipation 𝛷 and particle drag variation 𝜁 in 𝐽 with different Reynolds
number using the default parameters in Table 2.
𝑅𝑒 1 10 50 100

Power dissipation 𝛷 (W∕m) 58.61 21.56 6.27 11.72
Particle drag variation 𝜁 (N m2) 44.92 146.38 165.28 272.45

increase in the curvature of the flow channels. Table 3 outlines the
power dissipation and particle drag variation with different Reynolds
numbers. In the case of a smaller Reynolds number, since viscosity
primarily dominates the flow behavior, increasing the drag force by
bending the flow channels results in more energy loss. As a result,
the number and curvature of bends in the serpentine flow fields are
reduced. Moreover, due to the weak inertial effects on the particles,
there is a slight difference in the velocity distribution between the
13 
particles and the fluid. In the case of a higher Reynolds number,
the inertial effects on particles become more significant, resulting in
more noticeable differences in the velocity distribution between the
particles and the fluid. Particles tend to collide with solids, changing
the direction instead of following the fluid streamlines. This behavior
increases the degree of variation in drag force.

It should be noted that due to the limitations of the fictitious body
force formulation, the particle volume fraction shown in Fig. 9(d)
remains within the solid region. Nevertheless, since the fluid velocity
and particle velocity inside the solid region are very low, the drag
variation within the solid region is also minimal.

Figs. 10 and 11 show the optimized configurations for different
Stokes numbers, corresponding to various particle diameters and den-
sities. Generally, the number of bends in the serpentine flow field
increases as the Stokes number decreases. On the other hand, regarding
bend curvature, a serpentine flow field can be regarded as a sequence
of bent pipes, where the characteristic length of a bent pipe 𝑙 is defined
o
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Fig. 13. Optimized Results and physical quantities with 𝑅𝑒 = 10, 𝑑p = 2 mm, and 𝜌p = 4000 k g∕m3: (a) optimized flow field (b) particle volume fraction (c) magnitude of
drag force (d) magnitude of particle drag variation. The maximum values of the color bar for drag force are 1362.37 and 1323.49 for gravity in 𝑦-direction and 𝑥-direction. The
maximum values of the color bar for drag variation are 1381.79 and 1244.92 for gravity in 𝑦-direction and 𝑥-direction.
as its curvature radius 𝑅c [88,89]. As the Stokes number decreases, the
overall radius of curvature across all bends in the serpentine flow field
decreases.

As the Stokes number decreases, particles follow the fluid stream-
lines more closely due to the shorter particle relaxation time. Con-
sequently, the optimized flow field requires more bends and smaller
curvature radii to enhance variations in the particle drag force. Con-
versely, as the Stokes number increases, the inertial effects on the
particles are enhanced, causing them to adhere more closely to their
original trajectories. It becomes easier for particles to detach from
the flow streamlines with higher Stokes numbers. In such situations,
the influence of bending structures on power dissipation exceeds their
effect on particle drag force. The optimized flow field exhibits increased
curvature radii and fewer bends to reduce power dissipation.

Tables 4 and 5 outline the power dissipation and particle drag vari-
ation with different particle diameters and densities. Reducing particle
diameter and density both lead to a decrease in the Stokes number. As
mentioned earlier, the number of bends in the flow field increases as the
Stokes number decreases. Consequently, reducing particle density and
diameter also increases the number of bends, leading to higher power
dissipation.

It should be noted that an increase in particle diameter reduces
particle drag variation, while an increase in particle density enhances it.
This is because particle density also affects gravitational force described
in Eq. (3). Although both increasing particle density and diameter
cause particles to deviate from fluid streamlines, a higher particle
density increases the terminal velocity, thereby amplifying the velocity
difference between the particles and the fluid, compared to the effect
of increasing particle diameter. As a result, even with a reduction in
the number of flow field bends, the enhanced velocity difference leads
to an overall increase in particle drag variation with increasing particle
density.

5.2.3. Case study 2: asymmetrical flow setup
In this problem setup, we modify the layout of the inlet and outlet

to investigate the effect of asymmetric flow on the optimized flow field.
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Table 4
The power dissipation 𝛷 and particle drag variation 𝜁 in 𝐽 with different particle
diameter using the default parameters in Table 2.
𝑑p 0.6 1 2 4

Power dissipation 𝛷 (W∕m) 19.94 21.56 18.65 13.46
Particle drag variation 𝜁 (N m2) 137.85 146.38 132.20 93.64

Table 5
The power dissipation 𝛷 and particle drag variation 𝜁 in 𝐽 with different particle
density using the default parameters in Table 2.
𝜌p 600 1000 2000 4000

Power dissipation 𝛷 (W∕m) 42.51 21.56 21.75 20.39
Particle drag variation 𝜁 (N m2) 107.55 146.38 274.41 519.42

The optimization is also based on the parameters in Table 2. Fig. 12
shows the optimized configurations for different Stokes numbers by
varying the particle diameter, and the serpentine feature of the flow
path remains observable. As the Stokes number increases, both the
number of bends and the overall radius of curvature across all bends in
the flow field decrease, following the same trend observed in the first
problem setting.

Notably, the overall trajectory of the serpentine flow paths in
Fig. 12(a) does not follow the shortest route. Instead, they first move
downward vertically, then extend toward the outlet on the right. This L-
shaped path suggests the presence of gravitational influence on particle
movement. Fig. 12(c) shows that the particles tend to flow downward
due to the effect of gravity, which explains the L-shaped trajectory of
the serpentine flow path.

To further clarify the effect of gravity, Fig. 13 shows the optimized
results under different gravity directions. As shown in Fig. 13(a),
although the overall trajectory of the serpentine flow path remains
L-shaped under different gravity directions, the flow field direction
is entirely different. Due to the effect of gravity, the particles move
along the direction of gravity, and the resulting distribution of particle
volume fraction significantly influences the optimized flow field, as
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illustrated in Fig. 13(b). When particles are concentrated along the
gravity direction, the particle volume fraction in other areas within
he design domain becomes low, leading to a reduction in the effect
f drag variation in those regions. Consequently, the overall trajectory

of the optimized flow field aligns with the particle volume fraction
distribution. In Fig. 13(c), the drag distribution represents the velocity
ifference between the particles and the fluid, which primarily occurs
long the serpentine flow path in the direction of gravity. Under the

influence of gravity, particles tend to accelerate downward but are
repeatedly decelerated as they are obstructed by the serpentine flow
path. This continuous cycle of acceleration and deceleration increases
the drag variation, as shown in Fig. 13(d). Once the particles descend
o the bottom, they can no longer accelerate under gravity, which

reduces the velocity difference between the particles and the fluid,
and consequently decreases drag variation. Nevertheless, due to the
difference in relaxation times between the particles and the fluid, the
optimized flow fields still present serpentine flow paths to enhance
particle drag variation.

6. Conclusion

In this paper, we proposed a density-based topology optimization
method for a particle flow problem with the Eulerian–Eulerian ap-
proach. The finite difference method named the NAPPLE algorithm
was employed for fluid simulation on a collocated grid. We formu-
lated the optimization problem as a multi-objective function, aiming to
maximize the magnitude of particle drag variation while minimizing
power dissipation. In the topology optimization framework, automatic
differentiation was employed to compute discrete sensitivities without
continuous adjoint formulation. The distribution of design variables
was obtained via the GCMMA algorithm in the optimization process.
For the numerical validation, some numerical examples of one-way
coupling particle flow were conducted to compare with the prior works.
For the numerical investigation, we considered two cases corresponding
to symmetric and asymmetric flow and examined the effects of the
Reynolds number, Stokes number, and gravity on the optimized flow
field. Our key findings are summarized as follows:

• Flow fields with serpentine features effectively maximize the
variation in particle drag force.

• As the Reynolds number increases and the viscous effect de-
creases, the curvature of bends in the serpentine flow field in-
creases. This enhancement raises the variation in particle drag
force.

• With the decrease in the Stokes number, due to the reduced
particle relaxation time, the curvature and number of bends in
the serpentine flow field increase to raise the variation in particle
drag force.

• As the gravitational effect increases, particles concentrate along
the direction of gravity, leading the serpentine flow path to align
with the particle distribution.

In future work, to extend this method to industrial applications,
such as nanofluid applications [90,91] or particle heating receivers
[92], it is necessary to incorporate manufacturing constraints and
xtend the numerical model to dense particle conditions. The pa-
ameters such as particle shape, elasticity, and roughness need to be
nvestigated under these conditions. Additionally, the representation of
ictitious forces has limitations in fully accounting for the shear stress
xperienced by particles at the solid walls, which must be addressed.
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Fig. A.14. A schematic diagram of the evaluation line in the analysis domain to
validate discrete sensitivities.
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Appendix. Validation of discrete sensitivities

In this study, we implement automatic differentiation for the sen-
sitivity calculation. To verify the correctness of the sensitivity calcula-
tion, we validate the sensitivities with the results of finite difference
approximation as follows:
𝜕 𝐽
𝜕 𝛾𝑘

≈
𝐽 (𝜸 + 𝜀e𝑘) − 𝐽 (𝜸)

𝜀
, (A.1)

where 𝜸 = [𝛾1 𝛾2 ⋯ 𝛾𝑛]⊺ ∈ R𝑛 is the vector composed of the design
ariables, e𝑘 = [0 0 ⋯ 1 0 ⋯ 0]⊺ ∈ R𝑛 denotes the standard basis vector

whose 𝑘th component is 1 while all other components are 0, and 𝜀 is a
mall positive number ranging from 0 < 𝜀 ≪ 1. The sensitivities derived
y automatic differentiation should match the outcome obtained by
inite difference approximation. Fig. A.14 illustrates the position of the

evaluation line in the analysis domain. We examine the sensitivities
for the power dissipation 𝛷 and the variation of drag force 𝜁 on the
valuation line separately, corresponding to two cases: 𝑤𝛷 = 1, 𝑤𝜁 = 0
nd 𝑤𝛷 = 0, 𝑤𝜁 = 1. The physical parameters for validation are
isted in Table 2. As shown in Fig. A.15, the sensitivities obtained from

automatic differentiation are entirely consistent with the results from
he finite difference approximation.

In addition to the basic finite difference approximation, we further
implement the diffuser problem to verify the accuracy of our sensitivity
analysis. This problem is often regarded as a benchmark example in
topology optimization studies [93–96]. Fig. A.16(a) shows the analysis
omain. In this optimization problem, we employ the power dissipation

for the objective function and set the maximum value of volume
onstraint to 0.5𝑉0 (𝑉0 is the volume of the design domain 𝐷). The flow
eynolds number is set to 1.0 in the numerical simulation. The velocity
oundary conditions for both the inlet and the outlet are parabolic
rofiles, with the maximum magnitudes set to 1.0 at the inlet and 3.0
t the outlet. Fig. A.16(b) shows the optimized configuration derived

through this method, which matches the prior research [28].
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Fig. A.15. Comparison of sensitivities derived by automatic differentiation and finite difference check: (a) power dissipation 𝛷 (𝑤𝛷 = 1, 𝑤𝜁 = 0) (b) deviation of drag force 𝜁
(𝑤𝛷 = 0, 𝑤𝜁 = 1).
Fig. A.16. Analysis domain and optimized configuration for the diffuser problem: (a) analysis domain (b) optimized configuration.
Data availability

Data will be made available on request.
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