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Abstract
To facilitate the integration of robot applications in real environments, evaluating whether or howmuch the presence of a robot
entity influences human behavior is important. In addition, it is necessary to evaluate the influence of voice-only systems,
which can be implemented more easily than robots. Therefore, in this study, we conducted two experiments to evaluate the
visitor behavior at a science museum when requested to respond to a questionnaire under one of three different conditions
(Robot, Audio, or None). The results indicated that using the robot improved the response rate more than using the audio
alone or with no intervention. Audio intervention also increased the response rate compared with no intervention. While the
robots increased their number of responses, there was a trend toward an increase in emotional responses rather than opinions
in the free-response descriptions. These results are important for promoting the future use of robots.

Keywords Social robot · Service robot · Human–robot interaction · Field trial

1 Introduction

1.1 Background

Several studies have been conducted on social robots that
assist or replace people in their daily lives (Table 1). For
example, robots have been used for providing directions
and advertisements in shopping malls [1–4], as guides in
museums [5], teachers, and students’ peers in educational
settings [6–8], conversation partners in private spaces such
as homes andhospital rooms, and concierges in hotels [9–13].
Considering the declining working population worldwide
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[14], social robots providing such services are increasingly
expected to play an important role in the society.

To promote the social implementation of robots that
influence people’s behavior through interactions, researchers
should promote Evidence-Based Practice (EBP), which uses
scientific evidence to determine what to do next, as is often
performed in day-to-day patient care and clinical practice.
This is required for the efficient use of taxpayers’ money in
the health and welfare fields [15–17]. The concept of EBP
focuses on the appropriate use of evolving technologies to
increase safety and effectiveness rather than adhering to tra-
ditional methods. EBP has been adopted in a wide range of
fields, including policymaking [18], interventionmethods for
poor families [19], and education [20]. Similar fundamentals
are required with the daily use of robots. Therefore, even for
social robots that aim to promote changes in human behav-
ior, researchers must quantitatively demonstrate the extent to
which robots can promote changes in human behavior in a
real-world setting.

However, existing research on promoting changes in
human behavior by social robots in real-world settings has
often not included quantitative comparisons with or without
the use of robots (refer to Table 1). This is particularly true
for autonomously operating robots. Okafuji et al. conducted
an experiment in a shopping mall to investigate how robots
call out to passersby to start an interaction and compared this
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Table 1 Empirical studies of social robots that interacted with people in wild spaces

Main Purpose Term With/Without Autonomous Public Place

Advertisement [1] 10 days � � Shopping Mall

Advertisement [2] 4h * 3 days � � Shopping Mall

Guide [5] 2 months � � Science Museum

Education [6] 20 min * 7 days � � School

Dieting [9] 6 weeks � � Home

Hospital Care [11] 9h * 15 days � � Hospital

Hotel Service [12] 6 months � � Hotel

Receptionist [13] 180 days � � College

Request for Answer (this paper) 7h * 27 days 6h * 10 days � � � Science Museum

with when people call out to robots [1]. They demonstrated
that the interaction started more when the robot asked for
help than when it was greeting or dancing. This had a similar
effect to when a person called for help. However, they did not
conduct a quantitative comparison with and without a robot.
Conversely, Shiomi et al. conducted an experiment in a shop-
ping mall to determine whether interaction with passersby
begins with or without a robot [2]. The results showed that
more interactions were initiated with a robot next to a display
than without a robot. However, the robot was operated semi-
autonomously by an operator. Therefore, it is unclear to what
extent robots operating autonomously in public spaces affect
the promotion of changes in human behavior compared with
cases without them.

1.2 Research Objective

Building on this background, we formulated the primary
objectives of this study. The first goal was to quantify the
behavioral changes induced by introducing a social robot
that operates autonomously in public spaces. In particular,we
focused on implementing social robots in science museums
and exhibitions. Velentza et al. investigated using voice-
guided tours and robotic guides in these environments [21].
However, their study did not compare scenarios with and
without guided assistance. Furthermore, although Shiomi
et al. conducted long-term studies on interactions during
robotic-guided tours, they did not provide extensive quan-
titative comparisons [5]. This highlights a general gap in the
literature, in terms of the scarcity of quantitative data in eval-
uating the effectiveness of robotic interventions, especially
in contrast to no- intervention scenarios. Our research aims
to address this gap by providing comprehensive data that
evaluates whether introducing robots in museum settings is
beneficial. To investigate these aspects, we utilized amethod-
ology involving a questionnaire survey, a widely employed
tool in various studies, to examine the quantitative effects..
However, many large commercial and public facilities, such

as science museums, shopping malls, and hospitals, rely on
questionnaires placed in areas frequented by visitors as their
primary means to gather customer feedback [20]. In con-
trast to this passive method, this study attempted to collect
feedback more actively by using an autonomously operating
social robot.

Our second goal was to quantify the effect of the presence
of a social robot on promoting changes in human behavior by
comparing the voice calls made by the robot with those made
by a loudspeaker. This goal answers the question, “Is only
voice insufficient?” This issue is frequently discussed in the
field of social robotics. If the effects of calling with physical
actions using a robot and voice-only calling using a loud-
speaker are similar, then using a less expensive loudspeaker
would be preferable.

Two field experiments are conducted to achieve these
goals. The remainder of this paper is organized as follows:
Sects. 2 and 3 describe experiments 1 and 2, respectively.
A general discussion is presented in Sect. 4. Finally, Sect. 5
concludes the study.

2 Experiment 1

2.1 Purpose

This experiment aimed to assess the influence of a robot
and loudspeaker on individuals’ responses to a questionnaire.
The study involved comparing participants’ behavior when
prompted by either the robot or loudspeaker as well as in
the absence of both stimuli. The experiment was conducted
for 21 days at a science museum in a local Japanese city. A
robot and loudspeaker were positioned in a corridor within
the exhibition hall to administer the questionnaire and solicit
responses. The effects of the robot and loudspeaker were
analyzed based on the number of collected sheets.
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Fig. 1 Condition (From left to right: Robot condition, audio condition,
and none condition)

2.2 Experimental Methods

2.2.1 Participants

The participants were visitors to the Tsukuba Expo Cen-
ter Science Museum exhibition hall. Infants with difficulty
answering the questionnaire were excluded from the com-
parison. The total number of participants was 8644.

2.2.2 Conditions

To achieve our experimental goals, we created three con-
ditions: robot, audio, and none (Fig. 1). The details of the
conditions are as follows.

Robot condition: Here, a robot and loudspeaker coexist
within an area and request passersby to answer the ques-
tionnaire. The robot uses a mixture of vocal cues from a
loudspeaker and accompanying gestures to elicit responses
from passersby. The details of this behavior are described in
the system section.

Audio condition: Here, a loudspeaker is placed in the area,
which requests passersby to answer the questionnaire. Only
voice calls are made, with the same content as in the robot
condition.

None condition: This is the normal conditionwith no calls.
This condition was used as the baseline for comparison.

To elucidate the effect of the three conditions on the num-
ber of responses, we employed the evaluation criteria for the
Alternating Treatments Design [22] established by the What
Works Clearinghouse (WWC).
Alternating Treatments Design This method determines the
condition exerting the most pronounced effect by periodi-
cally switching among conditions and has garnered extensive
usage in applied behavior analysis [23, 24]. The design
adeptly counters the order effect intrinsic to interventions
and is ideal for scenarios where ensuring the independence
of participants becomes untenable, such as when an indi-
vidual engages in multiple sessions. Given this context, the

alternating treatments design has emerged as a potent exper-
imental method for situations akin to the present study.
WWC.
WWC Criteria We adopted the guidelines from the What
Works Clearinghouse (WWC) to enhance the validity and
reliability of our experimental design [25], particularly due
to the lack of clearly articulated evaluation criteria in robotic
engineering research. TheWWCprovides rigorous standards
for evaluating research designs, including the Alternating
Treatments Design, which is suitable for our study.

The WWC’s criteria for an alternating treatments design
are as follows:

1. Systematic Manipulation of the Independent Variable

The researcher systematically manipulates the independent
variable, determining when and how the conditions change.

2. Repeated Measurement of the Outcome Variable

The outcome is measured systematically over time by mul-
tiple assessors, with interobserver agreement collected for
at least 20% of the data points in each phase and condition,
meeting minimum thresholds.

3. Sufficient Data Points and Alternation of Conditions

Each condition must have at least five data points, and the
conditions are alternated without a predictable pattern to pre-
vent order effects.

Our study was designed to meet all these criteria. We
predetermined the experimental conditions (robot, audio,
none) and systematically alternated them according to a
fixed schedule, ensuring the systematic manipulation of the
independent variable. We collected objective data and had
multiple evaluators assess subjective data, calculating inter-
observer agreement for over 20% of the data points to
ensure reliability. Each condition included more than five
data points, and we alternated the conditions in a counter-
balanced order to prevent order effects. By adhering to the
WWC criteria, we enhanced the credibility and validity of
our experimental design.

2.2.3 Experiment Schedule

The experiment was conducted for 21 days, seven days for
each condition, for 430 min daily from 9:50 a.m., when the
science museum opened, to 5:00 p.m., when it closed (Table
2). The three conditionswere randomly rearranged during the
experiment every three days based on the alternative treat-
ments design.
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Fig. 2 Environment of Experiment 1

Fig. 3 System configuration. The input is the camera’s video feed. For the Robot condition, the output includes Motors, LED, and Speaker. For
the Audio condition, the output is the Speaker only

Table 2 Assignment of the conditions on a schedule

Sat Sun Mon Tue Wed Thu Fri

7/17 18 19 20 21 22 23

Robot None Closed Audio None Robot Audio

24 25 26 27 28 29 30

Audio Robot None Robot Audio None Robot

31 8/1 2 3 4 5 6

None Audio None Audio Robot Audio None

7

Robot

2.2.4 Environment

The experimentwas conductedwithin a corridor in front of an
exhibition hall (Fig. 2a). The exhibits were also lined up. This
corridor is one-way, and almost all visitors to the exhibition
pass through it.

Next to the last exhibit in the sequence, a desk was set
to allow visitors to answer a questionnaire about the exhibi-
tion. Answering the questionnaire was not compulsory and

was done anonymously. No compensation was provided. An
acrylic case for the robot (Sota) was placed next to the desk
for answering the questionnaire. The robot was placed inside
the case and a loudspeaker for voice output was placed above
the case. Sota has three degrees of freedom in its head, two
degrees of freedom in each arm, and one degree of freedom in
its body. The installed robot system operates autonomously.
Details of the system are described in the next section.

Surveillance cameraswere installed in the corridor tomea-
sure passersby, and posters were placed to indicate that the
recording was in progress. Through the posters, visitors who
declined to be filmed were informed about the corridor, and
could avoid passing through the experimental environment.

2.2.5 System

An autonomous system was developed to prompt a response
when a passerby was detected, and this system was used
under robotic and audio conditions. A diagram of the system
is shown in Fig. 3.

The system is divided into person recognition and speech
phases. In the person recognition phase, images from a cam-
era installed in front of the robot are sent to the person
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recognition module of the PC in real time. The person recog-
nition module performs person recognition using the object
detection algorithm YOLOv3 [26] based on the images in
the blue rectangle in Fig. 2a. During this process, the coor-
dinates and number of people in the image are measured at
approximately 7 FPS (Fig. 2c).

Based on the recognition results, speech and robotmotions
are determined using a behavior-selector module. The robot
adjusts its body and head orientations based on the location
and movement of passersby. Additionally, specific gestures,
such as arm movements, were synchronized with the spoken
content. These integrations ensure that the robot’s presence
is perceived as naturally interactive [27]. The movements
and speech are executed simultaneously,with audio delivered
through an external speaker, and the motors and LEDs are
activated in coordination with speech-related gestures.

By contrast, under the audio condition, although the robot
is connected to the system, its physical movements and LED
functions are disabled. The robot is visually obscured using
a cloth cover, effectively reducing it to a conduit for audio
output. Thus, the audio condition replicated the robotic setup
without visual or interactive elements, isolating the impact
of auditory cues.

Speech is programmed to occur when the number of peo-
ple recognized within the shooting range changes (regardless
of the increase or decrease, except when the number reaches
zero). However, the number of people could be incorrectly
recognized when they overlap, and the frequency of speech
could increase to a point where it becomes a nuisance There-
fore, the interval between utterances was set to at least 5 s.

Figure4 illustrates the speech procedure. The initial state
allows the robot to initiate speech at any time, and upon
receiving image recognition results, the system determines
whether to proceed to the next branch (approximately 7 times
per second at 7 FPS). First, when a passerby is recognized in
the experimental environment in the initial state (when the
response is “Yes”), the robot proceeds to speak. The con-
tent “Hello” is followed by three random speech patterns
that called for responses with different pre-prepared nuances
(“I would like you to answer this questionnaire”, “Please
answer the questionnaire”, “Answer the questionnaire next to
you”). After the utterances are completed, the system checks
for passersby in the experimental environment. If no one is
detected, the system returns to the initial state 5 s after saying
“Hello”. If people are continuously detected, the system does
not proceed to the next block until an increase or decrease
in the number of people is detected. When an increase or
decrease in the number of people occurred, the robot returns
to the initial state 5 s after saying “Hello” and either repeats
the statement or waits in the initial state.

Fig. 4 Flowchart of response. Gray boxes indicate speech, and dia-
monds indicate branching. The next step is determined based on the
recognition results

2.2.6 Measurements

The following three points were measured to evaluate the
effectiveness of the robot and audio.

• Number of sheets of valid questionnaires answered
• Number of people who passed through the experimental
environment

• Number of words in the free response section of the ques-
tionnaire

The questionnaire included nine questions such as “How
many times have you visited?” and “Which exhibit did you
like themost?” (SeeAppendixA). If any of the nine questions
were answered, the number of valid responses was counted.
In contrast, thosewith blank sheets of paper or scribbles were
excluded. The number of people who passed through the
environment was measured manually by an outside contrac-
tor based on video images to avoid counting the same person
passing through the environment. Additionally, infants with
difficulty answering the questionnaire were excluded from
the study. The number of words written in the free descrip-
tion column was measured to compare the changes in the
behavior of the respondents due to the use of the system.
Based on this, we defined the response rate and number of
words as follows:

S : Number of valid questionnaires answered
P : Number of people who passed through the experimental

environment
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W : Total number of words in the free response section of
the questionnaire

Responserate = S

P
(1)

Numberofwords = W

S
(2)

The response rate and number of words were calculated
for each day, and the average of the seven-day experimen-
tal period for each condition was used as the test statistic
and analyzed using the randomization test [28] in a blocked
random alternation design. The randomization test reveals
how extreme the statistic obtained from the experiment is
compared to that calculated for each possible random com-
bination under the hypothesis that the intervention has no
effect. This test method is widely used in applied behavior
analysis experiments, such as those in this study.

2.2.7 Hypothesis and Predictions

Previous studies reported that using robots increases the
amount of information provided to the visual and auditory
senses, which leads to trusting [29]. Moreover, the interac-
tion time increases more with robot-assisted guidance than
with display guidance [30]. In addition, robot entities can
influence behavior through interaction more effectively than
guidance using only voice or text [31]. Additionally, physi-
cally present robots significantly increase adherence to rules
compared to video-displayed agents [32] and elicit more
social behavior, which is beneficial for learning compared
to virtual agents [33]. Therefore, we formulated the follow-
ing hypothesis:

H. Installing a robot increases participation in the question-
naire.

If this hypothesis holds, we expect the response rate to
increasewhen using robots compared to audio or no guidance
conditions. In addition, the presence of a robot was expected
to increase interest in the survey and to answer it attentively.
In this regard, we make the following predictions:

P1-a. The robot condition increases the response rate com-
pared with the none condition.

P1-b. The robot condition increases the response rate com-
pared with the audio condition.

P2-a. The robot condition increases the number of words
compared with the none condition.

P2-b. The robot condition increases the number of words
compared with the audio condition.

Fig. 5 Daily response rate for each condition in Experiment 1

2.2.8 Ethical Considerations

This study was approved by the Ethical Review Board
(2021R476) of the University of Tsukuba.

2.3 Results

2.3.1 Response Rate

Figure5 shows the response-rate results. The response rate
for the robot condition ranged from 6.7% to 13.0% (mean =
10.3%), for the audio condition ranged from 2.3% to 11.0%
(mean = 6.0%), and for the none condition ranged from 1.7%
to 5.9% (mean = 3.5%).

The results of the randomization test between conditions
based on blocks of three days indicated significant differ-
ences between the robot and none conditions (p =0.007) and
between the robot and audio conditions (p=0.031).No signif-
icant differences were observed between the audio and none
conditions (p =0.054). The robot response rate for the robot
condition is always higher than that for the none condition
when compared with blocks of three days. The response rate
for the audio condition is higher than that for the none condi-
tion in the first half of the experiment. However, in the second
half, the results of the audio condition exceeded those of the
none condition and are almost equal to those of the robot
condition.

2.3.2 Number of Words

Figure6 presents the results for the number of words. The
number of words ranged from 9.1 to 13.2 characters per page
in the robot condition (mean = 10.7), from 7.5 to 20.5 char-
acters in the audio condition (mean = 11.8), and from 10.8
to 36.2 characters in the none condition (mean = 21.1). The
results of the randomization test indicate significant differ-
ences between the robot and none conditions (p =0.015) and
between the audio and none conditions (p =0.008). No sig-
nificant differences are observed between the robot and audio
conditions (p =0.344).
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Fig. 6 Daily number of words for each condition in Experiment 1

2.4 Discussion

First, the response rate was significantly higher in the
robot condition than in the none condition, confirming that
installing the robot had a certain effect on encouraging people
to respond to the questionnaire. This result supports Pre-
diction 1-a. Moreover, significant differences were observed
between robot and audio conditions. However, Fig. 5 shows
an upward trend in the results for the audio condition. This
increase might be influenced by effects such as the novelty
effect and the ceiling effect [34–36]. The novelty effect sug-
gests that initial improvements may occur due to the newness
of the audio intervention, but these effects are likely to dimin-
ish over time as participants become accustomed to it [34,
35]. Additionally, the ceiling effect indicates that there is
an upper limit to the response rate, beyond which further
increases are improbable [36]. Therefore, it is improbable
that this upward trend would persist indefinitely over an
extended duration of the experiment. To confirm the repro-
ducibility of these findings and to investigate whether this
trend continues, we conducted Experiment 2, as detailed in
Sect. 3, to retest Prediction 1-b.

Second, the none condition was significantly larger than
the robot condition in terms of the number of words, which
does not support prediction2-a. Specifically, although the call
alerted the participants to the questionnaire, the effectiveness
of the call in terms of increasing the number of words could
not be verified. This result suggests that the none condition
may have made it easier for the participants to write their
opinions and emotional responses. Conversely, in the robot
and audio conditions, the average number of words could
have decreased as descriptions were not provided. No signif-
icant difference was observed between the robot and audio
conditions, which did not support Prediction 2-b. The pres-
ence or absence of a call influenced the response rate and
number of words, but the presence or absence of the robot
did not influence the number of words.

Fig. 7 Robot condition in Experiment 2. In the audio condition, the
robot is covered with a cloth as in Experiment 1

Fig. 8 Diagram of the environment

Table 3 Assignment of the conditions on a schedule

1 2 3 4 5 6 7 8

Robot 12/11 12/19 12/25 1/9 1/15 1/22 1/30 2/6

Audio 12/12 12/18 12/26 1/8 1/16 1/23 1/29 2/5

3 Experiment 2

3.1 Purpose

The results of Experiment 1 suggest that there were differ-
ences between the robot and none conditions. In addition,
we observed an upward trend in the results under audio
conditions, raising concerns regarding the sustainability and
credibility of their effects. It is improbable that this trend
would persist indefinitely over an extended duration of the
experiment. Therefore, a definitive difference between the
robot and audio conditions cannot be ascertained.
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To address these concerns and to retest Prediction 1-b, we
decided to conduct Experiment 2. The purpose of this follow-
up study was to verify the reproducibility and reliability of
our findings from Experiment 1. Specifically, the experiment
was conducted over 16 days at the same science museum,
whereweplaced a robot and a loudspeaker at themuseumexit
to reassess the effects of the robot and audio interventions.
Since Experiment 1 revealed that the presence of a call to
action increased the response rate, the none condition was
not included in this experiment.

Thus, Experiment 2 serves as a continuation of our
research, building upon the findings of Experiment 1 to con-
firm their reproducibility and reliability.While there are some
differences in the experimental settings due to practical con-
straints, conducting the study in the same museum allows us
to consider the participant populations as similar. Therefore,
we believe that Experiment 2 is valid and effective in provid-
ing additional insights to support our overall conclusions.

3.2 Experimental Method

3.2.1 Participants

In this experiment, all visitors to the Science Museum were
included because they always passed through the exper-
imental environment. Young children who had difficulty
answering the questionnairewere excluded from the compar-
ison. (Because the age of visitors was set as 4 years or above,
we assumed that infants were excluded.) Consequently, the
total number of participants was 8410.

3.2.2 Conditions

Two conditions were set up to clarify the effect of calls with
and without the robot (Fig. 7). One condition involved the
installation of a robot to call passersby to respond (robot
condition), and the other involved the installation of only a
speaker to call passersby (audio condition).

3.2.3 Experiment Schedule

To clarify the effect of the two conditions on the number of
responses, we used an alternating treatments design similar
to that in Experiment 1. The experiment was conducted on
Saturdays and Sundays between December and February for
16 days, eight days under each condition (Table 3). During
thefirst six days, the experiment lasted for 430min, from9:50
a.m. to 5:00 p.m. For the latter ten days, the closing time was
one hour earlier; thus, the experiment lasted 370min. During
the experiment, the twoconditionswere randomly rearranged
weekly based on the alternating treatments design.

3.2.4 Environment

In Experiment 1, the response space was close to the exhibit,
which may have caused participants to perceive the ques-
tionnaires and calls as part of the exhibit. Therefore, this
experiment was conducted in front of the exit and away from
the exhibit (Fig. 8).

3.2.5 System

The system used in Experiment 1 was replicated for Exper-
iment 2. However, owing to changes in the experimental
environment at the exit of the science museum, the cam-
era position and the robot’s speech pattern were altered
to fit the new setting. A camera for recognizing passersby
was installed behind the robot. The robot’s speech, adapted
for the exit environment, followed an initial “Hello” and
included three text variations enclosed in quotes: “I hope you
will answer the questionnaire before leaving”, “Answer the
questionnaire”, and “Please answer the questionnaire. Come
again”.

3.2.6 Measurements

As inExperiment 1, the following three itemsweremeasured.

• Number of sheets of valid questionnaires answered
• Number of people passing through the experimental envi-
ronment

• Number of words in the free response section of the ques-
tionnaire

The response rate and number of words were defined as
in Experiment 1.

However, owing to the change in the experimental envi-
ronment, an additional question was added to the question-
naire, resulting in ten questions.

3.2.7 Hypothesis and Predictions

To test the hypothesis, the predictions that could not be ver-
ified in Experiment 1 were tested.

P1-b. The robot condition increased the response rate com-
pared to the audio condition.

P2-b. The robot condition increased the number of words
compared to the audio condition.

3.2.8 Ethical Considerations

This study was approved by the Ethical Review Board
(2021R476-1) of the University of Tsukuba.
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3.3 Results

3.3.1 Response Rate

Figure9 presents the response rate results. The response rate
for the robot condition ranged from 1.9% to 4.5% (mean
= 3.2%), whereas that for the audio condition ranged from
0.6% to 3.2% (mean = 1.2%). The results of the random-
ization test between the conditions based on blocks every
alternate day indicated a significant difference between the
conditions (p =0.007). The audio condition outperformed the
robot condition only once when compared with the blocks
every alternate day.

3.3.2 Number of Words

Figure10 presents the results for the number of words. The
results of the robot condition ranged from 5.2 to 11.1 words
(mean = 9.3), whereas those of the audio condition ranged
from 7.5 to 55.4 words (mean = 17.8). A randomization test
based on two-day blocks indicated no significant differences
(p =0.242).

3.4 Discussion

First, a significant difference existed in the response rate
between the robot and audio conditions. Additionally, unlike
in Experiment 1, no evidence of an increase in the response
rate was observed in the audio condition. This suggests that
the installation of the robot has a certain effect on the response
rate. This result supports Prediction 1-b. Although there was
one day (1/29) during the periodwhen the results of the audio
condition exceeded those of the robot condition, it was the
daywith the lowest number of visitors (217) during the entire
experimental period, which is the reason for the trend based
on probability.

Second, no significant differences were observed in the
number of words between the robot and the audio conditions.
As in Experiment 1, the presence or absence of the robot did
not affect the number of words. This result did not support
Prediction 2-b.

A discussion on Experiments 1 and 2 is presented in the
next section.

4 General Discussion

4.1 Verification of Hypothesis

We examined whether the results of these two experiments
matched our prior predictions to determine if our hypothesis
was supported. The use of physically present robots increased
the number of participants who complied with the requests,

Fig. 9 Daily response rate for each condition in Experiment 1

Fig. 10 Daily number of words for each condition in Experiment 2

leading to higher response rates compared with the other two
conditions. However, there was no increase in the number of
words in the free-response section. Based on these findings,
we conclude that our hypothesis is partially supported. The
details of the verification of each prediction are described in
the following section.

4.1.1 Verification of Prediction 1

The results of our experiments provided evidence to support
Prediction 1.

P1-a: The robot condition increased the survey response rate
by approximately three times compared to the none
condition. This supports Prediction 1-a.

P1-b: Compared with the audio condition, the robot con-
dition increased the questionnaire response rate by
approximately 1.7 and 2.5 times in Experiments 1 and
2, respectively. Thus, Prediction 1-b is supported.

First, the results of the robot condition increased the
response rate by approximately three times compared with
the none condition (Fig. 5). This result was determined to
be significant through the randomization test. There are two
phases in responding to a questionnaire: awareness of the
presence of the questionnaire and responding to it.Webelieve
that using a robot can increase the possibility of noticing
the questionnaire visually and orally and may motivate the
respondents to respond.

Second, the results of the robot condition increased the
response rate by approximately 1.7 times in Experiment 1
(Fig. 5) and 2.5 times in Experiment 2 compared to the audio
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condition (Fig. 9). This result is significant in the random-
ization test. In the audio condition, the call may have been
drowned by the voices of the building’s public announce-
ment and conversation, but we believe that the robot made
the questionnaire more visually appealing and recognizable.

Since these two predictions were correct, we confirm that
using social robots effectively encourages survey participa-
tion. The larger increase in responses observed inExperiment
2 compared to that in Experiment 1 is likely since there were
fewer surrounding exhibits inExperiment 2,making the robot
more visually prominent.

4.1.2 Verification of Prediction 2

The results of our experiments did not support Prediction 2.

P2-a: The none condition increased the number of words
by approximately two times compared to the robot
condition in Experiment 1. Therefore, Prediction 2-a
was not supported.

P2-b: The audio condition increased the number of words
by approximately 1.1 and 1.9 times more to the robot
condition in Experiments 1 and 2, respectively. Thus,
Prediction 2-b was not supported.

First, the results for the robot condition (Fig. 6) confirmed
that the none condition increased the number of words by
approximately two times compared to the robot condition.
This result was significant in the randomization test. Specifi-
cally, the results did not support Prediction 2-a, which stated
that the robot condition had more words than the none con-
dition.

Second, in the audio condition, the number of words
increased by 1.1 and 1.9 times than that in the robot con-
dition in Experiment 1 (Fig. 6) and Experiment 2 (Fig. 10),
respectively. However, the results did not differ significantly
between the randomization tests. This result does not sup-
port Prediction 2-b, which states that the robot condition has
more words than the audio condition.

Our predictions, specifically Prediction 2 (which antic-
ipated an increase in the number of words written by
participants in the robot condition),were not supported by the
results. Two main factors could explain why our predictions
were not supported.

Firstly, there was a flaw in our prediction settings. The
system’s prompt was simply to “please answer the ques-
tionnaire,” without specifically asking participants to “write
more words” or provide detailed responses. Our predic-
tion assumed that the presence of the robot would naturally
encourage participants to give longer answers. However,
without explicit instructions targeting the length of the
response, participants may not have been motivated to write

more. This indicates a misalignment between our prediction
and the actual experimental manipulation.

Secondly, factors related to participant behavior and the
experimental environment may have contributed to the lack
of support for our prediction. Providing longer answers
would require respondents to spend more time in the
experimental environment, potentially compromising the
anonymity of the survey. Participants might have been reluc-
tant to write lengthy responses in a public setting due to
concerns about privacy or time constraints. Additionally, the
system used in this experiment repeatedly prompted partici-
pants if other passersby walked behind them or if recognition
errors occurred, which might have been perceived as an
annoyance, further discouraging longer responses. These are
the reasons why our predictions were not supported.

4.2 Analysis of Answers

The number of words varied between conditions because of
system installation. Therefore, we determined whether there
were differences in the quality of the responses across con-
ditions. Specifically, we analyzed two points: whether there
were any differences between conditions in the responses
to the multiple-choice questions and whether there were
changes or differences in the content of the answers to the
freely descriptive questions.

4.2.1 Responses to Multiple-Choice Questions

The number of responses to the eight questions in Experi-
ments 1 and 2 was summed for each condition to calculate
the percentage of responses. In Experiment 1, the number
of responses to the robot, audio, and none conditions were
94.9, 94.4, and 92.7%, respectively, indicating no differences
between the conditions. In Experiment 2, the robot and audio
conditions showed no significant differences at 98.2% and
98.4%, respectively. Specifically, the tendency of differences
in the percentage of responses generated under different call-
ing conditions could not be confirmed. The reason for the
difference between Experiments 1 and 2 may be the differ-
ence in experimental environments. The details are discussed
in Section 4.4.

4.2.2 Responses to Freely Descriptive Questions

The free-response comments were categorized into two
distinct types: “suggestions” related to improvements or
changes in the facilities and exhibits, and “emotional responses”
expressing visitors’ personal feelings about their experience.
For instance, a suggestion could be “I wish there were more
interactive exhibits”, indicating a desire for enhancements.
In contrast, an emotional response might be “It was fun! I
want to come again”, reflecting a positive emotional reaction
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to their visit. These categories were determined based on
the content of the comments: statements requesting changes
or offering improvements were classified as “suggestions”,
while expressions of personal feelings or emotionswere clas-
sified as “emotional responses”. To ensure the classification
accuracy, we asked two people unrelated to the experiment
to classify 20% of the data. The results indicated that Fleiss’
kappa was 0.81, indicating that this classification was prop-
erly performed and could be described as Almost Perfect’
[37]. This high level of agreement indicates that the agree-
ment among the evaluators is considerably high.

Generally, surveys and free-form responses are more
likely to be completed by individuals who have strong opin-
ions, meaning that emotional responses are less likely to be
provided. Research has indicated that individuals with strong
positive or negative emotions are more inclined to respond
to surveys. For example, Anderson reported that consumers
who experience extreme satisfaction or dissatisfaction tend
to share their experiences with others [38]. Similarly, Del-
larocas et al. found that extreme opinions were shared more
frequently in online environments [39].

However, in our study, the proportion of emotional
responses among the total number of descriptive responses
increased in the robot and audio conditions. Specifically, in
the none condition, 74% of the descriptive responses were
classified as “emotional responses”, whereas introducing
robots and voice systems increased the emotional responses
to 86%. This suggests that even individuals who do not hold
strongopinions andmight not typically participateweremore
inclined to respond when technological interventions (robots
and audio) were present. This leads to the collection of more
diverse feedback.

4.3 Potential of Using Robots in Questionnaire Task

Although we did not directly compare the effectiveness of
human and robot facilitators in our study, the role of robots in
the questionnaire tasks warrants attention, particularly in the
context of experimenter effects. As highlighted in previous
research, this phenomenon indicates that human involvement
in surveys can inadvertently lead to biased responses owing
to the psychological pressure exerted on participants [40, 41].
Robots offer a more neutral presence, potentially minimiz-
ing this bias and improving the authenticity of the collected
feedback.

Building on this foundation, the theoretical implications
of using robots in survey contexts are consistent with the
challenges identified in previous studies [42, 43]. By provid-
ing a level of anonymity and reducing psychological burden,
robots can play a crucial role in ensuring genuine and reli-
able responses in questionnaire-based research. Although
our current study does not provide empirical evidence for
this hypothesis, it presents an intriguing direction for future

research exploring the potential of robots as impartial facili-
tators during data collection.

4.4 Influence of the Experimental Environment

This section discusses the effects of the experimental envi-
ronment.

First, we discuss the differences between environments
used in other studies. We found two studies conducted in
a shopping mall that measured the number of people who
changed their behavior in a real environment for all the people
passing by, similar to this study. Nearly 3.6% of passersby in
both studies interacted with robots when called [1, 2]. In con-
trast, in our study, 10.3% of participants in Experiment 1 and
3.2% of participants in Experiment 2 responded (interacted).
The previous two studies provided benefits to participants.
In contrast, in our study, participants did not benefit from
answering the questionnaire. The results of Experiment 2
were almost equal to those of the previous work, and the
results of Experiment 1, in which the exhibits were nearby,
were higher than those of the previous work.

Despite the non-beneficial interactions, the reason for
these results is that the experiments in this study were con-
ducted at a science museum. As the experimental period was
during summer vacations and holidays, children made up a
large proportion of the participants. A previous study [44, 45]
showed that children aremore prone to excessive engagement
with robots than adults, which may have had an impact. It
has also been demonstrated that negative feelings and anxi-
ety toward robots can affect interactions [46, 47]. Since the
experiment was conducted in a science museum, it was char-
acterized by the fact thatmany of the participants had positive
feelings toward the robot.

Next, we compare the results of Experiments 1 and 2. We
observed that the response rate decreased considerably in
Experiment 2 compared with Experiment 1, possibly due to
the location of the experiment. Because Experiment 1 was
conducted in a corridor in front of the exhibition hall but
inside a science museum, the robot may have been perceived
as part of the exhibit. However, Experiment 2 was conducted
outside the ScienceMuseumexit. It is believed thatmany vis-
itors noticed the system when they were about to head home
after viewing the museum exhibits. Therefore, the question-
naire was perceived as a formal questionnaire rather than part
of the exhibition, which may have raised hurdles in answer-
ing the questionnaire. Therefore, to increase the number of
questionnaires collected, it would be more effective to place
the questionnaire in a position where participants would per-
ceive it as part of the exhibition. It was also suggested that the
response rate tended to be higher in the robot condition than
in the audio condition when the experimental environments
differed.
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4.5 Effectiveness of Real Robots

In our study, the physical presence of the robot moving
in sync with the voice call was observed to substantially
influence participant behavior. The experimenters noticed
that participants often paused to mimic the robot’s move-
ments, suggesting enhanced engagement and understanding
of the questionnaire’s location and call target. This observa-
tion underlines the importance of a robot’s physical presence
in aiding comprehension and interaction. Consistent with
previous research that emphasized the significance of the
accompanying motion with speech in various contexts [27],
our findings demonstrate that this is particularly relevant in
the context of robots.

The addition ofmovement to the robot’s physical presence
played a pivotal role in our study. Although the mere pres-
ence of a static entity, such as a robot without motion, could
have some impact, the integration of movements markedly
enhanced participant engagement and comprehension. This
aligns with the findings of Chidambaram et al., who showed
that the integration ofmovement with speech in robots have a
greater impact than speech alone [48]. If the robot remained
stationary, its ability to attract attention and convey infor-
mation would be considerably reduced. During the audio
condition, there were instances where passersby, upon hear-
ing the audio call, approached staff members with questions
such as, “Where is this questionnaire?” This phenomenon
emphasizes the added value of movement in effectively guid-
ing individuals towards the intended target-in this case, the
questionnaire. Thus, the combination of a physical robotwith
synchronized movement towards the sound source emerges
as a crucial factor in improving the effectiveness of the
communication and interaction process, which supports the
findings of Powers et al. that physical robots enhance reliabil-
ity and prolong the interaction time compared to nonphysical
display agents [30].

Moreover, a comparison between the audio and none con-
ditions revealed that the incorporation of only voice yielded
discernible effects. These findings suggest that augmenting
the response rates to questionnaires solely through voice
guidance is feasible. The insights gained from this studymay
facilitate the prudent integration of voice-only calling when
needed, especially in scenarios where deploying a robot is
impracticable.

4.6 FutureWork

An experiment was conducted at a science museum to mea-
sure the effectiveness of the robot. Consequently, many
passersby in the experimental environment are children or
people interested in science. Thus, their interest in robots
could have influenced their responses. As mentioned above,

the results may differ when similar experiments are con-
ducted at locations with different ages and interests.

The robot movements used in this studyweremonotonous
calls thatwere prepared in advance.Variations in robotmove-
ment are expected to yield better results. Therefore, it is
necessary to evaluate the combination of effective calls and
movements identified in previous studies. Furthermore, we
believe that a comparison between an actual robot and display
agent in a calling scene should be considered in the future.

In addition, the system used in this study only repeated
pre-prepared speeches, and only the timing of the start of the
dialogue was controlled. Therefore, during the experiment,
some participants attempted to interact with the robot. How-
ever, as soon as they noticed that the same utterances were
repeated, they left the robot and did not listen to the call
to respond to the questionnaire. A previous study [49] also
indicated that participants may stop interacting with a robot
system when their behavior differs from what they expect.
Therefore, we believe that not only one-sided calls, but also
speech adapted to the interaction partner could reduce the
number of people leaving during the call, further increasing
the response rate. For example, we believe that these prob-
lems can be solved using image recognition technology [50],
using the personal belongings and clothing of the dialogue
partner as part of the call, or using a large-scale language
model [51] to enable simple dialogue after the call.

5 Conclusion

In this study, we investigated the effectiveness of using
a robot to facilitate responses to a passerby questionnaire
compared with audio-only or no calling. Through two field
experiments conducted at a science museum, we observed
that the response rate was highest when a robot was used,
although there was a tendency for more emotional responses
to be expressed. Although these findings can serve as
essential decision indicators for robot implementation, we
recognize that onlymonotonous calls were used in this study.
Future work should aim for both one-way and interactive
calling, and a comparison with display agents should be con-
sidered. Overall, our results offer promising evidence for the
future introduction of robots in various situations, laying the
groundwork formore nuanced human–robot interactions and
providing an initial quantitative demonstration of their poten-
tial effectiveness.
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