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1. Introduction

It was an interested and important problem to give the description of quantization,
i.e. of passing from classical physical systems to the corresponding quantum ones,
from the moment that quantum mechanics came into existence.In the end we suc-
ceeded in giving it as follows: LetL be a Lagrangian function. Then the Hamiltonian
function H is defined through the Legendre transformation ofL. The Hamiltonian op-
erator ( ) at time in quantum mechanics is defined fromH. It should be noted that

( ) has ordering ambiguities (cf. [14]). Let be a probabilityamplitude at time .
Then its temporal evolution can be given by the solution of the Schr̈odinger equation

~
∂

∂
( ) = ( ) ( ) ( ) =(1.1)

On the other hand Feynman proposed an essentially new description in his fa-
mous paper [3] which appeared in 1948. His description is based on the notion of
a so-called path integral in configuration space. In 1951 Feynman himself general-
ized this description, using the notion of a path integral inphase space in [4]. Since
then, path integrals in phase space have been discussed by many articles in not only
quantum mechanics but also quantum field theory. But it has been pointed out that
we have hard difficulties of giving a rigorous meaning to the path integral in phase
space. There is even a suggestion that such a path integral can not be defined rigor-
ously. For example see chapter 31 in [16] and section 5 in [2].It seems to us that
only Gawȩdzki’s work [7] succeeded in giving a rigorous meaning to the path integral
in phase space. His approach is similar to Ito’s one in [11] where the path integral
in configuration space was studied. The assumptions put on ( )in [7] will be men-
tioned later in this section.

In the present paper we study time-slicing approximation ofthe Feynman path in-
tegral in phase space and prove its convergence under some general assumptions. Paths
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in phase space are approximated by piecewise linear functions of time variable in con-
figuration space and piecewise constant functions in momentum space. This approach,
which is different from one in [7], for giving a rigorous meaning to the path integral
in phase space is very familiar in physics. For example see [5], [6], [15], [16], and
[18].

We consider some charged particles in an electromagnetic field. For the sake of
simplicity we suppose charge and mass of every particle to beone and > 0, respec-
tively. Let ∈ and ∈ [0 ]. Electric strength and magnetic strength tensor are
denoted by ( ) = ( 1 . . . ) ∈ and ( ( ))1≤ < ≤ ∈ ( −1)/2, respec-
tively. Let ( ) ∈ and ( ) = ( 1 . . . ) ∈ be electromagnetic potentials.
That is,





= −∂
∂

− ∂

∂
( = 1 . . . )


∑

=1


 =

∑

1≤ < ≤
∧ on

(1.2)

Then the Lagrangian functionL( ˙ ) is given by

L( ˙ ) =
2
| ˙ |2 + ˙ · −(1.3)

and the Hamiltonian functionH( ) is defined through the Legendre transforma-
tion of L by

H( ) =
1

2
| − |2 +(1.4)

Let ∗ = × be phase space and (∗ )[ ] denote the space of all paths
ζ : [ ] ∋ θ → ζ(θ) ∈ ∗ . The classical action (ζ) for ζ = ( ) ∈ ( ∗ )[ ] is
given by

(ζ) =
∫

(θ) · ˙ (θ) −H(θ (θ) (θ)) θ ˙ (θ) = (θ)(1.5)

(cf. [1]).
Let : 0 = 0 < 1 < · · · < µ = be a subdivision of an interval [0 ]

and set| | = max1≤ ≤µ( − −1). Let ( ( ) ( )) ∈ ∗ ( = 0 1 . . . µ − 1).
Then = ( (0) (1) . . . (µ−1) ) ∈ ( )[0 ] denotes the piecewise linear func-
tion of θ ∈ [0 ] joining ( ( )) ( = 0 1 . . . µ (µ) = ) in the order and

= ( (0) (1) . . . (µ−1)) ∈ ( )[0 ] the piecewise constant function taking( )

for ≤ θ < +1 ( = 0 1 . . . µ − 1). Let S be the space of all rapidly decreas-
ing functions on with semi-norms| | =

∑
|α|+ ≤ sup|〈·〉 ∂α (·)| ( = 0 1 2 . . .)

and take aχ ∈ S such thatχ(0) = 1. For ǫ > 0 ( = 0 1 . . . µ − 1) and



THE FEYNMAN PATH INTEGRAL 183

ǫ′ > 0 ( = 1 2 . . . µ − 1) we setǫ = (ǫ0 . . . ǫµ−1) and ǫ′ = (ǫ′1 . . . ǫ′µ−1). We
define for ∈ S

ǫ ǫ′( ) = (2π~)− µ

∫
· · ·
∫

(exp ~−1 ( ))(1.6)

×





µ−1∏

=1

χ

(
ǫ

√
+1 −

~
( )

)
χ(ǫ′ ( ))



χ

(
ǫ0

√
1

~
(0)

)

× ( (0)) (0) (0) (1) · · · (µ−1) (µ−1)

Our path integral in phase space is defined by

lim
| |→0

(
lim

|ǫ|+|ǫ′|→0
ǫ ǫ′ ( )

)

as will be seen in Theorem below.
For a multi-indexα = (α1 . . . α ) we write ∂α = (∂/∂ 1)α1 · · · (∂/∂ )α , |α| =∑

=1α , and 〈 〉 =
√

1 + | |2. Let 2 = 2( ) be the space of all square integrable
functions on with inner product (· · ) and norm‖ · ‖. Through the present paper
we assume that∂α ∂α , and ∂α∂ are continuous in [0 ]× for all and
α. Our purpose in the present paper is to prove the following.

Theorem. We assume that

|∂α ( )| ≤ α |α| ≥ 1

|∂α ( )| ≤ α〈 〉−(1+δ) |α| ≥ 1
(1.7)

in [0 ] × for constantsδ > 0 and α, whereδ is independent ofα. In addition,
we suppose

|∂α | ≤ α for all α or ∂α = 0 for |α| = 2(1.8)

for each and

|∂α | ≤ α〈 〉 |α| ≥ 1

∑

=1

|∂α∂ | ≤ α〈 〉 ∗ |α| ≥ 1
(1.9)

in [0 ] × for a constant ∗ ≥ 0. Then we have:
(1) Let | | be small. Then ǫ ǫ′ ( ) on S can be extended uniquely to a bounded op-
erator on 2. In addition, as|ǫ|+ |ǫ′| → 0, ǫ ǫ′ ( ) for ∈ 2 converges in 2. We
write this limit as ( ) .
(2) As | | → 0, ( ) for ∈ 2 converges in 2 uniformly in ∈ [0 ]. We call
this limit the path integral in phase space.
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(3) The path integral defined by(2) satisfies the Schrödinger equation(1.1) where =
0 and

( ) =
1

2

∑

=1

(~ − )2 + =
1 ∂

∂
(1.10)

As a typical example and satisfying the assumptions of Theorem we have
the following. Let = ( )| |2, where ( )∈ is continuous. Let = ( ) is a
linear function of or a bounded function on such that|∂α ( )| ≤ α〈 〉−(1+δ),
|α| ≥ 2 for a δ > 0.

In [7] Gawȩdzki gave a rigorous meaning to the path integralin phase space under
the assumption that = 0 and is the Fourier transform of a complex finite measure
on . So our assumptions are much more general than his.

We prove Theorem above, mainly using somewhat delicate modification of the
argument in [9] and [10], where convergence of the path integral in configuration
space was studied. The outline of the proof of Theorem is as follows. Let ˆ be the
Fourier transform

∫
e− ·ξ ( ) . Let ( ≥ 0) denote the weighted Sobolev space

{ ∈ 2; ‖ ‖ ≡ ‖〈 · 〉 ‖ + ‖〈 · 〉 ˆ‖ < ∞} and − its dual space with norm
‖ · ‖ − . We note that the classical action ( ) for∈ ( )[ ] in configuration space
is given by

( ) =
∫

L(θ (θ) ˙ (θ)) θ(1.11)

=
∫

2
| ˙ (θ)|2 + ˙ (θ) · (θ (θ)) − (θ (θ)) θ

(cf. [1]). For , , and in let us define ∈ ( )[ ] by

(θ) = +
θ −
− ( − ) ( ≤ θ ≤ )(1.12)

and ζ ∈ ( ∗ )[ ] by

ζ (θ) = ( (θ) ) ( ≤ θ ≤ )(1.13)

Let ǫ > 0 and set for ∈ S

ǫ( )(1.14)

=





(2π~)−
∫∫

(exp ~−1 (ζ ))χ

(
ǫ

√
−
~

)
( ) <

=
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Then we can easily have from (1.6)

ǫ ǫ′( ) = ǫµ−1( µ−1)χ(ǫ′µ−1·) · · · ǫ1( 2 1)χ(ǫ′1·) ǫ0( 1 0)(1.15)

We first prove

ǫ( )(1.16)

=





(√

2π ~( − )

) ∫
(exp ~−1 ( ; )) ( )

×
(√

2π

) ∫ (
exp

− | |2
2

)
χ

(
ǫ

{
+
√

~( − )
( − )

+

√
−
~

∫ 1

0
( − θρ − θ( − )) θ

})
<

=

where
√

= eπ/4, ρ = − , and

= ( ) +
1

2 ( − )

{∣∣∣∣
∫

(θ (θ)) θ

∣∣∣∣
2

(1.17)

− ( − )
∫

| (θ (θ))|2 θ

}

≡ ( ) + ( ; )

Set

( ) =





(√

2π ~( − )

) ∫
(exp ~−1 ( ; )) ( ) <

=

(1.18)

Then we prove: (i) There exist constantsρ∗ > 0 and ≥ 0 so that if 0≤ − ≤ ρ∗,
both ( ) and ǫ( ) (ǫ > 0) can be extended uniquely to bounded operators on2

and satisfy

sup
0≤ǫ≤1

‖ ǫ( ) ‖ ≤ ‖ ‖ ∈ 2(1.19)

where 0( ) = ( ). (ii) As ǫ → 0, ǫ( ) for ∈ 2 converges to ( )
in 2. From these results (i), (ii), and (1.15) we can easily provethe first statement
(1) in Theorem and

( ) = ( µ−1) ( µ−1 µ−2) · · · ( 2 1) ( 1 0)(1.20)
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We prove the statements (2) and (3) in Theorem, using (1.20) and showing as in [9]
and [10] that ( ) is stable and consistent for the initial problem (1.1) in the sense
of words used in the theory of difference methods (cf. [13]).

The plan in the present paper is as follows. We prove (1.16) insection 2. In sec-
tion 3 we show preliminary results. In section 4 it is shown that ( ) is stable. In
section 5 we show boundedness results for integral operators on . In section 6 we
prove (1.19) and (1.20). In section 7 we show that ( ) is consistent for (1.1) and
then complete the proof of Theorem.

2. Representation in configuration space

Lemma 2.1. Let , , and in and < . We consider ∈ ( )[ ] such
that ( ) = and ( ) = . Setζ = ( ) ∈ ( ∗ )[ ] . Then we have

(ζ) = − ( − )
2

| − ∗|2 +

{ | − |2
2( − )

+
( − )
( − )

·
∫

(θ (θ)) θ

−
∫

(θ (θ)) θ

}

+
1

2 ( − )

{∣∣∣∣
∫

(θ (θ)) θ

∣∣∣∣
2

− ( − )
∫

| (θ (θ))|2 θ

}

where

∗ =
1

( − )

∫
∂L
∂ ˙

(θ (θ) ˙ (θ)) θ =
1

( − )

∫
˙ (θ) + (θ (θ)) θ

Proof. We have from (1.4) and (1.5)

(ζ) =
∫

· ˙ (θ) − 1
2

| − (θ (θ))|2 − (θ (θ)) θ(2.1)

and so together with (1.3)

∂

∂
(ζ) =

∫
˙ (θ) − 1 ( − (θ (θ))

)
θ

= − 1
( − ) +

1
∫

∂L
∂ ˙

(θ (θ) ˙ (θ)) θ

where∂ (ζ)/∂ = (∂ (ζ)/∂ 1 . . . ∂ (ζ)/∂ ). So the equation∂ (ζ)/∂ = 0 in
is equivalent to = ∗. Consequently, noting that (ζ) is a polynomial of degree 2 in

, we have from (2.1)

(ζ) = − ( − )
2

| − ∗|2 + (ζ)| = ∗(2.2)
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We use the assumption ( ) = and ( ) = . Then we have from (2.1)

(ζ) = · ( − ) − 1
2

{
( − )| |2 − 2 ·

∫
θ +
∫

| |2 θ

}
−
∫

θ

= ·
{

( − ) +
∫

θ

}
− ( − )

2
| |2 −

∫
θ − 1

2

∫
| |2 θ

Using

∗ =
1

( − )

∫
˙ (θ) + (θ (θ)) θ =

1
( − )

{
( − ) +

∫
θ

}

we have

(ζ)| = ∗ =
1

( − )

∣∣∣∣ ( − ) +
∫

θ

∣∣∣∣
2

− 1
2 ( − )

×
∣∣∣∣ ( − ) +

∫
θ

∣∣∣∣
2

−
∫

θ − 1
2

∫
| |2 θ

=

{ | − |2
2( − )

+
( − )
( − )

·
∫

θ −
∫

θ

}

+
1

2 ( − )

{∣∣∣∣
∫

θ

∣∣∣∣
2

− ( − )
∫

| |2 θ

}

So we can prove Lemma 2.1 from (2.2).

Proposition 2.2. Let ǫ( ) be the operator defined by(1.14). Then we have
(1.16).

Proof. Let > . We can write from (1.11) and (1.12)

( ) =
∫

2
| ˙ (θ)|2 + ˙ (θ) · (θ (θ)) − (θ (θ)) θ(2.3)

=
| − |2

2( − )
+

( − )
− ·

∫
(θ (θ)) θ −

∫
θ

Consequently we have from Lemma 2.1

(ζ ) = − ( − )
2

| − ∗|2 + ( ; )(2.4)

∗ =
1

( − )

{
( − ) +

∫
(θ (θ)) θ

}
(2.5)

=
1

( − )

{
( − ) + ( − )

∫ 1

0
( − θ( − ) − θ( − )) θ

}
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where is the function defined by (1.17). Substituting (2.4) into (1.14) and making
the change of variables: ∋ → ′ =

√
( − )/( ~)( − ∗) ∈ , we have

ǫ( ) = (2π~)−
(√

~

−

) ∫
(exp ~−1 ) ( )

×
∫ (

exp
− | ′|2

2

)
χ

(
ǫ

√
−
~

(
∗ +

√
~

−
′
))

′

Hence we obtain (1.16) from (2.5).

3. Preliminary results

Let ≥ 0 be a constant and ( ) an infinitely differentiable function in 2

such that

|∂α∂β ( )| ≤ α β〈 ; 〉 ∈(3.1)

for all α andβ with constants α β , where〈 ; 〉 =
√

1 + | |2 + | |2. Let ( ; )
be the function defined by (1.17). For∈ S we define

( )(3.2)

=





(√

2π ~( − )

) ∫
(exp ~−1 ( ; ))

( −√ −

)
( ) <

(√

2π ~

)
Os−

∫ (
exp

~−1 | |2
2

)
( ) ( ) =

where Os−
∫

( ) means the oscillatory integral limǫ→0
∫
χ(ǫ ) ( ) . It is easy

to see that the formal adjoint operator ( )∗ of ( ), defined by the relation
( ) = ( ∗ ) for and inS, is written as

( )∗(3.3)

=





(√

2π~( − )

) ∫
(exp− ~−1 ( ; ))

( −√ −

)
( ) <

(√

2π~

)
Os−

∫ (
exp

− ~−1 | |2
2

)
( ) ( ) =

where ( ) is the complex conjugate of ( ).

REMARK 3.1. Set ( ) = 1 in (3.2). Then we have ( ) = ( ) from
(1.18) and

Os−
∫ (

exp
~−1 | |2

2

)
=

(√
2π ~

)
(3.4)
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Lemma 3.1. Let ( ) be a function satisfying(3.1). We assume that there ex-
ist constants ′ ≥ 0 and α satisfying

|∂α | +
∑

=1

|∂α | ≤ α〈 〉 ′

( ) ∈ [0 ] ×(3.5)

for all α. Let ∈ S. Then∂α( ( ) ) are continuous in0 ≤ ≤ ≤ and ∈
for all α.

Proof. We can write ( ; ) defined by (1.17) as

( ; ) =
ρ

2

{∣∣∣∣
∫ 1

0
( − θρ − θ( − )) θ

∣∣∣∣
2

(3.6)

−
∫ 1

0
| ( − θρ − θ( − ))|2 θ

}
ρ = −

We can also write from (2.3)

( ) =
| − |2

2( − )
+ ( − ) ·

∫ 1

0
( − θρ − θ( − )) θ(3.7)

−ρ
∫ 1

0
( − θρ − θ( − )) θ

Make the change of variables: ∋ → = ( − )/
√ − ∈ in (3.2). Then,

using (1.17) and (3.7), we have

( ) =

(√

2π ~

)
Os−

∫
~
−1ψ( ; ) ( ) ( −√

ρ ) ≤(3.8)

ψ( ; ) =
2
| |2 +

√
ρ ·

∫ 1

0
( − θρ − θ

√
ρ ) θ

− ρ

∫ 1

0
( − θρ − θ

√
ρ ) θ + ( ; −√

ρ )

≡
2
| |2 + φ( ;

√
ρ )

(3.9)

where

φ( ; ξ) = ξ ·
∫ 1

0
( − θρ − θξ) θ − ρ

∫ 1

0
( − θρ − θξ) θ

+ ( ; − ξ)

We have from the assumption (3.5) together with (3.6)

|∂αξ ∂βφ| ≤ α β〈 ; ξ〉2 ′+1 0 ≤ ≤ ≤ ξ ∈(3.10)
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for all α and β.
Let = 〈 〉−2(1 − ~ −1∑

=1 ∂ ) and its transposed operator. Let 0<
ǫ ≤ 1. Then we have from (3.9)

∫
~
−1ψ( ; )χ(ǫ ) ( ) ( −√

ρ )(3.11)

=
∫

~
−1 | |2/2( ) { ~

−1φ( ;
√
ρ )χ(ǫ ) ( ) ( −√

ρ )}

for = 0 1 2 . . .. Noting ∈ S, we see from (3.1) and (3.10)

|( ) { ~
−1φ( ;

√
ρ )χ(ǫ ) ( ) ( −√

ρ )}|
≤ 〈 〉− 〈 ;

√
ρ 〉 (2 ′+1)〈 ; 〉 〈 − √

ρ 〉−

for any = 0 1 2 . . ., where is a constant independent of 0< ǫ ≤ 1. So using
〈 ; 〉 ≤ 〈 〉〈 〉 and 〈 + 〉−1 ≤

√
2〈 〉〈 〉−1, we have

|( ) { ~
−1φχ(ǫ ) ( ) ( −√

ρ )}|
≤ ′ 〈 〉 (2 ′+1)+ + 〈√ρ 〉 (2 ′+1)− 〈 〉 −

Take and so that ≥ + + 1 and ≥ (2 ′ + 1). Then

|( ) { ~
−1φ( ;

√
ρ )χ(ǫ ) ( ) ( −√

ρ )}|(3.12)

≤ 〈 〉 (2 ′+1)+ + 〈 〉−( +1) 0 ≤ ≤ ≤

with a constant independent of 0< ǫ ≤ 1. Hence, applying the Lebesgue dominated
convergence theorem to (3.11), we see from (3.8) and (3.9) that ( ) is continuous
in 0 ≤ ≤ ≤ and ∈ . Noting (3.10), we can prove in the same way that
∂α( ( ) ) for all α are also continuous.

Let , , and in and 0≤ ≤ ≤ . We set for 0≤ σ2 ≤ σ1 ≤ 1

{
τ (σ) = τ (σ1 σ2) = − σ1( − ) ∈
γ(σ) = γ(σ1 σ2; ) = + σ1( − ) + σ2( − ) ∈

(3.13)

We also set

= − 1 ≤ < ≤
= 0 = 1 2 . . .

(3.14)

Lemma 3.2. Let ( ) be a function satisfying(3.1). Let ∈ S. Then for any
0< ǫ ≤ 1 and 0 ≤ < ≤ we have
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( )∗|χ(ǫ·)|2 ( ) =

(

2π~( − )

) ∫
( )

∫
|χ(ǫ )|2(3.15)

×
(

exp ( − ) ·
~( − )

) ( −√ −

) ( −√ −

)

where = ( ; ) = ( 1 . . . ) and

= − +
2

+
( − )

∫ 1

0
( + θ( − )) θ(3.16)

− ( − ) ∑

=1

( − )
∫ 1

0

∫ σ1

0
(τ (σ) γ(σ)) σ2 σ1

− ( − )2 ∫ 1

0

∫ σ1

0
(τ (σ) γ(σ)) σ2 σ1

− ( − )
∫ 1

0
(∂ )( ; + θ( − )) θ

Proof. It follows from (3.2) and (3.3) that

( )∗|χ(ǫ·)|2 ( ) =

(

2π~( − )

) ∫
( )(3.17)

×
∫

|χ(ǫ )|2{exp− ~−1( ( ; ) − ( ; ))}

×
( −√ −

) ( −√ −

)

We write from (1.17)

( ; ) − ( ; )(3.18)

= ( ) − ( ) + ( ; )− ( ; )

Set A = (− ), x = ( ), andq (θ) = (θ (θ)). Then we can write from (2.3)

( ) =
| − |2

2( − )
+
∫

q
A · x

So, using the Stokes theorem, we have

( ) − ( )

= −( − ) · −
(

− +
2

)
−
∫

q
A · x −

∫∫

∆

(A · x)

where∆ is the 2-dimensional plane with oriented boundary consisting of −q , q ,
and −q . Noting thatσ = (σ1 σ2) in (3.13) are coordinates with positive orientation
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on ∆, we obtain as in section 3 of [9] and as in the proof of Lemma 2.2in [10]

( ) − ( )(3.19)

= −( − ) · −

(
− +

2

)
− ( − ) ·

∫ 1

0
( + θ( − )) θ

+
∑

=1

( − )
∑

=1

( − )
∫ 1

0

∫ σ1

0
(τ (σ) γ(σ)) σ2 σ1

+ ( − )( − ) ·
∫ 1

0

∫ σ1

0
(τ (σ) γ(σ)) σ2 σ1

Hence we can prove Lemma 3.2 from (3.17)-(3.19).

4. Stability of G(t s)

We write = ( ; ) defined by (3.16) as

( ; ) = − +
2

+
( − )

∫ 1

0
( + θ( − )) θ(4.1)

− ( − ) ′( ; ) − ( − )2
′( ; )

− ( − ) ′( ; )

where ′ = ( ′
1 . . . ′ ), ′ = ( ′

1 . . . ′ ), and ′ = ( ′
1 . . . ′).

Lemma 4.1. Assume(1.7) and (1.8) in Theorem. Let α, β and γ be multi-
indices such that|α + β + γ| ≥ 1. Then we have for = 1 2 . . .

|∂α∂β∂γ ′ | ≤ α β γ(4.2)

|∂α∂β∂γ ′ | ≤ α β γ(4.3)

|∂α∂β∂γ ′| ≤ α β γ 0 ≤ ≤ ≤ ∈(4.4)

Proof. The inequalities (4.2) and (4.3) can be proved from (1.7). These have
been already proved in page 28 of [9] and Lemma 3.1 of [10]. We can easily prove
(4.4) from (1.8), noting (3.6).

Proposition 4.2. Assume(1.7) and (1.8). Then we have:
(1) There exist constantsρ∗ > 0 and 0 > 0 such that the mapping: ∋ → ξ =

( ; ) ∈ is homeomorphic anddet∂ /∂ ≥ 0 for all 0 ≤ − ≤ ρ∗, ,
and . We write its inverse mapping as ∋ ξ → = ( ; ξ) = ( 1 . . . ) ∈

.
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(2) We have for = 1 2 . . .

|∂α∂β∂γξ ( ; ξ)| ≤ α β γ |α + β + γ| ≥ 1(4.5)

0 ≤ − ≤ ρ∗ ξ ∈

Proof. It follows from (4.1) that

∂

∂
= − ( − ) ∂ ′

∂
− ( − )2 ∂ ′

∂
− ( − ) ∂ ′

∂
(4.6)

where is the identity matrix. So, using Theorem 1.22 in [17],we can prove the
statement (1) from Lemma 4.1.

We note that we have from (1.8) for = 1 2. . .

|∂α ( )| ≤ α |α| ≥ 1(4.7)

in [0 ] × So we obtain together with Lemma 4.1

|∂α∂β∂γ | ≤ α β γ |α + β + γ| ≥ 1 0≤ ≤ ≤ ∈(4.8)

Hence we can prove (2) from (1).

We fix ρ∗ > 0 determined in Proposition 4.2 hereafter.

Theorem 4.3. Assume(1.7) and (1.8). Let ( ) be the operator onS defined
by (1.18) and 0 ≤ − ≤ ρ∗. Then ( ) can be extended to a bounded operator on

2. In addition, there exists a constant ≥ 0 such that

‖ ( ) ‖ ≤ ( − )‖ ‖ 0 ≤ − ≤ ρ∗ ∈ 2(4.9)

Proof. The proof below is analogous to that of Theorem 3.7 in [9] and of The-
orem 3.3 in [10]. Let = . Then (4.9) is clear. Let 0< − ≤ ρ∗. It follows from
Remark 3.1 and Lemma 3.2 that

( )∗|χ(ǫ·)|2 ( )

=

(

2π~( − )

) ∫
( )

∫
|χ(ǫ )|2

(
exp ( − ) ·

~( − )

)

We can make the change of variables: ∋ → ξ = ( ; ) ∈ from Propo-
sition 4.2. Then
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( )∗|χ(ǫ·)|2 ( ) =

(

2π~( − )

) ∫
( )(4.10)

×
∫

|χ(ǫ ( ; ξ))|2
(

exp ( − ) · ξ

~( − )

)
det

∂

∂ξ
ξ

We can prove from (4.6), Lemma 4.1, and Proposition 4.2 that

det
∂

∂ξ
= 1 + ( − ) ( ; ξ)(4.11)

|∂α∂β∂γξ ( ; ξ)| ≤ α β γ for all α β and γ(4.12)

Consequently we can write

( )∗|χ(ǫ·)|2 ( ) =

(
1

2π

) ∫
( )

∫
|χ(ǫ ( ; ξ))|2(4.13)

× ( − )·η(1 + ( − ) ( ; ξ)
)
η ξ =

~( − )η

Noting (4.5), we can prove from (4.13) for ∈ S

lim
ǫ→0

( )∗|χ(ǫ·)|2 ( )(4.14)

= + ( − )

(
1

2π

)
Os−

∫∫
( − )·η

(
;

~( − )η
)

( ) η

in the topology ofS. The second term on the right-hand side of (4.14) is a pseudo-
differential operator with double symbol (cf. [12]). It follows from (4.12) that we can
apply the Caldeŕon-Vaillancourt theorem (cf. [12]) to this term. Then thereexists a
constant ≥ 0 such that the 2-norm of this term is bounded by 2 (− )‖ ‖ for
all ∈ S. Consequently we have

lim
ǫ→0

‖χ(ǫ·) ( ) ‖2 = lim
ǫ→0

( ( )∗|χ(ǫ·)|2 ( ) ) ≤ e2 ( − )‖ ‖2

and so by the Fatou lemma

‖ ( ) ‖ ≤ e ( − )‖ ‖ ∈ S

Hence we can easily complete the proof of Theorem 4.3.

The corollary below follows from Theorem 4.3.

Corollary 4.4. Assume(1.7) and (1.8). Let | | ≤ ρ∗. Then we have for all ∈
2

‖ ( µ−1) ( µ−1 µ−2) · · · ( 2 1) ( 1 0) ‖ ≤ ‖ ‖ 0 ≤ ≤(4.15)
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REMARK 4.1. Let ( ; ) be a function satisfying (4.4), where

′ =
∫ 1

0

(
∂

∂

)
( ; + θ( − )) θ

and define ( ; ) by ( ) + ( ; ) and ( ) by (1.18), respectively.
Assume (4.2), (4.3), and (4.7). Then we can prove that the same results as in Theorem
4.3 and Corollary 4.4 hold, following our proofs.

5. Boundedness of integral operators

Lemma 5.1. Assume(1.7) and (1.8). Let ( ; ξ) ( = 1 2 . . . ) be the
function defined inProposition 4.2. Then

1√
ρ

( (
; +

√
ρ

~ρη
+

~
√
ρη′
)
−

)

can be extended to be continuous in0 ≤ − ≤ ρ∗ η, and η′ in , where
ρ = − . We also have for = 1 2 . . .

∣∣∣∣
(

; +
√
ρ

~ρη
+

~
√
ρη′
)
−

∣∣∣∣ ≤
√
ρ(1 + | | + | | + |η| + |η′|)(5.1)

∣∣∣∣∂
α
η ∂

α′

η′ ∂
β∂β

′

( (
; +

√
ρ

~ρη
+

~
√
ρη′
)
−

)∣∣∣∣ ≤ α α′ β β′
√
ρ(5.2)

|α + α′ + β + β′| ≥ 1 0≤ − ≤ ρ∗ η η′ ∈

Proof. Let = ( ; +
√
ρ ~ρη/ + ~

√
ρη′/ ). Then we have from (4.1)

~ρη
+

~
√
ρη′

= − 2 +
√
ρ

2
+
ρ
∫ 1

0
( + (1− θ)

√
ρ ) θ

− ρ ′( ; +
√
ρ ) − ρ2

′( ; +
√
ρ )

− ρ ′( ; +
√
ρ )

and so

−√
ρ

=
2

+
~
√
ρη

+
~η′ −

√
ρ
∫ 1

0
θ +

√
ρ ′ +

ρ3/2
′ +

√
ρ ′(5.3)

Hence we can easily complete the proof, using (4.7), Lemma 4.1, and Proposition 4.2.
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We can prove Lemma 5.2, Proposition 5.3, and Theorem 5.4 below as in the
proofs of Lemma 4.2, Proposition 4.3, and Theorem 4.4 in [10], respectively. So we
give a little rough sketch of their proofs.

Lemma 5.2. Assume(1.7) and (1.8). Let ( ) be a function satisfying(3.1)
and ( ) the operator defined by(3.2). Let 0 ≤ − ≤ ρ∗ and set

( ; η) =

(
1

2π

)
Os−

∫∫
− ·η′

( −√
ρ

) ( − −√
ρ

√
ρ

)
(5.4)

× det
∂

∂ξ

(
; +

√
ρ

~ρη
+

~
√
ρη′
)

η′

where = ( ; +
√
ρ ~ρη/ + ~

√
ρη′/ ). Then we have:

(1) For any α and β there exists a constantα β such that

|∂αη ∂β ( ; η)| ≤ α β〈 ; η〉2(5.5)

(2) We have for ∈ S

‖ ( ) ‖2 = ( ( ; ) )(5.6)

where ( ; ) is the pseudo-differential operator(2π)−
∫ ·η ( ; η) ˆ(η) η.

Proof. We use the integration by parts with respect to andη′ in (5.4). Then
we get the statement (1) from (4.5), (5.1), and (5.2).

We consider (2). Let ∈ S. At first let 0< − ≤ ρ∗. As in the proof of (4.13)
we can easily show from Lemma 3.2

( )∗|χ(ǫ·)|2 ( )(5.7)

=

(
1

2π

) ∫
( )

∫
|χ(ǫ )|2 ( − )·η

( −√
ρ

) ( −√
ρ

)

× det
∂

∂ξ

(
;

~ρη
)

η

≡
(

1
2π

) ∫
( )

∫
( − )·η ˜ǫ( ; η) η

where = ( ; ~ρη/ ). The right-hand side above is a pseudo-differential oper-
ator with double symbol. Set

ǫ( ; η) =

(
1

2π

)
Os−

∫∫
− ·η′ ˜ǫ

(
; +

√
ρ η +

η′√
ρ

)
η′(5.8)
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Then since

ǫ( ; η) =

(
1

2π

)
Os−

∫∫
− ·η′ ˜ǫ( ; + η + η′) η′

we see from Theorem 2.5 of chapter 2 in [12] that the right-hand side of (5.7) is equal
to ǫ( ; ) . Consequently we have ( )∗|χ(ǫ·)|2 ( ) = ǫ( ; )
and so

‖χ(ǫ·) ( ) ‖2 = ( ǫ( ; ) )(5.9)

We write from (5.7) and (5.8)

ǫ( ; η) =

(
1

2π

)
Os−

∫∫
− ·η′ |χ(ǫ )|2

( −√
ρ

)

×
( − −√

ρ
√
ρ

)
det

∂

∂ξ

(
; +

√
ρ

~ρη
+

~
√
ρη′
)

η′

where = ( ; +
√
ρ ~ρη/ + ~

√
ρη′/ ). Hence, lettingǫ tend to 0, we can

show as in the proof of the statement (1) that the right-hand side of (5.9) converges
to ( ( ; ) ). Thus we could prove ( )∈ 2 and (5.6).

Let = . It follows from (4.1) and (5.3) that

( ; 0) = det

(
∂

∂ξ

)
( ; ξ) = 1

and

lim
→

1√
ρ

( (
; +

√
ρ

~ρη
+

~
√
ρη′
)
−
)

=
2

+
~η′

Substituting these equations into (5.4), we have

( ; η) =

(
1

2π

)
Os−

∫∫
− ·η′

(

2
+

~η′
) ( −

2
+

~η′
)

η′

=
(

2π~

) ∣∣∣∣Os−
∫∫

~
−1 | |2/2 ( )

∣∣∣∣
2

Hence we see (5.6) from (3.2).

Proposition 5.3. Assume(1.7) and (1.8). Let ( ) be a function satisfying
(3.1). Then we have

‖ ( ) ‖ ≤ ‖ ‖ 0 ≤ − ≤ ρ∗ ∈(5.10)
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for a constant .

Proof. There exist a constantµ ≥ 0 and a ( η) such that we have

|∂αη ∂β ( η)| ≤ α β〈 ; η〉−

for all α and β and

( ) = (µ + 〈 〉 + 〈 〉 )−1 on S(5.11)

(Lemma 2.3 in [8]). Let ( ; ) be the operator determined in Lemma 5.2. Then
we can prove

‖ ( ) ( ; ) ‖ ≤ Const.‖ ‖(5.12)

from (5.5), using Lemmas 2.1 and 2.5 in [8]. Consequently we have

( ( ; ) ) = ( ( ) (µ + 〈 〉 + 〈 〉 ) )

≤ Const.‖ ‖2 0 ≤ − ≤ ρ∗ ∈

Hence we can prove (5.10) from (5.6).

REMARK 5.1. Let ( ; ) and ( ; ) be the functions stated in Remark
4.1 and ( ) a function satisfying (3.1). Let’s define ( ) by (3.2) in general.
Assume (4.2), (4.3), and (4.7). Then we can prove (5.10), following our proof.

Theorem 5.4. Assume(1.7), (1.8), and

|∂α ( )| ≤ α〈 〉 ∗ |α| ≥ 1(5.13)

in [0 ] × for a constant ∗ ≥ 0. Set ∗ = max( ∗ 1). Let ( ) be a function
satisfying(3.1). Then we have for = 0 1 2 . . .

‖ ( ) ‖ ≤ ‖ ‖ + ∗ 0 ≤ − ≤ ρ∗ ∈ + ∗

(5.14)

Proof. Let’s use (3.8). Then we can write

∂α( ( ) ) =
∑

β≤α
β( )(∂α−β )(5.15)

whereβ ≤ α meansβ ≤ α ( = 1 2 . . . ). We have from (3.6) and (4.7)

|∂α∂β ( ; )| ≤ α β(1 + | | + | |) |α + β| ≥ 1(5.16)
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So we get from (3.9) together with (4.7) and (5.13)

|∂α′

∂β
′

ψ( ; )| ≤ α′ β′〈 ;
√
ρ 〉 ∗

for all α′ and |β′| ≥ 1. Consequently we have

|∂α′

∂β
′

β( ; )| ≤ α′ β′〈 ; 〉 +|β| ∗

(5.17)

for all α′ and β′.
Let = ( ) ( ≥ 0) be the operator defined by (5.11). We can write

(∂α ) = ∂α −1
+|α|( +|α| ). As in the proof of (5.12) we get together with

Lemma 2.4 in [8]

‖∂α ‖ ≤ Const.‖ (∂α )‖(5.18)

≤ Const.‖ +|α| ‖
≤ Const.‖ ‖ +|α|

Using Proposition 5.3, we have from (5.15), (5.17), and (5.18)

‖〈 · 〉 ∂α( ( ) )‖ =

∥∥∥∥∥∥

∑

β≤α
〈 · 〉 β( )∂α−β

∥∥∥∥∥∥

≤ Const.
∑

β≤α
‖∂α−β ‖ +|β| ∗+

≤ Const.
∑

β≤α
‖ ‖ +|β| ∗+ +|α−β|

≤ Const.‖ ‖ +|α| ∗+

From this we can easily complete the proof.

Corollary 5.5. Let ( ) be a function satisfying(3.1). We see under the as-
sumptions ofTheorem 5.4that ( ) for ∈ + ∗

( = 0 1 2 . . .) is a -
valued continuous function in0 ≤ − ≤ ρ∗.

Proof. Let 0≤ − ≤ ρ∗ and ∈ S. As in the proof of (5.18) we have

‖∂α(〈 〉 /2+1 ( ) )‖ ≤ ‖ ( ) ‖ /2+1+|α|

Hence we have together with the Sobolev inequality and (5.14)

|〈 〉 /2+1 ( ) |
≤ Const.

∑

|α|≤ /2+1

‖∂α(〈 〉 /2+1 ( ) )‖
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≤ Const.‖ ( ) ‖ +2

≤ Const.‖ ‖ +( +2) ∗ <∞

So | ( ) | is bounded by a function in 2( ) uniformly in 0 ≤ − ≤ ρ∗. Con-
sequently, applying the Lebesgue dominated convergence theorem to ( ) , we see
from Lemma 3.1 that ( ) is an 2-valued continuous function in 0≤ − ≤ ρ∗.
We have from (5.14)

‖ ( ′ ′) − ( ) ‖ ≤ ‖ ( ′ ′) − ( ) ‖ + 2 0‖ − ‖

for ∈ and ∈ S. Hence we can easily prove that ( ) for∈ is also
an 2-valued continuous function in 0≤ − ≤ ρ∗. In the same way we can prove
the statement in general.

6. Convergence ofGǫ ǫ′(∆) as |ǫ| + |ǫ′| → 0

Let ǫ( ) be the operator defined by (1.14). We proved (1.16) in Proposition
2.2. We can write (1.16) as

ǫ( ) =





(√

2π ~( − )

) ∫
(exp ~−1 ( ; ))

× ǫ

(
;

−√ −

)
( ) <

=

(6.1)

Then we can easily prove the following from (3.4).

Lemma 6.1. Assume(4.7) for = 1 2 . . . . Then there exist constantsα β
independent of0< ǫ ≤ 1, 0 ≤ < ≤ , and ( ) ∈ 2 for all α and β such that

|∂α∂β ǫ( ; )| ≤ α β(6.2)

We also have

lim
ǫ→0

∂α∂β( ǫ( ; ) − 1) = 0 pointwisely(6.3)

for all α and β.

Proposition 6.2. Assume(1.7) and (1.8). Let 0 ≤ − ≤ ρ∗. Then we have:
(1) There exists a constant independent of0< ǫ ≤ 1 such that

‖ ǫ( ) ‖ ≤ ‖ ‖ ∈ 2(6.4)
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(2) We have

lim
ǫ→0

‖ ǫ( ) − ( ) ‖ = 0 ∈ 2(6.5)

Proof. The statement (1) follows from Lemma 6.1 and Proposition 5.3. We con-
sider (2). Let > . We have from (1.18) and (6.1)

ǫ( ) − ( ) =

(√

2π ~( − )

) ∫
(exp ~−1 ( ; ))

×
{

ǫ

(
;

−√ −

)
− 1

}
( )

Let’s apply Lemma 5.2 to ǫ( ) − ( ) . Then we have from (6.2)

‖ ǫ( ) − ( ) ‖2 = ( ǫ( ; ) )(6.6)

|∂αη ∂βγǫ( ; η)| ≤ α β <∞(6.7)

for all α and β, where α β are independent of 0< ǫ ≤ 1, 0 ≤ − ≤ ρ∗, and
( η) ∈ 2 . In addition, we can easily prove

lim
ǫ→0

∂αη ∂
βγǫ( ; η) = 0 pointwisely(6.8)

for all α and β, noting (4.5), Lemma 5.1, (6.2), and (6.3). Using Lemma 2.2 in [8],
we get from (6.7) and (6.8)

lim
ǫ→0

‖ ǫ( ; ) ‖ = 0

Hence we can prove (6.5) from (6.6).

Theorem 6.3. Assume(1.7) and (1.8). Let | | ≤ ρ∗. Then we have for ∈ 2

lim
|ǫ|+|ǫ′|→0

ǫ ǫ′( ) = ( µ−1) · · · ( 1 0) in 2(6.9)

and so(1.20).

Proof. We have from (1.15)

ǫ ǫ′( ) − ( µ−1) · · · ( 1 0)

=
µ∑

=1

ǫµ−1( µ−1)χ(ǫ′µ−1·) ǫµ−2( µ−1 µ−2) · · ·χ(ǫ′ ·){ ǫ −1( −1)

− ( −1)} ( −1 −2) · · · ( 1 0) +
µ−1∑

=1

ǫµ−1( µ−1)χ(ǫ′µ−1·)
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× ǫµ−2( µ−1 µ−2) · · · ǫ ( +1 ){χ(ǫ′ ·) − 1} ( −1) · · · ( 1 0)

and so from (4.9) and (6.4)

‖ ǫ ǫ′( ) − ( µ−1) · · · ( 1 0) ‖(6.10)

≤ Const.
µ∑

=1

‖{ ǫ −1( −1) − ( −1)} ( −1 −2) · · · ( 1 0) ‖

+ Const.
µ−1∑

=1

‖{χ(ǫ′ ·) − 1} ( −1) · · · ( 1 0) ‖

Using Proposition 6.2 and the Lebesgue dominated convergence theorem, then we can
prove (6.9).

7. Proof of Theorem

Lemma 7.1. We assume that there exists a constant′′ ≥ 0 satisfying

|∂α ( )| +
∑

=1

1∑

=0

|∂ ∂α ( )| ≤ α〈 〉 ′′

(7.1)

for all α in [0 ]× . Let ( ) be the Hamiltonian operator defined by(1.10). Then
there exists a continuous function( ; ) in 0 ≤ ≤ ≤ , , and in
satisfying(3.1) for an ≥ 0 such that for ∈ S

(
~
∂

∂
− ( )

)
( )(7.2)

=
√

−
(√

2π ~( − )

) ∫
(exp ~−1 ( ; ))

(
;

−√ −

)
( )

≡
√

− ( ) 0 ≤ < ≤

Proof. We note (3.6). Then we have

∂ ( ; ) = ρ 1

(
;

−√
ρ

)
(7.3)

( ; ) =
√
ρ 2

(
;

−√
ρ

)
(7.4)

and

∂ ( ; ) =
√
ρ 3

(
;

−√
ρ

)
ρ = −(7.5)
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using the Taylor formula for the proof of (7.5). Here ( ; ) ( = 1 23) are
functions satisfying (3.1) for an .

We get by direct calculations

(
~
∂

∂
− ( )

)
( ) = −

(√

2π ~( − )

) ∫
(exp ~−1 ( ; ))(7.6)

×
(

1( ; ) +
~

2 2( ; )

)
( )

where

1 = ∂ ( ; ) +
1

2

∑

=1

(
∂ − ( )

)2
+ ( )

2 = − − +
∑

∂ ( )

and so from (1.17)

1 =

{
∂ ( ) +

1
2

∑

=1

(
∂ ( ) − ( )

)2
+ ( )

}
(7.7)

+

{
∂ ( ; ) +

1 ∑

=1

(
∂ ( ) − ( )

)
∂ ( ; )

+
1

2

∑

=1

(∂ )2

}

≡ 1 + 2

2 =

{

− − ( ) +
∑

∂ ( )

}
− ( ; )(7.8)

≡ − ( ; )

It follows from (2.3) that

( ) =
| − |2

2( − )
+ ( − ) ·

∫ 1

0
( − θρ − θ( − )) θ

−
∫ (

θ +
θ −
− ( − )

)
θ

So we can prove

∂ ( ) = − | − |2
2( − )2

− ( ) +
√
ρ 4

(
;

−√
ρ

)
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Here let’s use (2.23) and (2.25) of [9]. Then we have

1 =
√
ρ 5

(
;

−√
ρ

)
(7.9)

=
√
ρ 6

(
;

−√
ρ

)
(7.10)

We have from (2.22) of [9]

∂ ( ) − ( ) = √
ρ

( − )√
ρ

− 1
2
√
ρ
∑

=1

∂

∂
( )

( − )√
ρ

+
1
2
√
ρ
∑

=1

∂

∂
( )

( − )√
ρ

+ ρ 7

(
;

−√
ρ

)

and so together with (7.3) and (7.5)

2 =
√
ρ 8

(
;

−√
ρ

)
(7.11)

Hence we can complete the proof together with (7.4) and (7.6)-(7.10).

Proposition 7.2 below follows from Lemma 7.1 and Theorem 5.4.

Proposition 7.2. Assume(1.7), (1.8), and (7.1). Let ∗ and be the con-
stants determined inTheorem 5.4and Lemma 7.1, respectively. Then we have for

= 0 1 2 . . .
∥∥∥∥
(

~
∂

∂
− ( )

)
( )

∥∥∥∥ ≤
√

− ‖ ‖ + ∗(7.12)

0< − ≤ ρ∗ ∈ + ∗

Theorem 7.3. We assume(1.7), (1.8), and (7.1). Then there exist a constant≥
0 and a functionλ(ρ) ≥ 0 in 0 ≤ ρ ≤ ρ∗ such that

lim
ρ→0

λ(ρ) = 0(7.13)
∥∥∥∥ ~

( ) −
− − ( )

∥∥∥∥ ≤ λ( − )‖ ‖ 0< − ≤ ρ∗ ∈(7.14)

Proof. Noting Lemma 3.1, we can write from Lemma 7.1

~
( ) −

− = ~

∫ 1

0

∂

∂
( + θρ ) θ(7.15)
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=
∫ 1

0
( + θρ) ( + θρ ) θ +

√
ρ

∫ 1

0

√
θ ( + θρ ) θ

ρ = − ∈ S

and so

~
( ) −

− − ( )(7.16)

=
∫ 1

0
( + θρ){ ( + θρ ) − } θ +

∫ 1

0
{ ( + θρ) − ( ) } θ

+
√
ρ

∫ 1

0

√
θ ( + θρ ) θ

We see from (7.1) and (7.15)

‖ ( + θρ){ ( + θρ ) − }‖(7.17)

≤ Const.‖ ( + θρ ) − ‖ 1

≤ Const.ρ‖ ‖ 2

for some 1 and 2 ≥ 0, using Theorem 5.4. We have

‖ ( + θρ ·) − ( ·) ‖ ≤ (sup| ( + θρ ·) − ( ·)|〈 · 〉−( ′′+1))‖ ‖ ′′+1

It follows from (7.1) that lim| |→∞ | ( )|〈 〉−( ′′+1) = 0 uniformly in ∈ [0 ]. So
we can easily prove

lim
ρ→0

(sup| ( + θρ ·) − ( ·)|〈 · 〉−( ′′+1)) = 0

uniformly in ∈ [0 ]. Consequently there exists a functionλ′(ρ) ≥ 0 such that

lim
ρ→0

λ′(ρ) = 0(7.18)

‖ ( + θρ ·) − ( ·) ‖ ≤ λ′( − )‖ ‖ ′′+1(7.19)

Hence, noting the assumption (7.1) on ( ), we can prove that there exist a function
λ′′(ρ) ≥ 0 and an 3 ≥ 0 satisfying limρ→0 λ

′′(ρ) = 0 and

‖ ( + θρ) − ( ) ‖ ≤ λ′′( − )‖ ‖ 3(7.20)

Thus we can prove Theorem 7.3 from (7.16) together with (7.17) and (7.20).

Proof of Theorem. We proved the statement (1) of Theorem and (1.20) in Theo-
rem 6.3. Let ( ) be the operator defined by (1.10). We are assuming (1.8) and (1.9).
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Consequently we see from Theorem of [8] that for any∈ (−∞ < <∞) there
exists a unique solution ( ) , -valued continuous and−2-valued continuously
differentiable in 0≤ , ≤ , of the Schr̈odinger equation (1.1) and that we have

{
‖ ( ) ‖ ≤ ( )‖ ‖ 6= 0

‖ ( ) ‖ = ‖ ‖
(7.21)

Hence we can prove the following as in the proof of Theorem 7.3. There exist a con-
stant ′ ≥ 0 and a functionλ (ρ) ≥ 0 in 0≤ ρ ≤ ρ∗ such that

lim
ρ→0

λ (ρ) = 0(7.22)
∥∥∥∥ ~

( ) −
− − ( )

∥∥∥∥ ≤ λ ( − )‖ ‖ ′ 0 ≤ < ≤ ∈ ′

(7.23)

We can write

~ ( ) − ~ ( )

= ( − )

{
~

( ) −
− − ( )

}
− ( − )

{
~

( ) −
− − ( )

}

So we have from (7.14) and (7.23)

‖ ( ) − ( ) ‖ ≤ Const.( − )λ̃( − )‖ ‖ 0 ≤ − ≤ ρ∗(7.24)

where λ̃(ρ) = max(λ(ρ) λ (ρ)) and = max( ′). We also have from (7.13) and (7.22)

lim
ρ→0

λ̃(ρ) = 0(7.25)

Let ∈ and | | ≤ ρ∗. We write by (1.20)

( ) − ( 0)

= ( µ−1) · · · ( 1 0) − ( µ−1) · · · ( 1 0)

=
µ∑

=1

( µ−1) · · · ( +1 )
(

( −1) − ( −1)
)

( −1 0)

So we have from Theorem 4.3 and (7.24)

‖ ( ) − ( 0) ‖ ≤ Const.
µ∑

=1

( − )( − −1)λ̃( − −1)‖ ( −1 0) ‖

≤ Const. sup
0≤ρ≤| |

λ̃(ρ)
µ∑

=1

( − −1)‖ ( −1 0) ‖
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Consequently we obtain together with (7.21)

‖ ( ) − ( 0) ‖ ≤ Const.e sup
0≤ρ≤| |

λ̃(ρ)‖ ‖ 0 ≤ ≤ ∈(7.26)

Hence it follows from (7.25) that as| | → 0, ( ) for ∈ converges to
( 0) in 2 uniformly in ∈ [0 ].

Let ∈ 2 and | | ≤ ρ∗. Using Corollary 4.4 and (7.21), we see for any∈

‖ ( ) − ( 0) ‖ ≤ ‖ ( ) − ( 0) ‖ + (1 + e )‖ − ‖ 0 ≤ ≤(7.27)

Hence we can easily prove that ( ) converges to ( 0) in2 uniformly in ∈
[0 ] as | | → 0. Thus we could complete the proof of Theorem.

REMARK 7.1. As in [9] and [10] we assume

|∂ ∂α ( )| ≤ α〈 〉 ∗ |α| ≥ 1

for a constant ∗ ≥ 0 besides the assumptions of Theorem. Then, following our proof,
we can easily see that we can take Const.

√
ρ as λ(ρ) in (7.14) and take Const.ρ as

λ (ρ) in (7.23). Consequently we obtain (7.26) where sup0≤ρ≤| | λ̃(ρ) is replaced by√
| |.

REMARK 7.2. In [9] and [10] we studied the path integral in configuration space
defined by

lim
| |→0

µ∏

=1

(√

2π ~( − −1)

)
Os−

∫
· · ·
∫

(exp ~−1 ( ))(7.28)

× ( (0)) (0) (1) · · · (µ−1)

where = ( (0) (1) . . . (µ−1) ) ∈ ( )[0 ] is the piecewise linear function de-
fined in introduction. In [10] we proved statements similar to those of Theorem under
the assumption (1.7) without (1.8) and (1.9) for arbitrary potentials and .
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[7] K. Gawȩdzki: Construction of quantum-mechanical dynamics by means of path integrals in

phase space, Rep. Math. Phys.6 (1974), 327–342.
[8] W. Ichinose:A note on the existence and~-dependency of the solution of equations in quantum

mechanics, Osaka J. Math.32 (1995), 327–345.
[9] W. Ichinose:On the formulation of the Feynman path integral through broken line paths, Com-

mun. Math. Phys.189 (1997), 17–33.
[10] W. Ichinose: On convergence of the Feynman path integral formulated through broken line

paths, Rev. Math. Phys.11 (1999), 1001–1025.
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