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Abstract
For r = (r1, : : : , rd) 2 Rd the map�r : Zd ! Zd given by

�r (a1, : : : , ad) = (a2, : : : , ad, �br1a1 + � � � + rdad)
is called a shift radix system if for eacha 2 Zd there exists an integerk > 0
with � k

r (a) = 0. As shown in the first two parts of this series of papers shift radix
systems are intimately related to certain well-known notions of number systems like�-expansions and canonical number systems.

In the present paper further structural relationships between shift radix systems
and canonical number systems are investigated. Among otherresults we show that
canonical number systems related to polynomials

dX
i =0

pi X
i 2 Z[X]

of degree d with a large but fixed constant termp0 approximate the set of
(d � 1)-dimensional shift radix systems. The proofs make extensive use of the
following tools: Firstly, vectorsr 2 Rd which define shift radix systems are strongly
connected to monic real polynomials all of whose roots lie inside the unit circle.
Secondly, geometric considerations which were established in Part I of this series of
papers are exploited. The main results establish two conjectures mentioned in Part II
of this series of papers.
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1. Introduction

Let d � 1 be an integer andr = (r1, : : : , rd) 2 Rd. To r we associate the mapping�r : Zd ! Zd in the following way: Fora = (a1, : : : , ad) 2 Zd let1

�r (a) = (a2, : : : , ad, �bra),
where ra = r1a1 + � � � + rdad, i.e., the inner product of the vectorsr and a. We call �r

a shift radix system(SRSfor short) if for eacha 2 Zd we can find somek > 0 such
that thek-th iterate of�r satisfies� k

r (a) = 0.
For d 2 N, d � 1 let

(1.1)
Dd := fr 2 Rd : 8a 2 Zd the sequence (� k

r (a))k�0 is ultimately periodicg and

D0
d := fr 2 Rd : 8a 2 Zd 9k > 0: � k

r (a) = 0g.
Dd is strongly related to the set of contracting polynomials. In particular, let

Ed = Ed(1) := f(r1, : : : , rd) 2 Rd : Xd + rd Xd�1 + � � � + r1

has only rootsy 2 C with jyj < 1g.
In [2, Lemmas 4.1, 4.2 and 4.3] we proved that

(1.2) int(Dd) = Ed.

D0
d is the set of all parametersr 2 Rd that give rise to an SRS. The structure ofD0

d

is related to the characterization of bases of well known notions of number systems
as �-expansions with a certain finiteness property (F) (cf. [5, 7, 11]) and canonical
number systems (cf. [6, 8] and see [2, 4] for the link to SRS). In the present paper
we dwell mainly on relations between SRS and canonical number systems.

Let P(X) = pd Xd + � � �+ p0 2 Z[X] with p0 � 2 and pd = 1, and setN = f0, 1,: : : ,
p0 � 1g. Furthermore, denote the image ofX under the canonical epimorphism from
Z[X] to R := Z[X]=P(X)Z[X] by x. Since pd = 1 it is clear that each coset ofR has
a unique element of degree at mostd � 1, say

A(X) = Ad�1Xd�1 + � � � + A1X + A0 (A0, : : : , Ad�1 2 Z).

Let G := fA(X) 2 Z[X] : deg A < dg and

TP(A) =
d�1X
i =0

(Ai +1� qpi +1)X
i ,

1b � � �  denotes the floor function.
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where Ad = 0 andq = bA0=p0. Then TP : G ! G and

A(x) = (A0 � qp0) + xTP(A), where A0 � qp0 2 N .

If for each A 2 G there is ak 2 N such thatTk
P(A) = 0 we call P a canonical number

system polynomial(CNS polynomialfor short).
Associated to the notion of CNS we define for eachd 2 N, d � 1 the sets

Cd := f(p0, : : : , pd�1) 2 Zd : jp0j � 2 and TXd+pd�1Xd�1+���+p0
has only finite orbitsg

and

C0
d := f(p0, : : : , pd�1) 2 Zd : jp0j � 2 and8A 2 G 9l 2 N : T l

Xd+pd�1Xd�1+���+p0
(A) = 0g.

For M 2 N>0 we set

(1.3) Cd(M) :=
n� pd�1

M
, : : : , p1

M

� 2 Rd�1 : (M, p1, : : : , pd�1) 2 Cd

o
and

(1.4) C0
d(M) :=

n� pd�1

M
, : : : , p1

M

� 2 Rd�1 : (M, p1, : : : , pd�1) 2 C0
d

o
.

Finally, for x 2 R we need the following “cuts” ofDd andD0
d.

(1.5)
Dd(x) := f(r2, : : : , rd) 2 Rd�1 : (x, r2, : : : , rd) 2 Ddg,
D0

d(x) := f(r2, : : : , rd) 2 Rd�1 : (x, r2, : : : , rd) 2 D0
dg.

In Part I of this series of papers (see [2, Section 3]) we studied the relation be-
tween SRS and CNS. In particular, we proved that

(1.6)

(p0, p1, : : : , pd�1) 2 Cd (resp.C0
d)

if and only if

�
1

p0
,

pd�1

p0
, : : : , p1

p0

� 2 Dd (resp.D0
d).

In the present paper we investigate a further relationship between the setsCd and
Dd as well asC0

d andD0
d. First we show that the elements ofCd having a large fixed

first coordinatep0 give a very good approximation ofDd�1. We will even prove that
the appropriately scaled limit forp0 !1 is equal toDd�1. We will also prove that
the Lebesgue measure ofDd�1 is the limit of the frequency ofCd(M), i.e., of

(1.7)
jf(p1, : : : , pd�1) 2 Zd�1 : (M, p1, : : : , pd�1) 2 Cdgj

Md�1

for M !1.
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The setsC0
d and D0

d have a considerably more complicated structure thanCd and
Dd. However, from Figs. 1 and 2 of [2] we see that the elements ofC0

d with fixed
first coordinatep0 seem to give a very good approximation forD0

d�1. In this paper we

make this precise in showing that the appropriately scaled limit of C0
d(M) for M !1

is equal toD0
d�1. Furthermore, we prove that the Lebesgue measure ofD0

d�1 is the

limit of the frequency ofC0
d(M), i.e., of

(1.8)
jf(p1, : : : , pd�1) 2 Zd�1 : (M, p1, : : : , pd�1) 2 C0

dgj
Md�1

for M !1.
These results enable us to gain precise information about the structure ofCd as

well as C0
d by studyingDd�1 as well asD0

d�1 and vice versa. Specifically, we show
that the number of CNS polynomials of a given constant term isestimated by SRS.

The paper is organized as follows. In Section 2 we prove results on the setsD0
d

which are needed in the sequel. They contain very general facts aboutD0
d and are of

interest in their own right. In Section 3 we review differentnotions of limits of sets
which we will need. Sections 4 and 5 contain our results onDd while Sections 6 and 7
are devoted to the results onD0

d.

2. General properties of the setsD0
d

In order to prove our main results we need the following theorem which is of in-
terest also in its own right. It is well known that (p0,:::, pd�1) 2 C0

d implies thatp0 � 2
(cf. e.g. [6, Proposition 6]). Thus the first coordinate of a vector r 2 D0

d associated to
an element ofC0

d is non-negative. We show that this is true for all elements ofD0
d.

Theorem 2.1. If (r1, : : : , rd) 2 D0
d then r1 � 0.

Proof. Assume thatr := (r1, : : : , rd) 2 Dd hasr1 < 0. We will prove that in this
case there exists somez 2 Zd with

(2.1) � k
r (z) 6= 0 for all k 2 N.

This implies thatr 62 D0
d and we are done.

Let R(r ) be the matrix associated to the mapping�r (see [2, Section 4]). Its char-
acteristic polynomial is given by

�(X) := Xd + rd Xd�1 + � � � + r2X + r1.

Factorize this polynomial inR:

�(X) =
uY

i =1

(X2 � �i X � �i )
mi

vY
j =1

(X � � j )
n j



RADIX REPRESENTATIONS ANDDYNAMICAL SYSTEMS 351

where�i , �i , � j 2 R and mi , n j are positive integers with 2
P

i mi +
P

j n j = d. Since
r1 < 0 the polynomial� has at least one positive real zero. Assume w.l.o.g. that�v >
0. By the structure theorem of finitely generated modules over principal ideal do-
mains, there exists a real regular matrixS = (slm) which gives a real Jordan block
decomposition

R(r ) = S�1 diag(B1, : : : , Bu+v)S.

Here Bi (1� i � u + v) are the real Jordan blocks

Bi :=

0
BBBBBBBBBB�

�i 1�i 0 1�i 1�i 0 1
... �i 1�i 0

1
CCCCCCCCCCA

of size 2mi � 2mi for i = 1, : : : , u and

Bu+ j :=

0
BBBB�
� j 1

...
...
... 1� j

1
CCCCA

of sizen j�n j for j = 1,:::,v. Now suppose that for a giveny 2 Zd there exists ak 2 N
such that� k

r (y) = 0. Then (see [2, equation (4.2)]) there exist vectorsvi = (0,: : : , 0,ci )t

with ci 2 [0, 1) such that

y = � kX
i =1

R(r )�i vi = �S�1
kX

i =1

diag(B1, : : : , Bu+v)�i (Svi ).

Let (v)l be thel -th coordinate of a vectorv. Then it is easy to see that thed-th co-
ordinate of�Sy satisfies

(�Sy)d =
kX

i =1

��iv sddci .

Suppose thatsdd � 0. Then (�Sy)d is always non-negative. Thus if we selectz 2 Zd

with (�Sz)d < 0 then z satisfies (2.1) and we are done (note that we can selectz in
this way sinceS is regular). If sdd < 0 we can argue in a similar way. This finishes
the proof.
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Note that the same proof shows that (0,: : : , 0, r i , : : : , rd) 2 D0
d implies r i � 0.

The following corollaries follow immediately from Theorem2.1 by using the corre-
spondence results in [2, Theorems 2.1 and 3.1], respectively.

Corollary 2.2. Let � be a Pisot number with minimal polynomial Xd�a1Xd�1�� � � � ad�1X � ad. If � has property(F) then ad > 0.

Corollary 2.3. If P(X) = Xd + pd�1Xd�1 + � � �+ p1X + p0 2 Z[X] is a CNS poly-
nomial then p0 � 2.

The following statement is not used in the sequel, but seems to fit into these sur-
roundings.

Theorem 2.4. Let q, m 2 N, m> 0, q > 1, s2 Rm and

r = (s1, 0, : : : , 0| {z }
q

, : : : , sm, 0, : : : , 0| {z }
q

) 2 Rmq.

Then we have

r 2 D0
mq () s2 D0

m.

Proof. This can easily be checked from the definitions.

3. Review of several notions of convergence of sets

We first summarize three different kinds of convergence of compact sets. We start
with the topological limit of a collection (An) (n 2 N) of sets in a topological space
(cf. [9, p.25] or [10, §29]).
• A point z belongs to the (topological) lower limit Limn!1 An if every neighbor-
hood of z intersects all theAn for n sufficiently large.
• A point z belongs to the (topological) upper limit Limn!1 An if every neighbor-
hood of z intersectsAn for infinitely many values ofn.
• The setA is said to be the (topological) limit of (An), for short A = Limn!1 An,
if A = Limn!1 An = Limn!1 An.
If ( An) is compact, then LimAn is compact, too.

An analogous notion of limit can be defined also for an uncountable collection
(Ax)x2I for some intervalI � R. In particular, we have:
• A point z belongs to the (topological) lower limit Limx!x0

Ax if every neighbor-
hood of z intersects all theAx for jx � x0j sufficiently small.
• A point z belongs to the (topological) upper limit Limx!x0 Ax if every neighbor-
hood of z intersectsAxn for a sequence (xn)n�1 with lim xn = x0.
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• The setA is said to be the (topological) limit of (Ax), for short A = Limx!x0 Ax,
if A = Limx!x0

Ax = Limx!x0 Ax.
Assume thatF is metrizable and letp be its compatible metric. For the collection

of compact sets inF , the Hausdorff metric associated top is defined by

pH (A, B) := max

�
max
x2A

min
y2B

p(x, y), max
x2B

min
y2A

p(x, y)

�

for two non-empty compact setsA and B. For " 2 R�0 let

(3.1) A["] := fx 2 F : 9y 2 A, p(x, y) � "g
be the"-body of a subsetA of F . Note that the"-body of A can be written as

A["] =
[
x2A

B"(x)

where we set

B�(x) := fx0 2 F : p(x, x0) < �g.
Then one has

pH (A, B) = max

�
min

A["]�B
", min

B["]�A
"�.

We say that a sequence (An) converges toA by the Hausdorff metric if

lim
n

pH (An, A) = 0

and write An
H�! A. It is easily seen from the definition that ifAn

H�! A then Limn An =
A. However the converse is not true. For instance, consider the caseF = R, p(x, y) =

jx� yj and An = f0, ng: Then Limn An = f0g, but An
H¹ f0g. If there exists a compact

set K in F such thatAn � K for all n, then LimAn = A implies thatAn
H�! A (cf. [9,

p.26]).
The third kind of convergence is defined when (F , p) is equipped with a mea-

sure. Let� be an outer measure ofF . Assume that� is a metric outer measure,
i.e., �(A [ B) = �(A) + �(B) holds for any two subsetsA and B with p(A, B) =
infx2A,y2B p(x, y) > 0. Then� gives rise to a Borel measure which is written by the
same symbol�.
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We say that a sequence (An) of sets converges to a setA by the measure� if

lim
n
�(An 4 A) = 0

where

A4 B = (A n B) [ (B n A)

is the symmetric difference ofA and B. We denote this convergence byAn
��! A. If

An
H�! A, then for any positive" we have

An 4 A � (An["] n An) [ (A["] n A).

As A["] is measurable andA["] n A is decreasing as"! 0, we have

lim"!0
�(A["] n A) = �(A[0] n A) = 0.

ThereforeAn
H�! A implies An

��! A. Let us summarize these results.

Proposition 3.1. Let (F , p) be a metric space and(An) be a sequence of com-

pact subsets of F. Then An
H�! A impliesLimn An = A. If there exists a compact set

K � F such that An � K for all n, then Limn An = A implies An
H�! A. Assume that

� is a metric outer measure on F. Then An
H�! A implies An

��! A.

The convergence in the Hausdorff metric as well as the convergence with respect
to a measure can be defined also for uncountable classes (Ax) of sets in an obvi-
ous way.

Let us come back to the Euclidean space. We denote byk � k2 (resp.k � k1) the
Euclidean norm (resp.L1 norm) and define the metric byp(x, y) = kx� yk2. Define,
for a non-negative real number",
(3.2) A[�"] := fx 2 A: p(x, �A) � "g.

4. Convergence properties of the setDd

The main result of this section is Theorem 4.11 where we provethat the sets
Cd(M) defined in (1.3) yield a good approximation to the closure ofDd�1 for M !1.
In view of (1.2) we use a characterization of the setsEd given by Schur [12]. There-
fore we need certain determinants which we define now.

For � 2 R, � 2 f0, : : : , d � 1g and r = (r1, : : : , rd) 2 Rd we denote byÆ�(r , �)
the determinant of the�-th Schur-Cohn matrix of the monic polynomialXd + rd Xd�1 +
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� � � + r2X + r1 2 R[X] whose roots are bounded by� (cf. [12]), i.e.,

Æ�(r , �) = det

0
BBBBBBBBBBBBB�

�d 0 : : : 0 r1 �r2 : : : ��r�+1�d�1rd �d : : : 0 0 r1 : : : ���1r�
...

. ..
...

. ..
...�d��rd��+1 �d��+1rd��+2 � � � �d 0 0 � � � r1

r1 0 : : : 0 �d �d�1rd : : : �d��rd��+1�r2 r1 : : : 0 0 �d : : : �d��+1rd��+2
...

. ..
...

. ..
...��r�+1 ���1r� � � � r1 0 0 � � � �d

1
CCCCCCCCCCCCCA

.

To distinguish values and variables, we introduce indeterminants R1, : : : , Rd.

Lemma 4.1. For each� 2 f0, : : : , d � 1g and � 2 (0, 1]

R1 ∤ Æ�((R1, : : : , Rd), �)

holds.

Proof. We prove this assertion by induction on�. Clearly, the assertion holds for� = 0 because

Æ0((R1, : : : , Rd), �) = det

� �d R1

R1 �d

�
= �2d � R2

1.

Now assume thatR1 ∤ Æ�((R1, : : : , Rk), �), i.e., Æ�((0, R2, : : : , Rk), �) 6= 0 holds for all
0� � � k < d � 1. ConsiderÆ�+1((0, R2, : : : , Rd), �). By the construction ofÆ�(r , �)
the (� + 1)-st and the (� + 2)-nd column contain only zeros up to one single�d in
the (� + 1)-st and the (� + 2)-nd row, respectively. Applying the Laplace expansion of
determinants,

Æ�+1((0, R2, : : : , Rd), �) = �2dÆ�((R2, : : : , Rd), �).

As the polynomial on the right hand side is nonzero by the induction hypothesis we get

Æ�+1((0, R2, : : : , Rd), �) 6= 0, i.e., R1 ∤ Æ�+1((R1, R2, : : : , Rd), �)

and we are done.

An algebraic set inRd is the locus of real roots of non-zero polynomials of
R[R1, : : : , Rd]. It is obvious from Fubini’s theorem that thed-dimensional Lebesgue
measure of an algebraic set is zero. In what follows we need the projection

proj : Rd ! Rd�1,

(r1, : : : , rd) 7! (r2, : : : , rd),
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and for x 2 R and f 2 R[R1, : : : , Rd] we set

(4.1) A f (x) := f(x, r2, : : : , rd) 2 Rd : f (x, r2, : : : , rd) > 0g.
Lemma 4.2. Let d� 2 and f 2 R[R1, : : : , Rd] such that

R1 ∤ f (R1, : : : , Rd).

Then for any compact set W inRd�1,

lim
x!0

�d�1((proj(A f (x))4 proj(A f (0)))\ W) = 0.

REMARK 4.3. The lemma obviously remains true if we replace “>” in the def-
inition of A f (x) by “�”, “<” or “�”.

Proof. By the assumption, there existg 2 R[R1, : : : , Rd] and 0 6= h 2 R[R2, : : : , Rd]
such that f = R1g + h. Since

proj(A f (x)) n proj(A f (0))

= f(r2, : : : , rd) : f (x, r2, : : : , rd) > 0 and f (0, r2: : : , rd) � 0g
= f(r2, : : : , rd) : �xg(x, r2, : : : , rd) < h(r2, : : : , rd) � 0g

and

(4.2)

proj(A f (0)) n proj(A f (x))

= f(r2, : : : , rd) : f (0, r2, : : : , rd) > 0 and f (x, r2: : : , rd) � 0g
= f(r2, : : : , rd) : 0< h(r2, : : : , rd) � �xg(x, r2, : : : , rd)g

we get

(proj(A f (0))4 proj(A f (x))) \ W

� f(r2, : : : , rd) 2 W : jh(r2, : : : , rd)j � jxg(x, r2, : : : , rd)jg.
As W is compact,jxg(x, r2, : : : , rd)j ! 0 uniformly asx ! 0. Noting

f(r2, : : : , rd) 2 W : jh(r2, : : : , rd)j� "g
is measurable and decreasing as"! 0, we have

lim"!0
�d�1(f(r2, : : : , rd) 2 W : jh(r2, : : : , rd)j � "g)

= �d�1(f(r2, : : : , rd) 2 W : h(r2, : : : , rd) = 0g).
The last measure is 0 sincef(r2, : : : , rd): h(r2, : : : , rd) = 0g is an algebraic set defined
by 0 6= h 2 R[R2, : : : , Rd].
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Lemma 4.4. Let I � R be an interval, x0 2 I and fMi (x) � Rd : x 2 I , i =
1, : : : , mg be a family of Lebesgue measurable sets with�d(Mi (x)) finite (x 2 I , i =
1, : : : , m). Furthermore, assume that

lim
x!x0

�d(Mi (x)4 Mi (x0)) = 0 (i = 1, : : : , m).

Then the following assertions hold.
(i) lim x!x0 �d

�Tm
i =1 Mi (x)4Tm

i =1 Mi (x0)
�

= 0,

(ii) lim x!x0 �d
�Sm

i =1 Mi (x)4Sm
i =1 Mi (x0)

�
= 0,

(iii) lim x!x0 �d((M1(x) n M2(x))4 (M1(x0) n M2(x0))) = 0.

Proof. We clearly may assumem = 2. Moreover, we only prove the first asser-
tion. The other ones follow similarly. Let" 2 R>0. By our assumptions we can find
someÆ 2 R>0 with

�d(M1(x)4 M1(x0)) < "
2

and �d(M2(x)4 M2(x0)) < "
2

for all x, x0 2 I with jx � x0j < Æ. Therefore using

(M1(x) \ M2(x))4 (M1(x0) \ M2(x0)) � (M1(x)4 M1(x0)) [ (M2(x)1M2(x0))
we find

�d((M1(x) \ M2(x))4 (M1(x0) \ M2(x0)))
� �d((M1(x)4 M1(x0)) [ (M2(x)1M2(x0)))
� �d(M1(x)4 M1(x0)) + �d(M2(x)1M2(x0))
< "

2
+
"
2

= ".
Lemma 4.5. Let d� 2 and f 2 R[R1, : : : , Rd] such that

R1 ∤ f (R1, : : : , Rd).

Then for any compact set W inRd�1,

Lim
x!0

proj(A f (x)) \ W = proj(A f (0))\ W.

Proof. We prove two opposite inclusions.
• proj(A f (0))\ W � Limx!0 proj(A f (x)) \ W.

Suppose thaty = (s2, : : : , sd) 2 proj(A f (0))\ W. Then, using the notation of the
proof of Lemma 4.2 we haveh(y) = c> 0 for some fixed constantc. This implies that
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there exists anx0 > 0 such that�xg(x,s2,:::,sd)< c holds for jxj< x0. Equation (4.2)
now implies thaty 2 proj(A f (x)) \ W holds for all thesex and then clearly

proj(A f (0))\ W � Lim
x!0

proj(A f (x)) \ W.

• proj(A f (0))\ W � Limx!0 proj(A f (x)) \ W.

Suppose thaty 2 Limx!0 proj(A f (x)) \ W. Then for each neighborhoodU of y
there is (xn) with xn ! 0 and proj(A f (xn)) \U 6= ;. We have to prove that

y 2 f(r2, : : : , rd) : f (0, r2, : : : , rd) � 0g.
Suppose at the contrary that

y 2 f(r2, : : : , rd) : f (0, r2, : : : , rd) < 0g.
By the continuity of f this implies that

y 2 f(r2, : : : , rd) : f (x, r2, : : : , rd) < 0g
also holds forx small enough. Thus there is a neighborhoodU0 of y such that

U0 � f(r2, : : : , rd) : f (x, r2, : : : , rd) < 0g
for all x that are small enough. This is a contradiction because it implies that

proj(A f (xn)) \U0 = ;
for n large enough.

REMARK 4.6. Let Bi (x) (i 2 f1, : : : , ng) be finite unions of finite intersections
of A f (x) for some finite family of f ’s. Then

Lim
[

i

Bi (x) =
[

i

Lim Bi (x),

Lim
\

i

Bi (x) =
\

i

Lim Bi (x).

The first assertion follows from a general property of Lim (see [10, §29, VI]). The
second assertion can be proved by slightly modifying the proof of Lemma 4.5 (instead
of a set

f(r2, : : : , rd) : f (0, r2, : : : , rd) < 0g
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restricted by one strict inequality we get unions of sets restricted by several strict in-
equalities).

Note that in the previous lemma as well as in this remark we need strict inequal-
ities in the definition ofA f (x). Otherwise the results do not hold.

In the following we denote by�(r ) the maximum of the absolute values of the
roots of the polynomialXd + rd Xd�1 + � � � + r1 2 R[X] for r 2 Rd, and for x, " 2 R
we let

(4.3)
Dd," := fr 2 Dd : �(r ) < 1� "g, Dd,"(x) := Dd," \ W(x),

D0
d," := fr 2 D0

d : �(r ) < 1� "g, D0
d,"(x) := D0

d," \ W(x),

where we fixed some positiveM 2 R with

(4.4) Ed � [�M, M]d

and let

(4.5) W(x) = fxg � [�M, M]d�1.

Note that by [2, Section 4] we have for" 2 (0, 1)

(4.6)

Dd," = fr 2 Rd : �(r ) < 1� "g
=

d�1\
�=0

fr 2 Rd : Æ�(r , 1� ") > 0g.
Lemma 4.7. The following two assertions hold.

(i) For all Æ 2 (0, 1) there is a" 2 R>0 such that

�d(Dd nDd,") < Æ.
(ii) We have

lim"!0
�d(D0

d,") = �d(D0
d).

Proof. (i) Observe that for"1, "2 2 [0, 1) with "1 � "2 we have

fr 2 Rd : Æ�(r , 1� "1) > 0g � fr 2 Rd : Æ�(r , 1� "2) > 0g
and use the fact that�Ed is a union of algebraic sets and therefore�d(�Ed) = 0.

(ii) Because of

�d(D0
d,") � �d(D0

d) � �d(D0
d," [ (Dd nDd,")) � �d(D0

d,") + �d(Dd nDd,")
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the assertion follows from (i).

Lemma 4.8. Let " � 0 be arbitrary. Then

lim
x!0

�d�1(proj(Dd,"(x))4Dd�1," ) = 0.

Proof. Using the notation defined in (4.1) let

D�(x) := AÆ� ((R1,:::,Rd),1�")(x) \ [�M, M]d (� = 0, : : : , d � 1).

Then in view of (4.3) we have

(4.7) Dd,"(x) =
d�1\
�=0

D�(x).

From Lemma 4.1 we know thatR1 ∤ Æ�((R1, : : : , Rd), 1 � "). Thus we may apply
Lemma 4.2 to conclude that

(4.8) lim
x!0

�d�1(proj(D�(x))4 proj(D�(0))) = 0.

Now we combine (4.7) and (4.8) to derive from Lemma 4.4 (i) that

lim
x!0

�d�1(proj(Dd,"(x))4 proj(Dd,"(0))) = 0.

Since proj(Dd,"(0)) = Dd�1," the lemma is proved.

Theorem 4.9. For each d� 2 we have

lim
x!0

�d�1(Dd(x)4Dd�1) = 0.

Proof. This is an easy consequence of Lemmas 4.7 and 4.8 since" can be chosen
arbitrarily small.

Theorem 4.10. Let Dd(x) and Dd be defined as inSection 1.Then

Lim
x!0

Dd(x) = Dd�1.

Proof. Using the notation defined in (4.1) let

D�(x) := AÆ� ((R1,:::,Rd),1)(x) \ [�M, M]d (� = 0, : : : , d � 1).
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Then we have

int(Dd(x)) =
d�1\
�=0

D�(x).

From Lemma 4.1 we know thatR1 ∤ Æ�((R1, : : : , Rd), 1 � "). Thus we may apply
Lemma 4.5 and Remark 4.6 to obtain the result.

Theorem 4.11. Let Cd(M) and Dd�1 be given as in(1.3) and (1.1), respective-
ly. Then

Lim
M!1 Cd(M) = Dd�1

holds for all d� 2.

Proof. We first show thatDd�1 � LimM!1 Cd(M). Since Dd�1 is the closure
of its interior2 and LimM!1 Cd(M) is closed it suffices to show that int(Dd�1) �
LimM!1 Cd(M).

Let

(4.9) y := (r2, : : : , rd) 2 int(Dd�1).

We have to show that each neighborhood ofy intersects all but finitely many of the
setsCd(M). Choose an arbitrary neighborhoodU of y. Using [2, Lemmas 4.1 and 4.3]
we see that (4.9) implies that the polynomial

Xd�1 + rd Xd�2 + � � � + r2

is contractive. Since the roots of a polynomial vary continuously with respect to its
coefficients, there exists a positive constant" with the following properties:
• The polynomial

(4.10) Xd + td Xd�1 + � � � + t2X + t1

is contractive ifjti � r i j < " (i = 2, : : : , d) and jt1j < ".
• B"(y) � U \ int(Dd�1).
Thus for eachM > 1=" we can chooseti of the form

t1 = t1(M) =
1

M
and ti = ti (M) =

p(M)
i

M
(i = 2, : : : , d)

2This is an easy consequence of the following fact: Suppose that p(x) is a polynomial all of whose
roots are contained in the closed unit circle. Then by arbitrarily small modifications of its coefficients
we can obtain a polynomial all of whose roots are contained inthe open unit circle.
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with integersp(M)
i . By the choice of", yM := (t1(M),:::, td(M)) 2U for eachM > 1=".

On the other hand, since the polynomial (4.10) associated toyM is contractive, [2,
Lemma 4.2 (1)] implies thatyM 2 Dd for M > 1=". Now (1.3) and (1.6) imply that
yM 2 Cd(M) for M > 1=". Thus U intersects all but finitely many of the setsCd(M).
SinceU was arbitrary this proves int(Dd�1) � LimM!1 Cd(M).

It remains to establish the inclusionDd�1 � LimM!1 Cd(M). We argue in a sim-
ilar way as in the proof of [2, Theorem 3.1] and obtain

Cd(M) =
n� pd�1

M
, : : : , p1

M

�
: (M, p1, : : : , pd�1) 2 Cd

o
=

�� pd�1

M
, : : : , p1

M

�
:

�
1

M
,

pd�1

M
, : : : , p1

M

� 2 Dd

�

� �
(r2, : : : , rd) :

�
1

M
, r2, : : : , rd

� 2 Dd

�
= Dd

�
1

M

�
.

Thus, using Theorem 4.10 we gain

Lim
M!1 Cd(M) � Lim

M!1Dd

�
1

M

�
= Dd�1

and we are done.

5. Relations betweenDd�1 and Cd

In the next theorem we prove that the (d � 1)-dimensional Lebesgue measure of
Dd�1 is the limit of the quotient (1.7) forM !1. Note that the Lebesgue measura-
bility of Dd is proved in [2, Theorem 4.10].

We need the following notations. Let

(5.1) W(x, s) :=
n
x0 2 Rd�1 : kx0 � xk1 � s

2

o
(x 2 Rd�1, s 2 R)

and

Wd(M) :=
[

x2Cd(M)

W(x, M�1).

Theorem 5.1. Let d� 2, M a positive integer and set

N(d, M) := jf(p1, : : : , pd�1) 2 Zd�1 : (M, p1, : : : , pd�1) 2 Cdgj.
Then

lim
M!1 N(d, M)

Md�1
= �d�1(Dd�1).
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Proof. We obviously have

(5.2)
N(d, M)

Md�1
= �d�1(Wd(M)).

We will compare the latter with the Lebesgue measure ofDd�1.
We first claim

(5.3) Dd�1 nWd(M) � Dd�1 n
�

(Dd(M�1))

��
p

d

M

��
.

To prove the claim we will show

(Dd(M�1))

��
p

d

M

� �Wd(M).

By the definition of the normk � k1, if y 2 Dd(M�1)[�pd=M] then

(5.4) W(y, M�1) � Dd(M�1).

Thus we can choosep1, : : : , pd�1 2 Z with

z =
� pd�1

M
, : : : , p1

M

� 2 W(y, M�1).

Now (1.6) and (5.4) imply thatz 2 Cd(M) \ W(y, M�1). Thus y 2 W(z, M�1) for a
z 2 Cd(M) which yieldsy 2Wd(M) and the claim is proved.

On the other handCd(M) � Dd(M�1) implies

Wd(M) � (Dd(M�1))

�
1

M

�

which yields

(5.5) Wd(M) nDd�1 � (Dd(M�1))

�
1

M

� nDd�1.

Now (5.3) and (5.5) yield that

Wd(M)4Dd�1 �
�
Dd�1 n

�
(Dd(M�1))

��
p

d

M

��� [ �(Dd(M�1))

�
1

M

� nDd�1

�

� (Dd�1 4Dd(M�1)) [ �(�Dd(M�1))

�p
d

M

��
.
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Note that the second inclusion is an immediate consequence of the definitions (3.1)
and (3.2), respectively. From this chain of inclusions we gain

Z ��1Wd(M) � 1
Dd�1

�� d�d�1 =
Z

1
Wd(M)4Dd�1

d�d�1

� Z 1
Dd�14Dd(M�1) d�d�1 +

Z
1(�Dd(M�1))[

p
d=M] d�d�1.

Now we let M !1. Then Z
1
Dd�14Dd(M�1)d�d�1 ! 0

by Theorem 4.9. Furthermore,

Z
1(�Dd(M�1))[

p
d=M] d�d�1 ! 0

since�Dd�1(M�1) is defined by finitely many polynomial equations. Thus

Z ��1Wd(M) � 1Dd�1

�� d�d�1 ! 0

and the theorem is proved.

It is worth mentioning the following result which we get as a byproduct of the
proof of Theorem 5.1.

Corollary 5.2. For d � 2 we have

�d�1(Wd(M)4Dd�1) ! 0

for M !1.

6. Convergence properties of the setD0
d

The aim of this section is to describe the convergence of the sets D0
d(x) defined

in (1.5) to Dd�1 for x ! 0. To this matter we need a description of the relation be-
tweenDd and D0

d where we adopt the following notations and results from [2].Let
r 2 Rd and leta = (a1, : : : , ad) be a non zero periodic point of period lengthL for �r ,
i.e., a = � L

r (a). Suppose this period runs through the points

� j
r (a) = (a1+ j , : : : , ad+ j ) (0� j � L � 1),
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wherea1+L = a1, : : : , ad+L = ad (note that the structure of the entries follows from the
definition of �r ). Then we will say that

a1, : : : , ad, ad+1, : : : , aL

is a period of�r . If a period occurs for some�r with r 2 Rd, we will call it for short
a period ofDd.

By the definition of�r the set of allr = (r1, : : : , rd) 2 Rd which admit a given
period� is given by the simultaneous inequalities

(6.1) 0� r1a1+ j + � � � + rdad+ j + ad+ j +1 < 1 (0� j � L � 1).

As each inequality gives an upper/lower half of hyperplanesin Rd, it is easy to see
that (6.1) defines a (possibly degenerated) convex polyhedron. We call this polyhedron
a cutout polyhedronand denote it byP(�) (cf. [2, Section 4]).

Since r 2 D0
d if and only if �r has 0 as its only period we conclude that

D0
d = Dd n[� 6= 0

P(�),

where the union is extended over all non-zero periods� of Dd. We call the family
of (non-empty) polyhedra corresponding to this choice thefamily of cutout polyhedra
of D0

d.
Let now " 2 (0, 1). We know from [2, Section 7] that there is a finite family

P := fP0, : : : , PLg of cutout polyhedra such that

D0
d," = Dd," n L[

l=0

Pl ,

because critical points ofDd can only occur on the boundary ofDd (cf. [2, Lemma 7.2]).
Because of (6.1) for everyl 2 f0,: : : , Lg we can find pairwise disjoint finite setsI l , Jl � N
and linear polynomialsfl ,i 2 R[R1, : : : , Rd] with

(6.2) Pl =
\
i2I l

fr 2 [�M, M]d : fl ,i (r ) > 0g \\
i2Jl

fr 2 [�M, M]d : fl ,i (r ) � 0g.
Here we chooseM in a way that (4.4) is satisfied. We will subdivide the setP of
cutout polyhedra into three parts. Indeed, set

P1 := fPl 2 P : R1 ∤ fl ,i (R1, : : : , Rd) holds for all i 2 I l [ Jl g,
P2 := fPl 2 P : R1 j fl ,i (R1, : : : , Rd) holds for at least onei 2 I l g,
P3 := fPl 2 P : R1 j fl ,i (R1, : : : , Rd) holds for at least onei 2 Jl g.



366 S. AKIYAMA , H. BRUNOTTE, A. PETHŐ AND J.M. THUSWALDNER

In what follows we will use the notationPl (x) := Pl \ W(x) (see (4.5) for the
definition of W(x)). We first treat the cutout polyhedra contained in the subfamily P1.

Lemma 6.1. For each Pl 2 P1 we have

lim
x!0

�d�1(proj(Pl (x))4 proj(Pl (0))) = 0.

Proof. Setting

Al ,i (x) := fr 2 [�M, M]d : fl ,i (r ) > 0g \ W(x) (i 2 I l )

and

Bl ,i (x) := fr 2 [�M, M]d : fl ,i (r ) � 0g \ W(x) (i 2 Jl )

we see from (6.2) that

Pl (x) =
\
i2I l

Al ,i (x) \\
i2Jl

Bl ,i (x).

BecausePl (x) 2 P1 the (linear) polynomialsfl ,i satisfy the conditions of Lemma 4.2,
this lemma together with Remark 4.3 yields

lim
x!0

�d�1(proj(Al ,i (x))4 proj(Al ,i (0))) = 0

and

lim
x!0

�d�1(proj(Bl ,i (x))4 proj(Bl ,i (0))) = 0.

The result now follows from Lemma 4.4 (i).

In order to treat the cutout polyhedra contained inP2 we need the following aux-
iliary result.

Lemma 6.2. Let d � 2 and r = (r1, : : : , rd) 2 P(�) be an element of a cutout
polyhedron given by a period� of the form

� � � a0a1 0 � � � 0| {z }
d�1

1 � � � .
If r 1 > 0 then r2 � �(a0=a1)r1, and if r1 < 0 then r2 � �(a0=a1)r1.
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Proof. By the definition we have the inequalities

0� a1r1 + 1< 1,(6.3)

0� a0r1 + a1r2 < 1.(6.4)

Clearly, r1 > 0 implies a1 < 0 by (6.3) and thenr2 � �(a0=a1)r1 by (6.4). The second
assertion is derived analogously.

For the elements ofP2 we can show the following assertion.

Lemma 6.3. For all " > 0 we have

lim
x!0

�d�1

0
�
0
�proj

0
�Dd,"(x) n [

Pl2P2

Pl

1
A [ proj

0
�Dd,"(�x) n [

Pl2P2

Pl

1
A
1
A4Dd,"(0)

1
A = 0.

Proof. If Pl 2 P2 then for somei 2 I l we haveR1 j fl ,i (R1, : : : , Rd). Because
fl ,i is a linear polynomial this implies that there exists a constant cl ,i 2 R n f0g such
that fl ,i (R1, : : : , Rd) = cl ,i R1. This implies that

Pl � f(r1, : : : , rd) : cl ,i r1 > 0g
which means that either

Pl � f(r1, : : : , rd) : r1 > 0g
or

Pl � f(r1, : : : , rd) : r1 < 0g.
Applying Lemma 6.2 we even get that there existsb 2 R such that either

Pl � f(r1, : : : , rd) : r1 > 0 andr2 � br1g
or

Pl � f(r1, : : : , rd) : r1 < 0 andr2 � br1g.
Thus

Dd,"(x) n [
Pl2P2

Pl � Dd,"(x) \ f(x, r2, : : : , rd) : r2 < bxg (x > 0),

Dd,"(x) n [
Pl2P2

Pl � Dd,"(x) \ f(x, r2, : : : , rd) : r2 > bxg (x < 0).
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Combining these two inclusions we obtain that

Dd,"(x) \ f(x, r2, : : : , rd) : jr2j > bjxjg
�
0
�Dd,"(x) n [

Pl2P2

Pl

1
A [

0
�Dd,"(�x) n [

Pl2P2

Pl

1
A � Dd,"(x)

holds for all x. Taking projections and lettingx tend to zero yield the result.

Lemma 6.4. P3 = ;.

Proof. If Pl 2 P3 then Pl contains an inequality

fl ,i (r1, : : : , rd) = cr1 � 0

for somei 2 Jl . To get such an inequality the cycle� which generatesPl must contain
d consecutive zeros. Thus� is the trivial cycle, a contradiction.

We are now in a position to prove the following theorem.

Theorem 6.5. For each d� 2 we have

lim
x!0

�d�1(D0
d(x)4D0

d�1) = 0.

Proof. Let " > 0 be arbitrary but fixed. Then forx > 0 Theorem 2.1 and Lem-
ma 6.4 yield

D0
d,"(x) = D0

d,"(x) [D0
d,"(�x) (sinceD0

d,"(�x) = ;)

= (Dd,"(x) [Dd,"(�x)) n [
Pl2P Pl

= (Dd,"(x) [Dd,"(�x)) n [
Pl2P1[P2

Pl

=

0
�(Dd,"(x) [Dd,"(�x)) n [

Pl2P1

Pl

1
A \

0
�(Dd,"(x) [Dd,"(�x)) n [

Pl2P2

Pl

1
A

=
\
i =1,2

0
�
0
�Dd,"(x) n [

Pl2Pi

Pl

1
A [

0
�Dd,"(�x) n [

Pl2Pi

Pl

1
A
1
A.
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Taking projections this yields

(6.5)

proj(D0
d,"(x))

=
\
i =1,2

0
�
0
�proj(Dd,"(x)) n [

Pl2Pi

proj(Pl )

1
A [

0
�proj(Dd,"(�x)) n [

Pl2Pi

proj(Pl )

1
A
1
A.

Lemmas 4.8 and 6.1 imply together with Lemma 4.4 (ii) and (iii) that
(6.6)

lim
x!0

�d�1

0
�
0
�proj(Dd,"(x)) n [

Pl2P1

proj(Pl )

1
A4

0
�proj(Dd,"(0)) n [

Pl2P1

proj(Pl )

1
A
1
A = 0.

Here x may approach zero from the left or from the right. For the second part of (6.5)
we apply Lemma 6.3 to see that
(6.7)

lim
x!0

�d�1

0
�
0
�proj

0
�Dd,"(x) n [

Pl2P2

Pl

1
A [ proj

0
�Dd,"(�x) n [

Pl2P2

Pl

1
A
1
A4Dd,"(0)

1
A = 0.

Using Lemma 4.4 (i) and (ii) we can collect (6.6) and (6.7) to derive

lim
x!0

�d�1(D0
d,"(x)4D0

d�1,") = lim
x!0

�d�1(D0
d,"(x)4D0

d,"(0))

= lim
x!0

�d�1

0
�D0

d,"(x)4
0
�Dd,"(0) n [

Pl2P1

Pl

1
A
1
A

= 0.

Because" can be chosen arbitrarily small the result follows from Lemma 4.7.

7. Relations betweenD0
d�1 and C0

d

In the next theorem we prove that the (d � 1)-dimensional Lebesgue measure of
D0

d�1 is the limit of the quotient in (1.8) forM !1. Note that the Lebesgue mea-

surability of D0
d is proved in [2, Theorem 4.10].

Theorem 7.1. Let d� 2 and M be a positive integer and set

N0(d, M) := jf(p1, : : : , pd�1) 2 Zd�1 : (M, p1, : : : , pd�1) 2 C0
dgj.

Then

lim
M!1 N0(d, M)

Md�1
= �d�1(D0

d�1).
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Proof. We will use the following notation. LetW(x, s) be defined as in (5.1).
Now set for" 2 [0, 1)

C0
d,"(M) :=

n� pd�1

M
, : : : , p1

M

� 2 Rd�1 : (M, p1, : : : , pd�1) 2 C0
d,

��� pd�1

M
, : : : , p1

M

�� < 1� "o
and

W0
d,"(M) :=

[
x2C0

d,"(M)

W(x, M�1).

Furthermore, let

N0,"(d, M) := jf(p1, : : : , pd�1) 2 Zd�1 : (M, p1, : : : , pd�1) 2 C0
d,"gj.

Then obviously

(7.1)
N0,"(d, M)

Md�1
= �d�1(W0

d,"(M)).

We will compare the latter with the Lebesgue measure ofD0
d�1,".

We first claim

(7.2) D0
d�1," nW0

d,"(M) � D0
d�1," n

�
(D0

d,"(M�1))

��
p

d

M

��
.

To prove the claim we will show

(D0
d,"(M�1))

��
p

d

M

� �W0
d,"(M).

By the definition of the normk � k1, if y 2 D0
d,"(M�1)[�pd=M] then

(7.3) W(y, M�1) � D0
d,"(M�1).

Thus we can choosep1, : : : , pd�1 2 Z with

z =
� pd�1

M
, : : : , p1

M

� 2 W(y, M�1).

Now (1.6) and (7.3) imply thatz 2 C0
d,"(M) \ W(y, M�1). Thus y 2 W(z, M�1) for a

z 2 C0
d,"(M) which yieldsy 2W0

d,"(M) and the claim is proved.

On the other handC0
d,"(M) � D0

d,"(M�1) implies

W0
d,"(M) � (D0

d,"(M�1))

�
1

M

�
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which yields

(7.4) W0
d,"(M) nD0

d�1," � (D0
d,"(M�1))

�
1

M

� nD0
d�1,".

Now (7.2) and (7.4) yield that

W0
d,"(M)4D0

d�1,"
� �

D0
d�1," n

��
D0

d,"(M�1)

���
p

d

M

��� [ �(D0
d,"(M�1))

�
1

M

� nD0
d�1,"

�

� �
D0

d�1," 4D0
d,"(M�1)

� [ �(�D0
d,"(M�1))

�p
d

M

��
.

Note that the second inclusion is an immediate consequence of the definitions (3.1)
and (3.2), respectively. From this chain of inclusions we gain

Z ���1W0
d,"(M) � 1

D0
d�1,"

��� d�d�1 =
Z

1
W0

d,"(M)4D0
d�1," d�d�1

� Z 1
D0

d�1,"4D0
d,"(M�1)

�d�1 +
Z

1(�D0
d,"(M�1))[

p
d=M] d�d�1.

Now we let M !1. Then Z
1
D0

d�1,"4D0
d,"(M�1)

�d�1 ! 0

by Theorem 6.5. Furthermore,

Z
1(�D0

d,"(M�1))[
p

d=M] d�d�1 ! 0

since�D0
d�1,"(M�1) is defined by finitely many polynomial equations. Thus

Z ���1W0
d,"(M) � 1

D0
d�1,"

��� d�d�1 ! 0

and the theorem is proved by letting"! 0 and observing Lemma 4.7. (Note that for
fixed " the setD0

d�1nD0
d�1," is bounded by finitely many polynomial equations. So for

M large enough the number of lattice points (p1=M, : : : , pd�1=M) with p1, : : : , pd�1 2 Z
contained in it is essentiallyMd�1�(D0

d�1 nD0
d�1,")).

We now give the following result which we get as a byproduct ofthe proof of
Theorem 7.1.
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Fig. 1. The behavior ofN0(3, M)=M2 for 2� M � 464.

Corollary 7.2. Letting C0
d(M) as in (1.4) and setting

W0
d(M) :=

[
x2C0

d(M)

W(x, M�1)

we have for d� 2

�d�1
�
W0

d(M)4D0
d�1

�! 0

for M !1.

This shows that the set of CNS polynomials

dX
i =0

pi X
i 2 Z[X]

with large but fixed constant termp0 forms a good approximation for the (d � 1)-
dimensional SRS regionD0

d�1.

REMARK 7.3. Fig. 13 displaysN0(3, M)=M2 for 2� M � 464. It seems that the
quotient stabilizes after the first few values at about 1.766. Using known results on the
number of cubic CNS polynomials it can easily be seen that forM � 9 we have

1

9
(13M2 � 21M + 51)< N0(3, M) < 2M2 � M � 2.

As these bounds are quite weak we omit the proof here.

3We thank Andrea Huszti for preparing Fig. 1.
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8. Open questions

We have shown convergence results with respect to Lebesgue measure in Theo-
rems 4.9 and 6.5. Can we have stronger convergence in the sense of Proposition 3.1?

OPEN QUESTION 1. Is it true that Limx!0 D
0
d(x) = D0

d�1?

By Theorem 7.1, the number of CNS polynomials of a given constant term is es-
timated by SRS.

OPEN QUESTION 2. Can we estimate the number of Pisot polynomials of a given
trace having property (F) by SRS?

This question will be explored in a forthcoming paper.
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resentations and dynamical systemsI, Acta Math. Hungar.108 (2005), 207–238.

[3] S. Akiyama, H. Brunotte, A. Peth̋o and J.M. Thuswaldner:Generalized radix representations
and dynamical systemsII, Acta Arith. 121 (2006), 21–61.

[4] S. Akiyama and K. Scheicher:From number systems to shift radix systems, Nihonkai Math. J.
16 (2005), 95–106.

[5] C. Frougny and B. Solomyak:Finite beta-expansions, Ergodic Theory Dynam. Systems12
(1992), 713–723.

[6] W.J. Gilbert: Radix representations of quadratic fields, J. Math. Anal. Appl. 83 (1981),
264–274.

[7] S. Ito and Y. Takahashi:Markov subshifts and realization of�-expansions, J. Math. Soc. Japan
26 (1974), 33–55.

[8] I. Kátai and B. Kovács:Canonical number systems in imaginary quadratic fields, Acta Math.
Acad. Sci. Hungar.37 (1981), 159–164.

[9] A.S. Kechris: Classical Descriptive Set Theory, Graduate Texts in Mathematics156, Springer,
New York, 1995.

[10] K. Kuratowski: Topology, Vol. I, Academic Press, New York, 1966.
[11] W. Parry: On the�-expansions of real numbers, Acta Math. Acad. Sci. Hungar.11 (1960),

401–416.
[12] I. Schur: Über Potenzreihen, die im Inneren des Einheitskreises beschränkt sindII, J. reine

angew. Math.148(1918), 122–145. Reprinted in Schur’s collected papers: I.Schur: Gesammelte
Abhandlungen. Band I–III (German), Herausgegeben von Alfred Brauer und Hans Rohrbach,
Springer-Verlag, Berlin-New York, 1973.



374 S. AKIYAMA , H. BRUNOTTE, A. PETHŐ AND J.M. THUSWALDNER
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