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Abstract of Thesis

The k-means clustering is one of the most popular clustering methods, whereas it cannot perform well or
even be inapplicable for data with non-linear clusters structure or with missing values, which is common
in practice especially when the dimension of data is high. Existing methods like kernel k-means and -
POD clustering have been proposed for such complex cases. However, both of them are ineffective for
high-dimensional data, due to the existence of noise features that have no contribution to the underlying
clustering structure. Therefore, the purpose of this thesis is to make the k-means-based clustering
effective for high-dimensional data with non-linear cluster structure and missing values.

The first contribution is to propose the sparse kernel k-means clustering for high-dimensional data with
non-linear cluster structure. It assigns each feature a binary indicator and conducts the kernel k-means
clustering while penalizing the sum of the indicators. The proposed method extends the advantages of
kernel k-means clustering that can capture the non-linear cluster structure to the high-dimensional cases.
An alternative minimization algorithm is proposed to estimate both the cluster labels and the feature
indicators. We also prove the consistency of both clustering and feature selection of the proposed
method.

The second contribution is to propose the regularized k-POD clustering for high-dimensional missing
data. It introduces a regularization function of cluster centers to k-POD clustering, which shrinks cluster
centers feature-wisely. The proposed method can reduce the bias of estimated cluster centers and
improve clustering performance, for the high-dimensional missing data, where noise features that have
no contribution to cluster structure are common. In addition, we propose a general framework of
optimization based on the majorization-minimization algorithm, which has convergence guarantee.

The experiments on synthetic datasets and applications on real-world datasets verify the effectiveness
and show better performance of the proposed methods. As a consequence, we extend the application of
traditional k-means clustering to more complex data in the big data age.
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A LE UL, MRILT — #2817 D kmeans 7 7 AX U 7 OMAEILIR L, LS 7 X X g LOKRE
EaFFOT — 21T L TR FEZREL TV D, 1RO kmeans {£I13, 7 —F D@k ERLIEHRIE 7 7 A
ZHEE, RBEOFEC LV EAPELVEER L. ZhaewiRd 27202 —F /b k-means X k-POD 7 7 2
FVTREMRRENTE L, LL, IRNHDOFELRKRITT —Z I LTE, 7 7 AZEICHFLE LR/
A RFFE DB LV BRITHER LW E WS BN D -7z, Kim L TIE, ZOMBICH LT 5720, LT "o
DFEEREL. TOAIMEEERE X OERBRIICHRIE L 7=,

F—DOWFIETIE, RA/X—R « H—F) kmeans 7 FAZY VT BRE LT, ZOFETIE, FRHEEIACTY
DIEFEEZHEANL, I —F/L k-means 7 7 AHX Y v T 54T S BRIZZE DFRIEDORMEZ T LT ¢ L LTHRTZ & T,
7T ABREEICHE LI WS E 2 BBIRICRIRT 5, KFEIL. MR TR ZMEEIRZ D12 FOT —
FIV k-means DOFEEHMEFFL DD, BRITET —XICHLHEHAAIEE T LD THD, Fiz, 7 TAZ T~V L
BIROIBEZFRFICHET 2720 ORARELT VT Y XLEFREL, KRFEO—HME (consistency) % ERFRMY
WZRERA L 72,

BoOZE TR, ERAWE k-POD 2 SRF Y T 2 RE L, JOFEE, BRTOXBT—FITE T D k-POD ~
F2AEY v r7oOMRR EEBRE L, 7T AFPLICH T OEANREEZEAT L LT, HEIT LD 7 2 FH0
DIHEEAT I TOTTR—FIZEY, /A XAFEEOEELIMZ, X0tk s 722V 7&2EH L, &6
o, vVagAf ¥ —vary s 3= A ¥ — 3 (Majorization-Minimization) 7/ =2V X AZIER L7 —&H
LT L— AT — 7 R L. TOWRMERIEL 72,

BREEOFEMIZ. ALT—Z2ty MBLIOETF—Zty hEAWEERICLVBIESHh, ERFEE HELT
BN ZAZ Y THREE R LTz, ZHUCHK Y, REGSTUT, WEERD k-means 7 7 AKX U v FOBEAHEEE, ©
v I TR O L VEMERT — 2 ~LHERT D Z LI LT D,

PLED X5 ICHFEREREZ LT TRY, AmXid, it (B OFmX e LTIMEOH 2 b0 L0 5,




