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様式３

　論文内容の要旨

Societal biases in artificial intelligence, particularly in computer vision, have become a critical
concern due to their potential to perpetuate and amplify harmful stereotypes. Among various computer
vision tasks, image captioning exemplifies these challenges due to its interpretive nature. Image
captioning models often inherit and amplify biases present in their training data, manifesting as
stereotypical associations or incorrect predictions of demographic attributes such as gender and race.
These biases not only compromise the fairness and reliability of generated captions but also raise
ethical and societal concerns.

This thesis tackles the issue of societal bias in image captioning through three key contributions.
First, it introduces a metric for measuring societal bias amplification in image captioning models. This
metric quantifies how much the models amplify biases compared to their training data, providing valuable
insights into the propagation of bias.  Second, it proposes LIBRA, a model-agnostic framework to
mitigate bias amplification in image captioning. LIBRA addresses two distinct types of gender bias—
context-to-gender bias and gender-to-context bias—ensuring that efforts to reduce one do not
inadvertently amplify the other. Finally, the thesis presents a dataset-level bias mitigation framework
using text-guided inpainting techniques. This approach creates synthetic datasets with group-independent
attribute distributions, reducing spurious correlations and enhancing fairness without sacrificing model
performance.

Through these contributions, the thesis advances the understanding of societal biases in image
captioning and proposes practical solutions for their quantification and mitigation. The findings pave
the way for more equitable and inclusive applications of AI technologies in image captioning and beyond.
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