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Abstract i

Abstract

Societal biases in artificial intelligence, particularly in computer vision, have become a criti-

cal concern due to their potential to perpetuate and amplify harmful stereotypes. Among various

computer vision tasks, image captioning exemplifies these challenges due to its interpretive na-

ture. Image captioning models often inherit and amplify biases present in their training data,

manifesting as stereotypical associations or incorrect predictions of demographic attributes such

as gender and race. These biases not only compromise the fairness and reliability of generated

captions but also raise ethical and societal concerns.

This thesis tackles the issue of societal bias in image captioning through three key contri-

butions. First, it introduces a metric for measuring societal bias amplification in image cap-

tioning models. This metric quantifies how much the models amplify biases compared to their

training data, providing valuable insights into the propagation of bias. Second, it proposes

LIBRA, a model-agnostic framework to mitigate bias amplification in image captioning. LI-

BRA addresses two distinct types of gender bias—context-to-gender bias and gender-to-context

bias—ensuring that efforts to reduce one do not inadvertently amplify the other. Finally, the the-

sis presents a dataset-level bias mitigation framework using text-guided inpainting techniques.

This approach creates synthetic datasets with group-independent attribute distributions, reduc-

ing spurious correlations and enhancing fairness without sacrificing model performance.

Through these contributions, the thesis advances the understanding of societal biases in

image captioning and proposes practical solutions for their quantification and mitigation. The

findings pave the way for more equitable and inclusive applications of AI technologies in image

captioning and beyond.
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Chapter 1

Introduction

Societal biases in artificial intelligence, particularly in computer vision, have emerged as

a critical challenge, posing significant risks of perpetuating and amplifying harmful stereo-

types [16–21]. These biases arise when AI systems make decisions or generate outputs that

systematically favor or disadvantage certain demographic groups. For example, facial recogni-

tion models trained on imbalanced datasets often misidentify individuals from underrepresented

groups, leading to higher error rates for people with darker skin tones or women compared to

lighter-skinned men [22]. Similarly, object classification systems have been shown to asso-

ciate objects like kitchen utensils disproportionately with women, perpetuating outdated gender

roles [23]. Such biases are not confined to a single task but permeate diverse applications,

raising questions about the fairness and reliability of AI systems.

The manifestation of societal biases in computer vision takes many forms. In pedestrian

detection, models may exhibit higher detection rates for lighter-skinned individuals compared

to those with darker skin tones, affecting public safety and accessibility [24]. In autonomous

vehicles, systems trained on biased datasets may misclassify or fail to recognize individuals

from underrepresented demographic groups, leading to potentially life-threatening outcomes

[25]. These biases often stem from imbalances in the training data, where certain groups are

either underrepresented or misrepresented, as well as from model architectures that prioritize

accuracy over fairness. As a result, AI systems may not perform equitably across different
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Figure 1.1: Diagram of image captioning. In the training phase, given an image and a ground-

truth caption, a model is trained to predict the ground-truth captions. In the inference phase,

given an image, a model generates a description about the image.

populations, reinforcing systemic inequalities.

The consequences of societal bias in computer vision extend far beyond technical errors.

They can exacerbate discrimination, marginalize vulnerable groups, and erode public trust in

AI technologies. For example, biased hiring algorithms have been shown to favor male candi-

dates over equally qualified female applicants, while biased healthcare systems may misdiag-

nose conditions in women or people of color [26]. These issues raise profound ethical concerns,

emphasizing the need for AI systems that are fair, inclusive, and equitable. Addressing these

challenges is not only a technical necessity but also a societal responsibility, requiring innova-

tive solutions to identify, measure, and mitigate biases across diverse applications.
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Image captioning and societal biases Image captioning [27] is a core task in computer vi-

sion that involves generating textual descriptions for images (Figure 1.1). By bridging visual

perception and natural language understanding, image captioning enables applications such as

aiding visually impaired individuals, organizing digital media, and enhancing content genera-

tion. For example, given an image of a dog sitting on a sofa, the model might generate the

caption “A dog relaxing on a couch.” Training these models requires large-scale datasets, such

as MSCOCO [28], where each image is paired with human-annotated captions. Despite achiev-

ing state-of-the-art accuracy, these systems are not immune to biases inherent in their training

data, which can significantly impact their fairness and reliability [3].

Unlike other computer vision tasks, such as object detection or classification, image caption-

ing faces unique challenges regarding societal bias due to its interpretive nature. These biases

manifest in various forms. For instance, models often stereotype women as being associated

with domestic activities, generating captions like “A woman in a kitchen” even when the image

actually shows a man in the kitchen (Figure 1.2 (top right)). This occurs because the training

data strongly correlates kitchen-related objects with women, leading the model to incorrectly

infer gender based on the surrounding context rather than the actual individual in the image [3].

Similarly, models may produce captions such as “A man wearing a suit” even when the man in

the image is not wearing a suit (Figure 1.2 (bottom left)). This happens because the training

data frequently associates men with suits in professional settings, causing the model to over-

generalize and generate captions that reinforce these stereotypes [6, 29]. These biases are not

just reproduced from the training data but are often amplified—a phenomenon known as bias

amplification.

The causes of societal bias in image captioning stem from both data and model-related

factors. At the dataset level, imbalances occur when certain groups are overrepresented or

underrepresented in specific contexts. For example, datasets may contain more images of men

in sports-related activities and women in domestic ones, causing the model to learn skewed

associations [6]. At the model level, the reliance on statistical correlations to infer contextual

meanings can lead to overgeneralizations [6, 29]. For instance, a model trained to associate
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the presence of kitchen objects with women might predict “A woman standing in the kitchen”

regardless of whether a person is visible in the image. These biases not only compromise

fairness but also degrade the descriptive accuracy and reliability of the generated captions.

Addressing these biases requires systematic approaches to both quantify and mitigate their

effects. Quantification involves developing robust metrics to measure bias and its amplification

in image captioning outputs. These metrics help to understand how much the models amplify

societal biases, providing a foundation for targeted interventions. Mitigation strategies, on the

other hand, focus on reducing bias during model training and inference. This thesis contributes

to this effort by proposing novel methods for both quantification and mitigation, aiming to

create fairer and more inclusive image captioning systems. By tackling these challenges, this

thesis advances the understanding of societal biases in AI and paves the way for more equitable

applications of image captioning technology.

Understanding and quantifying bias in image captioning models Bias in image captioning

models is not limited to reproducing inequalities in training datasets; it often goes further by

amplifying these biases during generation. For instance, as shown in the first study of this thesis,

even state-of-the-art image captioning models trained on large-scale datasets like MSCOCO

exhibit substantial gender and racial biases. These biases manifest in skewed word associations

and stereotypical descriptions that reflect and reinforce societal inequalities. Moreover, current

evaluation metrics often fail to fully capture the extent of these biases, highlighting the need

for comprehensive and unified approaches to bias quantification. This work introduces a novel

bias measurement metric that evaluates the amplification of societal biases in image captioning

models.

Mitigating bias amplification in image captioning models Building upon the evaluation of

bias amplification, the second study focuses on designing a framework to mitigate biases in

image captioning models. The proposed method, LIBRA, addresses two key types of gender

bias: context-to-gender context → gender bias and gender-to-context gender → context bias.
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LIBRA synthesizes biased captions to expose models to biased scenarios during training and

trains a debiasing caption generator to recover unbiased captions. Unlike prior methods, LI-

BRA considers both types of biases simultaneously, ensuring that efforts to reduce one bias do

not inadvertently amplify another. Experimental results demonstrate LIBRA’s effectiveness in

mitigating gender bias across multiple metrics, offering a robust, model-agnostic solution to

improve fairness in image captioning systems.

Towards dataset-level bias mitigation While model-level solutions like LIBRA play a cru-

cial role, addressing bias at the dataset level is equally important. The third study in this thesis

introduces a novel framework for generating synthetic datasets with group-independent attribute

distributions using text-guided inpainting techniques. This approach reduces spurious correla-

tions between protected attributes (e.g., gender, skin tone) and visual content, ensuring fairer

training conditions. By decorrelating both labeled and unlabeled attributes, this method sig-

nificantly reduces biases in image captioning and classification tasks without sacrificing model

performance. Importantly, the framework addresses ethical concerns by modifying only masked

image regions and employs rigorous data filtering to ensure the quality and fidelity of synthetic

data.

Contributions and Roadmap This thesis makes the following key contributions to the field

of bias mitigation in image captioning:

1. A novel metric for quantifying societal bias amplification in image captioning models.

2. A model-agnostic debiasing framework, LIBRA, that effectively mitigates multiple types

of bias in caption generation.

3. A synthetic dataset generation pipeline that decorrelates attributes from protected groups,

addressing biases at the dataset level.

The remainder of this thesis is organized as follows: Chapter 2 presents the bias measure-

ment metric and its applications. Chapter 3 details the LIBRA method and its experimental
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validation. Chapter 4 introduces the dataset-level bias mitigation approach, including its im-

plementation and evaluation. Chapter 5 discusses the relationship between computer vision

research and social science perspectives on societal bias.
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Figure 1.2: Examples of gender bias in image captioning models. Captioning models can pre-

dict incorrect gender words based on the stereotypical context for the gender (top row). Addi-

tionally, models can generate gender-stereotypical words (bottom row).
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Chapter 2

Quantifying Societal Bias Amplification in

Image Captioning

2.1 Overview

The presence of undesirable biases in computer vision applications is of increasing concern.

The evidence shows that large-scale datasets, and the models trained on them, present major

imbalances in how different subgroups of the population are represented [3, 22, 23, 30]. Detect-

ing and addressing these biases, often known as societal biases, has become an active research

direction in our community [31–37].

Contrary to popular belief, the presence of bias in datasets is not the only cause of unfair-

ness [38]. Model choices and how the systems are trained also have a large impact on the

perpetuation of societal bias. This is supported by evidence: 1) models are not only repro-

ducing the inequalities of the datasets but amplifying them [23], and 2) even when trained on

balanced datasets, models may still be biased [39] as the depth of historical discrimination is

more profound than what it can be manually annotated, i.e., bias is not always evident to the

human annotator eye.

The prevalence of accuracy as the single metric to optimize in most popular benchmarks [40]
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Bias Score

a man eating a slice of pizza in a restaurantNIC

Equalizer

Humans a close up of a child eating something

a young girl is sitting on a bed with a teddy bear

    Female
    Male

a woman standing next to a fire truck

a woman wearing a fight suit in a garage

a woman in a red dress standing in front of a bus

Bias Score

Female Male

NIC

Equalizer

Humans

0 1

0 1

Figure 2.1: Measuring gender bias in MSCOCO captions [1]. For each caption generated by

humans, NIC [2], or NIC+Equalizer [3], we show our proposed bias score for female and male

attributes. This bias score indicates how much a caption is biased toward a certain protected

attribute. The contribution of each word to the bias score is shown in gray-scale (bold for the

word with the highest contribution). Gender revealing words are masked.

has made other aspects of the models, such as fairness, cost, or efficiency, not a priority (and

thus, something to not look into). But societal bias is a transversal problem that affects a variety

of tasks within computer vision, such as facial recognition, with black women having higher

error rates than white men [22]; object classification, with kitchen objects being associated

with women with higher probabilities than with men [23]; or pedestrian detection, with lighter

skin individuals showing higher detection rates than darker skin people [24]. Although the

causes of societal bias in different computer vision systems may be similar, the consequences

are particular and require specific solutions for each task.

We examine and quantify societal bias in image captioning (Figure 2.1). Image captioning

has achieved state-of-the-art accuracy on MSCOCO captions dataset [1] by means of pre-trained

visual and language Transformers [5]. By leveraging very large-scale collections of data (e.g.,
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Google Conceptual Captions [41] with about 3.3 million image-caption pairs crawled from

the Internet), self-attention-based models [42] have the potential to learn world representations

according to the training distribution. However, these large amounts of data, often without (or

with minimal) curation, conceal multiple problems, including the normalization of abuse or

the encoding of discrimination [30, 43, 44]. So, once image captioning models have achieved

outstanding performance on evaluation benchmarks, a question arises: are these models safe

and fair to everyone?

We are not the first to formulate this question. Image captioning has been shown to repro-

duce gender [3] and racial [6] bias. By demonstrating the existence of societal bias in image

captioning, the pioneering work in [3] set the indispensable seed to continue to investigate

this problem, which we believe is far from being solved. We argue that one of the aspects

that remains open is the quantification and evaluation of societal bias in image captioning. So

far, a variety of metrics have been applied to assess different aspects of societal bias in hu-

man and model-generated captions, such as whether the representation of different subgroups

is balanced [3, 6] or whether the protected attributes1 values (e.g., female, male) are correctly

predicted [3, 45]. However, in Section 2.3, we show that current metrics may be insufficient, as

they only consider the effects of bias perpetuation to a degree.

With the aim to identify and correct bias in image captioning, in Section 2.4, we propose a

simple but effective metric that measures not only how much biased a trained captioning model

is, but also how much bias is introduced by the model with respect to the training dataset. This

simple metric allows us to conduct a comprehensive analysis of image captioning models in

terms of gender and racial bias (Section 2.5), with an unexpected revelation: the gender equal-

izer designed to reduce gender bias in [3] is actually amplifying gender bias when considering

the semantics of the whole caption. This discovery highlights, even more, the necessity of a

standard, unified metric to measure bias and bias amplification in image captioning, as the ef-

forts to address societal inequalities will be ineffective without a tool to quantify how much

1Protected attribute refers to a demographic variable (age, gender, race, etc.) that a model should not use to

produce an output.
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bias a system exhibits and where this bias is coming from. We conclude with an analysis of

the limitation of the proposed metric in Section 2.6 and a summary of the main findings in

Section 2.7.

2.2 Related work

Societal bias in computer vision The problem of bias in large-scale computer vision datasets

was first raised by Torralba and Efros in [40], where the differences in the image domain be-

tween datasets were explored. Each dataset presented different versions of the same object (e.g.,

cars in Caltech [46] tended to appear sidewise, whereas in ImageNet [47] were predominantly

of racing type), impacting cross-dataset generalization. But it was only recently that societal

bias in computer vision was formally investigated.

In the seminal work of Buolamwini and Gebru [22], commercial face recognition applica-

tions were examined across subgroups, demonstrating that performance was different according

to the gender and race of each individual, especially misclassifying women with darker skin

tones. Similarly, Zhao et al. [23] showed not only that images in MSCOCO [28] were biased

towards a certain gender, but also that action and object recognition models amplified such bias

in their predictions. With an increased interest in fairness, multiple methods for mitigating the

effects of dataset bias have been proposed [23, 37, 39, 48, 49].

Measuring societal bias Societal bias is a problem with multiple layers of complexity. Even

on balanced datasets, models still perpetuate bias [39], indicating that social stereotypes are oc-

curring at the deepest levels of the image. This makes the manual identification and annotation

of biases unfeasible. Thus, the first step towards fighting and mitigating bias is to quantify the

problem.

Bias quantification metrics have been introduced for image classification. Zhao et al. [23]

defined bias based on the co-occurrence of objects and protected attributes; Wang et al. [39]

relied on the accuracy of a classifier when predicting the protected attributed; and Wang and
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Russakovsky [50] extended the definition of bias by including directionality. In addition, RE-

VISE [31] and CIFAR-10S [12] ease the task of identifying bias on datasets and models, re-

spectively. These solutions, however, cannot be directly applied to image captioning, so specific

methods must be developed.

Societal bias in image captioning In image captioning [2, 4, 27, 51] the input to the model

is an image and the output is a natural language sentence. This duality of data modalities

makes identifying bias particularly challenging, as it can be encoded in the image and/or in the

language. The original work by Burns et al. [3] showed that captions in MSCOCO [1] present

gender imbalance and proposed an equalizer to force captioning models to produce gender

words based on visual evidence. Recently, Zhao et al. [6] studied racial bias from several

perspectives, including visual representation, sentiment analysis, and semantics.

Each of these studies, however, uses different evaluation protocols and definitions of bias,

lacking of a standard metric. To fill this gap, we propose an evaluation metric to measure not

only how biased a model is, but how much it is amplified with respect to the original (biased)

dataset.

2.3 Analysis of fairness metrics

Bias in image captioning has been estimated using different methods: how balanced the pre-

diction of the protected attributed is [3], the overlap of attention maps with segmentation an-

notations [3], or the difference in accuracy between the different protected attributes [6]. In

this section, we thoroughly examine existing fairness evaluation metrics and their shortcomings

when applied to image captioning.

Notation Let D denote the training split of a certain vision dataset with samples (I, y, a),

where I is an image, y is the ground-truth annotation for a certain task, and a ∈ A is a protected

attribute in set A. The validation/test split is denoted by D′. We assume there is a model M
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that makes prediction ŷ associated with this task from the image, i.e., ŷ = M(I). For image

captioning, we define a ground-truth caption y = (y1, y2, . . . , yn) as a sequence of n tokens.

2.3.1 Fairness metrics in image captioning

Difference in performance A natural strategy to show bias in image captioning is as the

difference in performance between the subgroups of a protected attribute, in terms of accu-

racy [3, 6, 45], ratio [3], or sentiment analysis [6]. Quantifying the existence of different be-

havior according to demographic groups is essential to demonstrate the existence of bias in a

model, but it is insufficient for a deeper analysis, as it does not provide information on where

the bias comes from, and whether bias is being amplified by the model. Thus, it is good practice

to accompany difference in performance with other fairness metrics.

Attribute misclassification Another common metric is to check if the protected attribute has

been correctly predicted in the generated caption [3, 45]. This assumes that the attribute can be

clearly identified in a sentence, which may be the case for some attributes, e.g., age (a young

person, a child) or gender (a woman, a man), but not for others, e.g., skin tone. This is critical

for two reasons: 1) even when the attribute is not clearly mentioned in a caption, bias can occur

through the use of different language to describe different demographic groups; and 2) it only

considers the prediction of the protected attribute, ignoring the rest of the sentence which may

also exhibit bias.

Right for the right reasons Introduced in [3], it measures whether the attention activation

maps when generating a protected attribute word w in the caption, e.g., woman or man, are

located in the image region where the evidence about the protected attribute is found, i.e., the

person. This metric quantifies the important task of whether w is generated based on the person

visual evidence or, on the contrary, on the visual context, which has been shown to be one of

the sources of bias in image captioning models. However, it has three shortcomings: 1) it needs

a shortlist of protected attribute words, and a person segmentation map per image, which may
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not always be available; 2) it assumes that visual explanations can be generated from the model,

which may not always be the case; and 3) it does not consider the potential bias in the rest of

the sentence, which (as we show in Section 2.5) is another critical source of bias.

Sentence classification Lastly, Zhao et al. [6] introduced the use of sentence classifiers for

analyzing racial bias. The reasoning is that if a classifier can distinguish between subgroups

in the captions, the captions contain bias. Formally, let f denote a classifier that predicts a

protected attribute in A trained over D, i.e., â = f(y), from a caption y in an arbitrary set H of

captions. If the accuracy is higher than the chance rate, y is considered to be biased:

SC =
1

|H|
∑
y∈H

1[f(y) = a], (2.1)

where 1[·] is a indicator function that gives 1 when the statement provided as the argument

holds true and 0 otherwise. H typically is the set of all captions generated from the images in

the test/validation split D′ of the dataset, i.e., H = {M(I) | I ∈ D′}.

Unlike the previous methods, this metric considers the full context of the caption. However,

a major shortcoming is that, when bias exists on the generated data, the contributing source is

not identified. Whether the bias comes from the model or from the training data and whether

bias is being amplified or not, cannot be concluded.

2.3.2 Bias amplification metrics

There is a family of metrics designed to measure bias amplification on visual recognition tasks.

We describe them and analyze the challenges when applied to captioning.

Bias amplification Proposed in [23], it quantifies the implicit correlations between model

prediction ŷ =M(I) and the protected attribute a ∈ A by means of co-occurrence, and whether

these correlations are more prominent in the model predictions or in the training data. Let L

denote the set of possible annotations l in the given task, i.e., y and ŷ are in L; ca and ĉa denote
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the numbers of co-occurrences of a and l, counted over y and ŷ, respectively. Bias is

b̃al =
c̃al∑
a∈A c̃al

, (2.2)

where c̃ is either c or ĉ, and b̃ is either b or b̂, respectively. Then, bias amplification is defined by

BA =
1

|L|
∑

a∈A,l∈L

(b̂al − bal)× 1

[
bal >

1

|A|

]
. (2.3)

BA > 0 means that bias is amplified by the model, and otherwise mitigated. This metric is

useful for a classification task, such as action or image recognition, for which the co-occurrence

can be easily counted. However, one of the major shortcomings is that it ignores that protected

attributes may be imbalanced in the dataset, e.g., in MSCOCO images [28] there are 2.25 more

men than women, which causes most of objects to be correlated with men. To solve this and

other issues, Wang and Russakovsky [50] proposed an extension called directional bias ampli-

fication.

Leakage Another way to quantify bias amplification is leakage [39], which relies on the ex-

istence of a classifier to predict the protected attribute a. For a sample (I, y, a) in D with a

ground-truth annotation y, a classifier f predicts the attribute a ∈ A from either y or ŷ =M(I).

Using this, the leakage can be formally defined as,

Leakage = λM − λD, (2.4)

where

λD =
1

|D|
∑

(y,a)∈D

1[f(y) = a] (2.5)

λM =
1

|D|
∑

(I,a)∈D

1[f(ŷ) = a] (2.6)

A positive leakage indicates that M amplifies the bias with respect to the training data, and

mitigates it otherwise.
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Challenges The direct application of the above metrics to image captioning presents two ma-

jor challenges. Let us first assume that, for image captioning, the set of words in the vocabulary

corresponds to the set L of annotations in Eq. (2.3) under a multi-label setting. The first chal-

lenge is that these metrics do not consider the semantics of the words: e.g., in the sentences a

woman is cooking and a woman is making dinner, the tokens cooking and making dinner would

be considered as different annotation l. The second challenge is they do not consider the context

of each word/task: e.g., the token cooking will be seen as the same task in the sentence a man

is cooking and in a man is not cooking.

2.4 Bias amplification for image captioning

We propose a metric to specifically measure bias amplification in image captioning models,

borrowing some ideas from sentence classification [6] and leakage [39]. Our metric, named

LIC, is built on top of the following hypothesis:

Hypothesis 1. In an unbiased set of captions, there should not exist differences

between how demographic groups are represented.

Caption masking As discussed in Section 2.3, for some protected attributes (e.g., age and

gender), specific vocabulary may be explicitly used in the captions. For example, consider

gender as a binary2 protected attribute a with possible values {female,male}. The sentence

A girl is playing piano,

directly reveals the protected attribute value of the caption, i.e., female. To avoid explicit men-

tions to the protected attribute value, we preprocess captions by masking the words related to

that attribute.3 The original sentence is then transformed to the masked sentence

2Due to the availability of annotations in previous work, we use the binary simplification of gender, acknowl-

edging that it is not inclusive and should be addressed in future work.
3A list of attribute-related words is needed for each protected attribute.
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A girl is playing piano.

Note that this step is not always necessary, as some protected attributes are not explicitly re-

vealed in the captions.

Caption classification We rely on a sentence classifier fs to estimate societal bias in captions.

Specifically, we encode each masked caption y′ 4 with a natural language encoder E to obtain

a sentence embedding e, as e = E(y′). Then, we input e into the sentence classifier fs, whose

aim is to predict the protected attribute a from y′ as

â = fs(E(y
′)) (2.7)

E and fs are learned on a training split D. According to Hypothesis 1, in an unbiased dataset,

the classifier fs should not find enough clues in y′ to predict the correct attribute a. Thus, D is

considered to be biased if the empirical probability p(â = a) over D is greater than the chance

rate.

Bias amplification Bias amplification is defined as the bias introduced by a model with re-

spect to the existing bias in the training set. To measure bias amplification, we quantify the

difference between the bias in the generated captions set D̂ = {ŷ = M(I) | I ∈ D} with

respect to the bias in the original captions in the training split D.

One concern with this definition, particular to image captioning, is the difference in the

vocabularies used in the annotations and in the predictions, due to 1) the human generated

captions typically come with a richer vocabulary, 2) a model’s vocabulary is rather limited, and

3) the vocabulary itself can be biased. Thus, naively applying Eq. (2.4) to image captioning can

underestimate bias amplification. To mitigate this problem, we introduce noise into the original

human captions until the vocabularies in the two sets (model generated and human generated)

are aligned. Formally, let Vann and Vpre denote the vocabularies identified for all annotations

and predictions in the training set, respectively. For the annotation y = (y1, . . . , yN), where yn
4If caption masking is not applied, y′ = y.
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is the n-th word in y, we replace all yn in Vann but not in Vpre with a special out-of-vocabulary

token to obtain perturbed annotations y⋆, and we train the classifier f ⋆
s over {y⋆}.

The LIC metric The confidence score s⋆a is an intermediate result of classifier f ⋆
s , i.e.,

â = f ⋆
s (y

⋆) = argmaxas
⋆
a(y

⋆), (2.8)

and it can be interpreted as a posterior probability p(â = a | y⋆) of the protected attribute a and

can give an extra hint on how much y⋆ is biased toward a. In order words, not only the successful

prediction rate is important to determine the bias, but also how confident the predictions are. The

same applies to ŝa and f̂s trained with {ŷ}. We incorporate this information into the Leakage

for Image Captioning metric (LIC), through

LICD =
1

|D|
∑

(y⋆,a)∈D

s⋆a(y
⋆)1[f ⋆(y⋆) = a] (2.9)

LICM =
1

|D̂|

∑
(ŷ,a)∈D̂

ŝa(ŷ)1[f̂(ŷ) = a], (2.10)

so that LIC is finally computed as

LIC = LICM − LICD. (2.11)

where a model is considered to amplify bias if LIC > 0. We refer to ŝa as the bias score.

2.5 Experiments

Data Experiments are conducted on a subset of the MSCOCO captions dataset [1]. Specif-

ically, we use the images with binary gender and race annotations from [6]: female and male

for gender, darker and lighter skin tone for race.5 Annotations are available for images in the

validation set with person instances, with a total of 10, 780 images for gender and 10, 969 for

5Similarly, due to the availability of annotations in previous work, we use a binary simplification for race and

skin tone. We acknowledge that these attributes are much more complex in reality.
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race. To train the classifiers, we use a balanced split with equal number of images per protected

attribute value, resulting in 5, 966 for training and 662 for test in gender, and 1, 972 for training

and 220 for test in race. Other metrics are reported on the MSCOCO val set.

Metrics We report bias using LIC, together with LICD in Eq. (2.9) and LICM in Eq. (2.10).

For gender bias, we also use Ratio [3], Error [3], Bias Amplification (BA) [23], and Directional

Bias Amplification [50]. Directional bias amplification is computed for object → gender direc-

tion (DBAG) and for gender → object direction (DBAO) using MSCOCO objects [28]. For skin

tone, we only use LIC, LICD, and LICM , as there are no words we can directly associated with

race in the captions to calculate the other metrics. Accuracy is reported in terms of standard

metrics BLEU-4 [8], CIDEr [52], METEOR [10], and ROUGE-L [53].

Models We study bias on captions generated by the following models: NIC [2], SAT [27],

FC [54], Att2in [54], UpDn [4], Transformer [42], OSCAR [5], NIC+ [3], and NIC+Equalizer [3].

NIC, SAT, FC, Att2in, and UpDn are classical CNN [55] encoder-LSTM [56] decoder models.

Transformer and OSCAR are Transformer-based [42] models, which are the current state-of-

the-art in image captioning. NIC+ is a re-implementation of NIC in [3] trained on the whole

MSCOCO and additionally trained on MSCOCO-Bias set consisting of images of male/female.

NIC+Equalizer is NIC+ with a gender bias mitigation loss, that forces the model to predict gen-

der words only based on the region of the person. Note that most of the pre-trained captioning

models provided by the authors are trained on the Karpathy split [57], which uses both train and

validation splits for training. As the val set is part of our evaluation, we retrain all the models

on the MSCOCO train split only.

LIC metric details For masking, we replace pre-defined gender-related words6 with a spe-

cial token <gender>. We do not mask any words for race prediction because race is not

commonly explicitly mentioned in the captions.

6The list of gender-related words can be found in the appendix.
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0.20

Bias Score

Female

Male

a little girl holding a brown teddy bear (0.90) 

a girl in a white dress holding an umbrella (0.86)

a little girl eating out of a pink bowl (0.87)

0.4 0.6 0.8

a person riding skis on a snowy surface (0.50)

a girl crossing the street in front of a bus (0.50)

a baseball player throwing a ball on a field (0.01)

a boy jumping up into the air on a skateboard (0.01)

a boy in a suit and tie looking at the camera (0.02)

Figure 2.2: Gender bias score for captions generated with OSCAR. Masked captions are en-

coded with a LSTM and fed into a gender classifier. Bias score correlates with typical gender

stereotypes.

The LIC classifier is based on several fully-connected layers on top of a natural language

encoder. For the encoder, we use a LSTM [56] for our main results. We do not initialize the

LSTM with pre-computed word embeddings, as they contain bias [58, 59]. For completeness,

we also report LIC when using BERT [60], although it has also been shown to exhibit bias

[61, 62] and it can affect our metric. BERT is fine-tuned (BERT-ft) or used as is (BERT-pre).

The classifier is trained 10 times with random initializations, and the results are reported by the

average and standard deviation.
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Table 2.1: Gender bias and accuracy for several image captioning models. Red/green denotes

the worst/best score for each metric. For bias, lower is better. For accuracy, higher is better.

BA, DBAG, and DBAO are scaled by 100. Unbiased model is LICM = 25 and LIC = 0.

Gender bias ↓ Accuracy ↑

Model LIC LICM Ratio Error BA DBAG DBAO BLEU-4 CIDEr METEOR ROUGE-L

NIC [2] 3.7 43.2 2.47 14.3 4.25 3.05 0.09 21.3 64.8 20.7 46.6

SAT [27] 5.1 44.4 2.06 7.3 1.14 3.53 0.15 32.6 98.3 25.8 54.1

FC [54] 8.6 46.4 2.07 10.1 4.01 3.85 0.28 30.5 98.0 24.7 53.5

Att2in [54] 7.6 45.9 2.06 4.1 0.32 3.60 0.29 33.2 105.0 26.1 55.6

UpDn [4] 9.0 48.0 2.15 3.7 2.78 3.61 0.28 36.5 117.0 27.7 57.5

Transformer [42] 8.7 48.4 2.18 3.6 1.22 3.25 0.12 32.3 105.3 27.0 55.1

OSCAR [5] 9.2 48.5 2.06 1.4 1.52 3.18 0.19 40.4 134.0 29.5 59.5

NIC+ [3] 7.2 46.7 2.89 12.9 6.07 2.08 0.17 27.4 84.4 23.6 50.3

NIC+Equalizer [3] 11.8 51.3 1.91 7.7 5.08 3.05 0.20 27.4 83.0 23.4 50.2

2.5.1 LIC analysis

We qualitatively analyze the LIC metric to verify whether it is consistent with human intu-

ition. We generate captions in the test set with OSCAR, mask the gender-related words, and

encode the masked captions with a LSTM classifier to compute LIC bias score, ŝa, for the gen-

der attribute, as formulated in Section 2.4. Then, we manually inspect the captions and their

associated bias score.

Figure 2.2 shows generated captions with higher, middle, and lower bias scores. The bias

score assigned to each caption matches typical gender stereotypes. For example, the third cap-

tion from the top, “a aa in a white dress holding an umbrella”, yields a very high bias score for

female, probably due to the stereotype that the people who wear dresses and holds umbrellas

tend to be women. On the contrary, the bottom caption, “a baseball player throwing a ball on a

field”, with one of the lowest scores assigned to female, perpetuates the stereotype that baseball

players are mostly men. Additionally, when inspecting the captions with a bias score around

0.5, we see that the descriptions tend to be more neutral and without strong gender stereotypes.

This support the importance of including s⋆a and ŝa in the LIC computation, as in Eqs. (2.9) and
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Figure 2.3: LIC vs. Vocabulary size (left) and BLEU-4 score (right). The size of each bubble

indicates the BLEU-4 score (left) or the vocabulary size (right). Score tends to decrease with

largest vocabularies, but increase with more accurate BLEU-4 models, whereas NIC+Equalizer

[3] is presented as an outlier. The dotted lines indicate the tendency, R2 = 0.153 (left) and

R2 = 0.156 (right).

(2.10).

2.5.2 Quantification of gender bias

We evaluate the gender bias of different captioning models in terms of LIC together with adap-

tations of existing bias metrics. For BA, we use the top 1, 000 common words in the captions

as L, whereas for DBAG and DBAO, we use MSCOCO objects [28]. More details can be found

in the appendix. Results are shown in Table 2.1. We also show the relationship between the

quality of a caption, in terms of vocabulary and BLEU-4 score, with LIC in Figure 2.3. Finally,

we compare LIC when using different language encoders in Table 2.2. The main observations

are summarized below.

Observation 1.1. All the models amplify gender bias. In Table 2.1, all the models have

a LICM score well over the unbiased model (LICM = 25), with the lowest score being 43.2

for NIC. When looking at LIC, which indicates how much bias is introduced by the model

with respect to the human captions, also all the models exhibit bias amplification, again with

NIC having the lowest score. NIC is also the model that performs the worst in terms of accu-
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Table 2.2: Gender bias scores according to LIC, LICM , and LICD for several image captioning

models. Captions are encoder with LSTM, BERT-ft, or BERT-pre. Unbiased model is LICM =

25 and LIC = 0. It shows that LIC is consistent across different language models.

LSTM BERT-ft BERT-pre

Model LICM LICD LIC LICM LICD LIC LICM LICD LIC

NIC [2] 43.2 ± 1.5 39.5 ± 0.9 3.7 47.2 ± 2.3 48.0 ± 1.2 -0.8 43.2 ± 1.3 41.3 ± 0.9 1.9

SAT [27] 44.4 ± 1.4 39.3 ± 1.0 5.1 48.0 ± 1.1 47.7 ± 1.4 0.3 44.4 ± 1.5 41.5 ± 0.8 2.9

FC [54] 46.4 ± 1.2 37.8 ± 0.9 8.6 48.7 ± 1.9 45.8 ± 1.3 2.9 46.8 ± 1.4 40.4 ± 0.8 6.4

Att2in [54] 45.9 ± 1.1 38.3 ± 1.0 7.6 47.8 ± 2.0 46.7 ± 1.4 1.1 45.9 ± 1.2 40.9 ± 0.9 5.0

UpDn [4] 48.0 ± 1.3 39.0 ± 0.9 9.0 52.0 ± 1.0 47.3 ± 1.4 4.7 48.5 ± 1.0 41.5 ± 0.9 7.0

Transformer [42] 48.4 ± 0.8 39.7 ± 0.9 8.7 54.1 ± 1.2 48.2 ± 1.1 5.9 47.7 ± 1.2 42.2 ± 0.9 5.5

OSCAR [5] 48.5 ± 1.5 39.3 ± 0.8 9.2 52.5 ± 1.8 47.6 ± 1.2 4.9 48.1 ± 1.1 41.1 ± 0.9 7.0

NIC+ [3] 46.7 ± 1.2 39.5 ± 0.6 7.2 49.5 ± 1.4 47.7 ± 1.5 1.8 46.4 ± 1.2 41.0 ± 0.9 5.4

NIC+Equalizer [3] 51.3 ± 0.7 39.5 ± 0.9 11.8 54.8 ± 1.1 47.5 ± 1.4 7.3 49.5 ± 0.7 40.9 ± 0.9 8.6

racy, which provides some hints about the relationship between accuracy and bias amplification

(Observation 1.4).

Observation 1.2. Bias metrics are not consistent. As analyzed in Section 2.3, different

metrics measure different aspects of the bias, so it is expected to produce different results, which

may lead to different conclusions. Nevertheless, all the models show bias in all the metrics

except Ratio (Table 2.1). However, the relationship between the bias and the models presents

different tendencies. For instance, NIC+Equalizer shows the largest bias in LIC (Observation

1.3) while Att2in has the largest bias in DBAO.

Observation 1.3. NIC+Equalizer increases gender bias with respect to the baseline.

One of the most surprising findings is that even though NIC+Equalizer successfully mitigates

gender misclassification when compared to the baseline NIC+ (Error: 12.9 → 7.7 in Table 2.1),

it actually increases gender amplification bias by +4.6 in LIC. This unwanted side-effect may

be produced by the efforts of predicting gender correctly according to the image. As shown

in Figure 2.1, NIC+Equalizer tends to produce words that, conversely, are strongly associated

with that gender, even if they are not in the image. Results on DBAO support this reasoning,
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revealing that given a gender, NIC+Equalizer rather produces words correlated with that gender.

Observation 1.4. LIC tends to increase with BLEU-4, and decrease with vocabulary

size. Figure 2.3 shows that larger the vocabulary, the lower the LIC score. This implies that the

variety of the words used in the captions is important to suppress gender bias. As per accuracy,

we find that the higher the BLEU-4, the larger the bias tends to be. In other words, even though

better models produce better captions, they rely on encoded clues that can identify gender.

Observation 1.5. LIC is robust against encoders. In Table 2.2, we explore how the se-

lection of language models affects the results of LIC, LICM , and LICD when using LSTM,

BERT-ft, and BERT-pre encoders. Although BERT is known to contain gender bias itself, the

tendency is maintained within the three language models: NIC shows the least bias, whereas

NIC+Equalizer shows the most.

2.5.3 Quantification of racial bias

Results for racial bias when using LSTM as encoder are reported in Table 2.3, leading to the

following observations.

Observation 2.1. All the models amplify racial bias. As with gender, all models exhibits

LIC > 0. The magnitude difference of racial bias between the models is smaller than in the case

of gender (the standard deviation of LIC among the models is 2.4 for gender and 1.3 for race).

This indicates that racial bias is amplified without much regard to the structure or performance

of the model. In other words, as all the models exhibit similar tendencies of bias amplification,

the problem may not only be on the model structure itself but on how image captioning models

are trained.

Observation 2.2. Racial bias is not as apparent as gender bias. LICM scores in Table 2.3

are consistently smaller than in Table 2.2. The mean of the LICM score of all the models is 47.0

for gender and 33.7 for race, which is closer to the random chance.

Observation 2.3. NIC+Equalizer does not increase racial bias with respect to the base-

line. Unlike for gender bias, NIC+Equalizer does not present more racial bias amplification

Graduate School of Information Science and Technology, Osaka University



Chapter 2 Quantifying Societal Bias Amplification in Image Captioning 25

Table 2.3: Racial bias scores according to LIC, LICM , and LICD. Captions are not masked and

are encoder with LSTM.

Model LICM LICD LIC

NIC [2] 33.3 ± 1.9 27.6 ± 1.0 5.7

SAT [27] 31.3 ± 2.3 26.8 ± 0.9 4.5

FC [54] 33.6 ± 1.0 26.0 ± 0.8 7.6

Att2in [54] 35.2 ± 2.3 26.6 ± 0.9 8.6

UpDn [4] 34.4 ± 2.1 26.6 ± 0.9 7.8

Transformer [42] 33.3 ± 2.3 27.2 ± 0.8 6.1

OSCAR [5] 32.9 ± 1.8 27.0 ± 1.0 5.9

NIC+ [3] 34.9 ± 1.5 27.3 ± 1.2 7.6

NIC+Equalizer [3] 34.5 ± 2.8 27.3 ± 0.8 7.2

than NIC+. This indicates that forcing the model to focus on the human area to predict the

correct gender does not negatively affect other protected attributes.

2.5.4 Visual and language contribution to the bias

As image captioning is a multimodal task involving visual and language information, bias can be

introduced by the image, the language, or both. Next, we investigate which modality contributes

the most to gender bias by analyzing the behavior when using partially masked images.

We define three potential sources of bias: 1) the objects being correlated with the gender

[23,39,50], 2) the gender of the person in the image [3], and 3) the language model itself [58,62].

To examine them, we mask different parts of the image accordingly: 1) the object that exhibits

the highest correlation with gender according to the BA metric, 2) the person, 3) both of the

correlated objects and the person. We analyze SAT [27] and OSCAR [5] as representative

models of classical and state-of-the-art captioning, respectively. The details of the experiments
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can be found in the appendix. LICM scores are shown in Table 2.4.

Observation 3.1. The contribution of objects to gender bias is minimal. Results w/o

object show that masking objects do not considerably mitigate gender bias in the generated

captions. Compared to the original LICM , the score decreases only −1.5 for SAT, and −2.3 for

OSCAR, concluding that objects in the image have little impact to the gender bias in the final

caption.

Observation 3.2. The contribution of people to gender bias is higher than objects. Re-

sults w/o person show that by masking people in the images, we can reduce bias significantly

compared to when hiding objects, indicating that regions associated with humans are the pri-

mary source of gender bias among the contents in the image.

Observation 3.3. Language models are a major source of gender bias. Results w/o both

show that even when the gender-correlated objects and people are removed from the images,

the generated captions have a large bias (∆Unbias is +12.2 for SAT, +14.0 for OSCAR). This

indicates that the language model itself is producing a large portion of the bias. To reduce it, it

may not be enough to only focus on the visual content, but efforts should also be focused on the

language model. Figure 2.4 shows the generated captions and their bias score when images are

partly masked.

2.6 Limitations

In Section 2.3, we analyzed multiple fairness metrics and their limitations when applied to

image captioning. We proposed LIC with the aim to overcome these limitations and unify the

evaluation of societal bias in image captioning. However, LIC also presents several limitations.

Annotations LIC needs images to be annotated with their protected attribute. Annotations

are not only costly, but may also be problematic. For example, the classification of race is

controversial and strongly associated with the cultural values of each annotator [33], whereas

gender is commonly classified as a binary {female,male} attribute, lacking inclusiveness with
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Table 2.4: Gender bias results with partially masked images. ∆Unbias shows the difference with

respect to a non-biased model (LICM = 25.0), and ∆Original with respect to the non-masked

case.

Model Image LICM ∆Unbias ∆Original

SAT [27] Original 44.4± 1.4 +19.4 0.0

w/o object 42.9± 1.6 +17.9 −1.5

w/o person 39.1± 1.4 +14.1 −5.3

w/o both 37.2± 0.8 +12.2 −7.2

OSCAR [5] Original 48.5± 1.5 +23.2 0.0

w/o object 46.2± 1.3 +21.2 −2.3

w/o person 39.7± 1.3 +14.7 −8.8

w/o both 39.0± 1.5 +14.0 −9.5

non-binary and other-gender realities.

Training A classifier needs to be trained to make predictions about the protected attributes.

The initialization of the model and the amount of training data may impact on the final results.

To mitigate this stochastic effect, we recommended to report results conducted on multiple runs.

Pre-existing bias The language encoder may propagate extra bias into the metric if using

pretrained biased models, e.g., word embeddings or BERT. To avoid this, we recommend as

much random weight initialization as possible.

2.7 Conclusion

We proposed LIC, a metric to quantify societal bias amplification in image captioning. LIC

is built on top of the idea that there should not be differences between how demographic sub-
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a man riding a 
bike down a street 
(0.69)

a man on a 
skateboard on a 
sidewalk (0.87)

a man riding a 
bike down a street 
(0.65)

a person on a 
skateboard on a 
city street (0.78)

w/o person

Original

w/o both

w/o object

Female Male 

Figure 2.4: Generated captions and bias scores when images are partly masked. The bias score

does not decrease when the object (bicycle) and the person (man) are masked.

groups are described in captions. The existence of a classifier that predicts gender and skin

tone from generated captions more accurately than from human captions, indicated that image

captioning models amplify gender and racial bias. Surprisingly, the gender equalizer designed

for bias mitigation presented the highest gender bias amplification, highlighting the need of a

bias amplification metric for image captioning.
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Appendix

This supplementary material includes:

• Experimental details (Appendix 2.8).

• List of gender-related words (Appendix 2.9).

• More visual examples (Appendix 2.10).

• Additional results (Appendix 2.11).

• Potential negative impact (Appendix 2.12).

2.8 Experimental details

In this section, we provide the details for the experiments.

2.8.1 LIC metric training details

We evaluate three classifiers for LIC (LSTM, BERT-ft, and BERT-pre). Their details and hy-

perparameters can be found below. All the classifiers are trained with Adam [63].

• LSTM. A two-layer bi-directional LSTM [56] with a fully-connected layer on top.

Weights are initialized randomly and training is conducted on the training set for 20

epochs, with learning rate 5× 10−5.

• BERT-ft. BERT-base [60] Transformer with two fully-connected layers with Leaky

ReLU activation on top. All the weights are fine-tuned while training. Training is con-

ducted for 5 epochs with learning rate 1× 10−5.

• BERT-pre. Same architecture as BERT-ft. Only the last fully-connected layers are

fine-tuned, whereas BERT weights are frozen. Training is conducted for 20 epochs with

learning rate 5× 10−5.
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2.8.2 Other metrics details

Details for computing BA, DBAG, and DBAO metrics.

• BA. We use nouns, verbs, adjectives, and adverbs of the top 1, 000 common words in

the captions as L and calculate the co-occurrence of the gender words and the common

words in the captions. As [23], we filter the words that are not strongly associated with

humans by removing words that do not occur with each gender at least 100 times in the

ground-truth captions, leaving a total of 290 words.

• DBAG and DBAO. Let p denote the probability calculated by the (co-)occurrence. The

definition of DBAG and DBAO [50] is:

DBA =
1

|L||A|
∑

a∈A,l∈L

yal∆al + (1− yal)(−∆al) (2.12)

yal = 1 [p(a, l) > p(a)p(l)] (2.13)

∆al =

 p̂(a|l)− p(a|l) for DBAG

p̂(l|a)− p(l|a) for DBAO

(2.14)

For DBAG, we use the MSCOCO objects [28] annotated on the images as L and gender

words in the captions as A. For DBAO, we use the MSCOCO objects [28] in the captions

as L and gender annotations [6] as A.

2.8.3 Image masking

Here, we explain how we masked objects and people in the images to estimate the contribution

of each modality to the bias.

• SAT [27] uses grid-based deep visual features [64] extracted by ResNet [65]. Thus,

we directly mask the objects, people, or both in the images using segmentation mask

annotations, and feed the images into the captioning model to generate captions.
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Table 2.5: Racial bias scores according to LIC, LICM , and LICD for several image captioning

models. Captions are encoder with LSTM, BERT-ft, or BERT-pre. Unbiased model is LICM =

25 and LIC = 0.

LSTM BERT-ft BERT-pre

Model LICM LICD LIC LICM LICD LIC LICM LICD LIC

NIC [2] 33.3 ± 1.9 27.6 ± 1.0 5.7 37.0 ± 3.0 36.7 ± 1.1 0.3 34.7 ± 2.1 33.6 ± 1.2 1.1

SAT [27] 31.3 ± 2.3 26.8 ± 0.9 4.5 38.1 ± 2.7 36.5 ± 1.4 1.6 33.9 ± 1.5 33.3 ± 1.3 0.6

FC [54] 33.6 ± 1.0 26.0 ± 0.8 7.6 40.4 ± 2.4 36.4 ± 1.6 4.0 36.9 ± 2.2 32.6 ± 1.2 4.3

Att2in [54] 35.2 ± 2.3 26.6 ± 0.9 8.6 40.4 ± 2.0 36.1 ± 1.2 4.3 36.8 ± 1.9 32.7 ± 1.1 4.1

UpDn [4] 34.4 ± 2.1 26.6 ± 0.9 7.8 40.2 ± 1.7 36.9 ± 1.2 3.3 36.5 ± 2.5 33.2 ± 1.2 3.3

Transformer [42] 33.3 ± 2.3 27.2 ± 0.8 6.1 39.4 ± 1.7 37.4 ± 1.3 2.0 36.2 ± 2.2 34.1 ± 1.2 2.1

OSCAR [5] 32.9 ± 1.8 27.0 ± 1.0 5.9 39.4 ± 2.3 36.9 ± 0.9 2.5 35.5 ± 2.5 32.9 ± 1.1 2.6

NIC+ [3] 34.9 ± 1.5 27.3 ± 1.2 7.6 39.5 ± 2.6 37.1 ± 1.3 2.4 36.8 ± 2.4 33.6 ± 1.3 3.2

NIC+Equalizer [3] 34.5 ± 2.8 27.3 ± 0.8 7.2 38.7 ± 3.1 36.6 ± 1.3 2.1 36.0 ± 2.2 33.4 ± 1.4 2.6

• OSCAR [5] leverages region-based deep visual features [4] extracted by a Faster-RCNN

[66]. Therefore, instead of masking the objects, people, or both in the images, we remove

the region-based features whose bounding box overlaps with the ground truth bounding

by more than 50 percent.

2.9 List of gender-related words

We list the gender-related words that are replaced with the special token when inputting to

gender classifiers: woman, female, lady, mother, girl, aunt, wife, actress, princess, waitress,

sister, queen, pregnant, daughter, she, her, hers, herself, man, male, father, gentleman, boy,

uncle, husband, actor, prince, waiter, son, brother, guy, emperor, dude, cowboy, he, his, him,

himself and their plurals. Orange/Olive denotes feminine/masculine words used to calculate

Ratio, Error, BA, and DBAG.
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2.10 Visual examples

Here, we show more visual examples that could not be included in the main paper due to space

limitations. Figure 2.5 shows generated captions and their bias score for all the models evalu-

ated in the main paper. Additionally, Figure 2.6 shows more examples where NIC+Equalizer

produces words strongly associated with gender stereotypes even when the evidence is not con-

tained in the image. Whereas in the main paper we showed samples for women, here we show

samples for men. It can be seen that NIC+Equalizer generates male-related words (e.g., suit,

tie), and thus, obtain a higher bias score. We also show additional examples when images

are partly masked in Figure 2.7. The generated caption when the person (man) and the most

correlated object (bicycle) are masked still contains a large bias score towards male.

2.11 Additional results

We compare LIC for race when using different language encoders in Table 2.5. As with gender

bias, the results show that LIC is consistent across different language models.

2.12 Potential negative impact

A potential negative impact of the use of the LIC metric to evaluate societal bias in image

captioning is that researchers and computer vision practitioners may underestimate the bias and

their impact in their models. Although it is important to have a tool to measure societal bias in

computer vision models, we need to note that none metric can ensure the actual amount of bias.

In other words, even if LIC (or any other metric) is small, or even zero, the model may still be

biased. Therefore, relying on a single metric may overlook the problem.

Additionally, whereas we use the value of LIC as the amount of bias amplification on a

model, the definition of bias is different among existing work. As there is no standard defini-

tion of bias for image captioning, we should notice that our method is, perhaps, not the most
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appropriate one for all the contexts, and researchers should carefully consider which metric to

use according to each application.
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a woman is sitting on a bench outside

Bias Score

NIC

Equalizer

Humans an image of a blonde women with an umbrella on a sunny day

a woman holding a bunch of green bananas

SAT

FC

Att2in

UpDn

Transformer

OSCAR a woman walking down a street with an umbrella

a woman with a umbrella walking down a stone wall

a woman standing in the street holding an umbrella

a woman standing in front of a building

a woman standing in front of a black and white photo of a teddy bear 

a woman standing in front of a stone wall

a man riding a skateboard down a street

Bias Score

NIC

Equalizer

Humans people on the road skating near a park 

a man riding a skateboard down a street

SAT

FC

Att2in

UpDn

Transformer

OSCAR a group of people riding skateboards in a parking lot 

a group of young men riding skateboards in a parking lot

a man riding a skateboard in a skate park

a group of people riding skateboards down a street

a group of people riding skateboards on a street

a man riding a skateboard down a street

Female Male

Bias Score

OSCAR a woman sitting in a chair with a teddy bear 

a woman in a red dress holding a teddy bear

NIC

Equalizer

Humans a girl who has a teddy bear on her shoulders

a woman wearing a hat and a hat

SAT

FC

Att2in

UpDn

Transformer a woman is posing with a stuffed animal

a woman sitting on a chair with a teddy bear

a woman sitting in a chair with a teddy bear

a woman holding a cell phone in a room 

a woman in a black dress and a teddy bear

Figure 2.5: For each caption generated by humans or the models evaluated in the paper, we

show our proposed bias score for female and male attributes. The contribution of each word to

the bias score is shown in gray-scale (bold for the word with the highest contribution). Gender

related words are masked during training and testing.
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    Female
    Male

a man in a suit and tie standing on a sidewalk

Bias Score

Female Male

NIC

Equalizer

Humans

Bias Score

a man sitting in a chair holding a cell phoneNIC

Equalizer

Humans

a man in a suit and tie holding a cell phone

a man holding a hot dog in his right hand

a man standing on the street holding a skateboard

a man standing on a beach holding a skateboard

Figure 2.6: Measuring gender bias in MSCOCO captions [1]. For each caption generated by

humans, NIC [2], or NIC+Equalizer [3], we show our proposed bias score for female and male

attributes. The contribution of each word to the bias score is shown in gray-scale (bold for

the word with the highest contribution). Gender related words are masked during training and

testing.
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a man riding a 
bike down a dirt 
road (0.82)

a man riding a 
bike down a dirt 
road (0.86)

a man jumping in 
the air with a 
frisbee (0.71)

a man is holding a 
frisbee in the air 
(0.68)

w/o person

Original

w/o both

w/o object

Female Male 

Figure 2.7: Generated captions and bias scores when images are partly masked.
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Chapter 3

Model-Agnostic Gender Debiased Image

Captioning

3.1 Overview

baseline
a man wearing a suit holding a banana

+LIBRA       
a man in a jacket holding a banana

(a) context → gender bias mitigation (b) gender → context bias mitigation

baseline
a young boy holding a baseball bat

+LIBRA       
a young boy holding a plastic frisbee

baseline 
a young boy riding a skateboard

+LIBRA       
a young girl riding a skateboard

baseline
a man riding a wave on a surfboard

+LIBRA       
a woman catching a wave on a surfboard

Figure 3.1: Generated captions by a baseline captioning model (UpDn [4]) and LIBRA. We

show the baseline suffers from context → gender/gender → context biases, predicting incorrect

gender or incorrect word (e.g., in the left example, skateboard highly co-occurs with men in the

training set, and the baseline incorrectly predicts boy). Our proposed framework successfully

modifies those incorrect words.
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In computer vision, societal bias, for which a model makes adverse judgments about spe-

cific population subgroups usually underrepresented in datasets, is increasingly concerning

[22, 24, 33–35, 43, 48, 67–69]. A renowned example is the work by Buolamwini and Ge-

bru [22], which demonstrated that commercial facial recognition models predict Black women

with higher error rates than White men. The existence of societal bias in datasets and mod-

els is extremely problematic as it inevitably leads to discrimination with potentially harmful

consequences against people in already historically discriminated groups.

One of the computer vision tasks in which societal bias is prominent is image captioning [2,

27], which is the task of generating a sentence describing an image. Notably, image captioning

models not only reproduce the societal bias in the training datasets, but also amplify it. This

phenomenon is known as bias amplification [70–74] and makes models produce sentences more

biased than the ones in the original training dataset. As a result, the generated sentences can

contain stereotypical words about attributes such as gender that are sometimes irrelevant to the

images.

Our study focuses on gender bias in image captioning models. First, based on the observa-

tions in previous work [3, 45, 50, 75, 76], we hypothesize that there exist two different types of

biases affecting captioning models:

Type 1. context → gender bias, which makes captioning models exploit the context of an

image and precedently generated words, increasing the probability of predicting certain

gender, as shown in Figure 3.1 (a).

Type 2. gender → context bias, which increases the probability of generating certain words

given the gender of people in an image, as shown in Figure 3.1 (b).

Both types of biases can result in captioning models generating harmful gender-stereotypical

sentences.

A seminal method to mitigate gender bias in image captioning is Gender equalizer [3],

which forces the model to focus on image regions with a person to predict their gender cor-

rectly. Training a captioning model using Gender equalizer successfully reduces gender mis-
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A w
om

an in a suit

C
lassifier

A m
an in a suit

S
w

ap 

man

woman

T5 (finetuned)

A w
om

an in a suit

M
ask 

A w
om

an in a <m
ask>

A w
om

an in a skirt

Biased 
Captions

A woman in a suit

Original 
Captions

A man in a suit

M
ask 

A <m
ask> in a suit

Filtering 

A w
om

an in a skirt

Transformer Decoder

Biased Caption Synthesis

context → gender

gender → context

A woman in a suit

Debiasing Caption Generator

Transformer Encoder

Cross Attention

Original Caption

Mask 

Textual / Visual Embeddings

Figure 3.2: Overview of LIBRA. For the original captions (i.e., ground-truth captions written

by annotators), we synthesize biased captions with context → gender or/and gender → context

bias (Biased Caption Synthesis). Then, given the biased captions and the original images, we

train an encoder-decoder captioner, Debiasing Caption Generator, to debias the input biased

captions (i.e., predict original captions).

classification (reducing context → gender bias). However, focusing only on decreasing such

bias can conversely amplify the other type of bias [50, 75]. For example, as shown in Figure

3.6, a model trained to correctly predict the gender of a person can produce other words that are

biased toward that gender (amplifying gender → context bias). This suggests that methods for

mitigating bias in captioning models must consider both types of biases.

We propose a method called LIBRA (model-agnostic debiasing framework) to mitigate bias

amplification in image captioning by considering both types of biases. Specifically, LIBRA

consists of two main modules: 1) Biased Caption Synthesis (BCS), which synthesizes gender-

biased captions (Section 3.3), and 2) Debiasing Caption Generator (DCG), which mitigates bias

from synthesized captions (Section 3.4). Given captions written by annotators, BCS synthesizes

biased captions with gender → context or/and context → gender biases. DCG is then trained to

recover the original caption given a ⟨synthetic biased caption, image⟩ pair. Once trained, DCG

can be used on top of any image captioning models to mitigate gender bias amplification by
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taking the image and generated caption as input. Our framework is model-agnostic and does

not require retraining image captioning models.

Extensive experiments and analysis, including quantitative and qualitative results, show that

LIBRA reduces both types of gender biases in most image captioning models on various metrics

[3,23,45, 75]. This means that DCG can correct gender misclassification caused by the context

of the image/words that is biased toward a certain gender, mitigating context → gender bias

(Figure 3.1 (a)). Also, it tends to change words skewed toward each gender to less biased ones,

mitigating gender → context bias (Figure 3.1 (b)). Furthermore, we show that evaluation of

the generated captions’ quality by a metric that requires human-written captions as ground-

truth (e.g., BLEU [8] and SPICE [9]) likely values captions that imitate how annotators tend to

describe the gender (e.g.., women posing vs. men standing).

3.2 Related work

Societal bias in image captioning In image captioning [4,51], societal bias can come from both

the visual and linguistic modalities [3, 6, 50]. In the visual modality, the image datasets used to

train captioning models are skewed regarding human attributes such as gender [6,23,32,77,78],

in which the number of images with men is twice as much as those of women in MSCOCO

[28]. Additionally, captions written by annotators can also be biased toward a certain gender

because of gender-stereotypical expressions [6, 76], which can be a source of bias from the

linguistic modality. Models trained on such datasets not only reproduce societal bias but amplify

it [3, 6, 50, 75]. This phenomenon is demonstrated by Burns et al.. [3], which showed that

image captioning models learn the association between gender and objects and make gender

distribution in the predictions more skewed than in datasets. We show that LIBRA can mitigate

such gender bias amplification in various captioning models. What is better, we demonstrate

that our model often produces less gender-stereotypical captions than the original captions.

Mitigating societal bias Mitigation of societal bias has been studied in many tasks [12, 23,

31, 37, 39, 45, 49, 79–82], such as image classification [83] and visual semantic role labeling
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[84]. For example, Wang et al.. [39] proposed an adversarial debiasing method to mitigate

gender bias amplification in image classification models. In image captioning, Burns et al. [3]

proposed the Gender equalizer we described in Section 3.1 to mitigate context → gender bias.

However, recent work [50, 75] showed that focusing on mitigating gender misclassification can

lead to generating gender-stereotypical words and amplifying gender → context bias. LIBRA

is designed to mitigate bias from the two types of biases.

Image caption editing DCG takes a ⟨caption, image⟩ pair as input and debiases the caption.

This process is aligned with image caption editing [15, 85, 86] for generating a refined caption.

These models aim to correct grammatical errors and unnatural sentences but not to mitigate

gender bias. In Section 3.5.3, we compare DCG with a state-of-the-art image caption editing

model [15] and show that a dedicated framework for addressing gender bias is necessary.

3.3 Biased caption synthesis

Figure 3.2 shows an overview of LIBRA, consisting of BCS and DCG. This section introduces

BCS to synthesize captions with both context → gender or/and gender → context biases.

Notation Let D = {(I, y)} denote a training set of the captioning dataset, where I is an image

and y = (y1, . . . , yN) is the ground-truth caption with N tokens. Dg denotes a subset of D,

which is given by filter FGW as

Dg = FGW(D), (3.1)

FGW keeps captions that contains either women or men words (e.g., girl, boy).1 Therefore,

samples in Dg come with a gender attribute g ∈ G, where G = {female,male}.2 We define the

set that consists of women and men words as gender words.

1We pre-defined women and men words. The list is in the appendix.
2In this work, we focus on binary gender categories in our framework and evaluation by following previous

work [3, 23]. We recognize that the more inclusive gender categories are preferable, and it is the future work.
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3.3.1 Context → gender bias synthesis

Merged

A woman with a beer is wearing a gray tie

A woman with a umbrella is wearing a gray shirt

A man with a hat is wearing a gray tie

T5-generation

Merged 

A woman in the water trying to grab a frisbee

A woman in the kitchen trying to grab a pizza

A man in the air trying to grab a frisbee

T5-generation

Original

A man with a beer is wearing a gray tie
Gender-swapping

A man in the water trying to grab a frisbee
Gender-swapping

Original

Figure 3.3: Biased captions synthesized by BCS. Gender-swapping denotes synthesized cap-

tions by swapping the gender words (Section 3.3.1). T5-generation denotes synthesized cap-

tions by T5 (Section 3.3.2). Merged represents biased captions synthesized by applying T5-

generation and Gender-swapping (Section 3.3.3).

Context → gender bias means gender prediction is overly contextualized by the image and

caption. Therefore, the gender should be predictable from the image and caption context when

the caption has context → gender bias. The idea of synthesizing context → gender biased

captions is thus to swap the gender words in the original caption to make it consistent with the
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context when the gender predicted from the context is skewed toward the other gender. Since an

original caption faithfully represents the main content of the corresponding image [87, 88], we

can solely use the caption to judge if both image and caption are skewed. To this end, we train

a sentence classifier that predicts gender from textual context to synthesize biased captions. We

introduce the detailed steps.

Masking Captions with context → gender bias are synthesized for Dg. Let FPG denote the

filter that removes captions whose gender is predictable by the sentence classifier. Given y ∈

Dg, FPG instantiated by first masking gender words and replacing corresponding tokens with the

mask token to avoid revealing the gender, following [75]. We denote this gender word masking

by mask(·).

Gender classifier We then train3 gender classifier fg to predict the gender from masked cap-

tion as

ĝ = fg(y) = argmaxg p(G = g|mask(y)) (3.2)

where p(G = g|mask(y)) is the probability of being gender g given masked y. FPG is then

applied to Dg as:

FPG(Dg) = {y ∈ Dg|ĝ(y) ̸= g}, (3.3)

recalling ĝ is a function of y.

Gender swapping The inconsistency of context y′ and gender g means that y′ is skewed to-

ward the other gender; therefore, swapping gender wards (e.g., man → woman) in y ∈ FPG(Dg)

results in a biased caption. Letting swap(·) denote this gender swapping operation, the aug-

menting set ACG is given by:

ACG = {swap(y)|y ∈ FPG(Dg)}. (3.4)

3Refer to the appendix for training details.
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Figure 3.3 shows some synthetically biased captions (refer to Gender-swapping). We can

see that the incorrect gender correlates with context skewed toward that gender. For instance,

in the top example, tie is skewed toward men based on the co-occurrence of men words and tie.

3.3.2 Gender → context bias synthesis

Our idea for synthesizing captions with gender → context bias is to sample randomly modified

captions of y and keep ones with the bias. Sampling modified captions that potentially suffer

from this type of bias is not trivial. We thus borrow the power of a language model. That

is, captions with gender → context bias tend to contain words that well co-occur with gender

words, and this tendency is supposedly encapsulated in a language model trained with a large-

scale text corpus. We propose to use the masked token generation capability of T5 [89] to

sample modified captions and filter them for selecting biased captions.

T5 masked word generation T5 is one of the state-of-the-art Transformer language models.

For better alignment with the vocabulary in the captioning dataset, we finetune T5 with D by

following the process of training the masked language model in [60].4 After finetuning, we

sample randomly modified captions using T5. Specifically, we randomly mask 15% of the

tokens in y ∈ D. Note that we exclude tokens of the gender words if any as they serve as the

only cue of the directionality of bias (either men or women).

Let yM denote a modified y whose m-th token (m ∈ M) is replaced with the mask token.

The masked token generator by T5 can complete the masked tokens solely based on yM, i.e.,

ŷ = T5(yM). With this, we can sample an arbitrary number of ŷ’s to make a T5-augmented set

DT5 as5:

DT5 = {ŷ = T5(yM)|y ∈ D,M ∼ R}, (3.5)

where M is sampled from set R of all possible masks.

4Refer to the appendix for the details of this finetuning.
5We remove trivial modification that replaces a word with its synonyms based on WordNet [90] and unnatural

captions with dedicated classifier. More details can be found in the appendix.
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Filtering We then apply a filter to DT5 to remove captions that decrease gender → context

bias, which is referred to as gender filter. We thus borrow the idea in Eq. (3.3). For this, we only

use captions in DT5 that contain the gender words, i.e., DT5,g = FGW(DT5), to guarantee that

all captions have gender attribute g. To collectively increase gender → context bias in the set,

we additionally use condition d(y′, y) = p(G = g|mask(y′)) − p(G = g|mask(y)) > δ, which

means the gender of y′ ∈ DT5,g should be more predictable than the corresponding original

y ∈ Dg by a predefined margin δ. Gender filter FGF is given by:

FGF(DT5,g,Dg) = {y′ ∈ DT5,g|ĝ(y′) = g, d(y′, y) > δ}. (3.6)

The appendix shows that FGF can keep more gender-stereotypical sentences than the original

captions.

With the gender filter, augmenting set AGC is given as the intersection of the filtered sets as:

AGC = FGF(DT5,g,Dg). (3.7)

As a result, the synthesized captions contain gender-stereotypical words that often co-occur

with that gender as shown in Figure 3.3 (refer to T5-generation). For example, in the bottom

sample, kitchen co-occurs with women words about twice as often as it co-occurs with men

words in D, amplifying gender → context bias.

3.3.3 Merging together

For further augmenting captions, we merge the processes for augmenting both context →

gender and gender → context biases, which is given by:

A = {swap(y)|y ∈ FPG(DT5,g)}, (3.8)

which means that the process for synthesizing context → gender bias in Eqs. (3.3) and (3.4) is

applied to T5 augmented captions. In this way, the textual context becomes skewed toward the

new gender. Some synthesized samples can be found in Figure 3.3 (refer to Merged).
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3.4 Debiasing caption generator

DCG is designed to mitigate the two types of gender bias in an input caption to generate a

debiased caption.

Architecture DCG has an encoder-decoder architecture. The encoder is a Transformer-based

vision-and-language model [91] that takes an image and text as input and outputs a multi-modal

representation. The decoder is a Transformer-based language model [92] that generates text

given the encoder’s output. The encoder’s output is fed into the decoder via a cross-attention

mechanism [93].

Training Let D⋆ = ACG ∪ AGC ∪ A = {(I, y⋆)} denote the set of synthetic biased captions

where y⋆ is a biased caption. When training DCG, given a (I , y⋆) pair, we first mask 100η

percent of words in the input caption. The aim is to add noise to the input sentence so DCG

can see the image when refining the input caption, avoiding outputting the input sentence as

it is by ignoring the image. The masked caption is embedded to ȳ by word embedding and

position embedding. The input image I is embedded to Ī through linear projection and position

embedding. ȳ and Ī are fed into the DCG encoder, and the output representation of the encoder

is inputted to the DCG decoder via a cross-attention mechanism. DCG is trained to recover the

original caption y with a cross-entropy loss Lce as

Lce = −
N∑
t=1

log p(yt|y1:t−1, I, y
⋆) (3.9)

where p is conditioned on the precedently generated tokens, and I and y⋆ through the cross-

attention from the encoder. The trained DCG learns to mitigate two types of biases that lie in

the input-biased captions.

Inference We apply the trained DCG to the output captions of captioning models. Let yc denote

a generated caption by an image captioning model. As in training, given a pair of (I , yc), we

first mask 100η percent of words in the input caption. Then, DCG takes the masked caption

and image and generates a debiased caption. DCG can be used on top of any image captioning
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Table 3.1: Dataset construction. Swap denotes synthesized captions by Gender-swapping (Sec-

tion 3.3.1). T5 denotes synthesized captions by T5-generation (Section 3.3.2). Ratio represents

the ratio of the number of each type of biased data.

Synthesis method

Swap T5 Merged Ratio Num. sample

! ! - 1:1:0 57,284

- ! ! 0:1:1 114,568

! ! ! 1:2:1 114,568

models and does not require training in captioning models to mitigate gender bias.

3.5 Experiments

Dataset We use MSCOCO captions [1]. For training captioning models, we use the MSCOCO

training set that contains 82, 783 images. For evaluation, we use a subset of the MSCOCO val-

idation set, consisting of 10, 780 images, that come with binary gender annotations from [6].

Each image has five captions from annotators.

For synthesizing biased captions with BCS, we use the MSCOCO training set. The max-

imum number of synthetic captions by Gender-swapping is capped by |FPG(Dg)| = 28, 642,

while T5-generation and Merged can synthesize an arbitrary number of captions by sampling

M. We synthesize captions so that the number of captions with gender swapping (i.e., Gender-

Swapping and Merged) and T5-generation can be balanced as in Table 3.1.

Bias metrics We mainly rely on three metrics to evaluate our framework: 1) LIC [75], which

compares two gender classifiers’ accuracies trained on either generated captions by a captioning
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model or human-written captions. Higher accuracy of the classifier trained on a model’s predic-

tions means that the model’s captions contain more information to identify the gender in images,

indicating gender → context bias amplification, 2) Error [3], which measures the gender mis-

classification ratio of generated captions. We consider Error to evaluate context → gender

bias whereas it does not directly measure this bias (discussed in the appendix) , and 3) Bi-

asAmp [23], a bias amplification measurement based on word-gender co-occurrence, which

is possibly the cause of gender → context bias. More details about these bias metrics are

described in the appendix.

Captioning metrics The accuracy of generated captions is evaluated on reference-based met-

rics that require human-written captions to compute scores, specifically BLEU-4 [8], CIDEr

[52], METEOR [10], and SPICE [9]. While those metrics are widely used to evaluate caption-

ing models, they often suffer from disagreements with human judges [7]. Thus, we also use

a reference-free metric, CLIPScore [7], that relies on the image-text matching ability of the

pre-trained CLIP. CLIPScore has been shown to have a higher agreement with human judgment

than reference-based metrics.

Captioning models We evaluate two standard types of captioning models as baselines: 1)

CNN encoder-LSTM decoder models (NIC [2], SAT [27], FC [54], Att2in [54], and UpDn [4])

and 2) state-of-the-art Transformer-based models (Transformer [42], OSCAR [5], ClipCap [94],

and GRIT [11]). Note that most of the publicly available pre-trained models are trained on the

training set of the Karpathy split [57] that uses the training and validation sets of MSCOCO for

training. As we use the MSCOCO validation set for our evaluation, we retrain the captioning

models on the MSCOCO training set only.

Debiasing methods As debiasing methods, we compare LIBRA against Gender equalizer

[3]. Gender equalizer utilizes extra segmentation annotations in MSCOCO [28], which are

not always available. The method is not applicable to captioning models that use object-based

visual features such as Faster R-CNN [66] because the pre-trained detector’s performance drops
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OSCAR
a man riding a wave on top of a surfboard

+LIBRA
a woman riding a wave on top of a surfboard

OSCAR
a man flying through the air while riding a skateboard

+LIBRA
a girl glides through the air while riding a skateboard

GT gender: Male

GT gender: Female

Figure 3.4: Gender misclassification of LIBRA (Top). Gender misclassification of OSCAR [5]

(Bottom). GT gender denotes ground-truth gender annotation in [6].

considerably for human-masked images.6 In the experiment, we apply Gender equalizer and

LIBRA to debias NIC+, which is a variant of NIC with extra training on images of female/male

presented in [3].

For LIBRA, we use δ = 0.2. The vision-and-language encoder of DCG is Vilt [91], and

the decoder is GPT-2 [92]. Unless otherwise stated, we use the combination of biased data

composed of T5-generation and Merged in Table 3.1. We set η = 0.2 and conduct ablation

studies of the settings in Section 3.5.4 and the appendix.

3.5.1 Bias mitigation analysis

We apply LIBRA on top of all the captioning models to evaluate if it mitigates the two types of

gender biases. We also report caption evaluation scores based on captioning metrics. Results

are shown in Table 3.2. We summarize the main observations as follows:
6Faster-RCNN mAP drops from 0.41 to 0.37, and for the person class recall drops from 0.79 to 0.68.
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Baseline 
A man standing in front of a white truck

+LIBRA
A man posing in front of a white truck

BLEU-4: 79.6

SPICE: 42.9 CLIPScore: 74.6

BLEU-4: 47.5

SPICE: 30.8 CLIPScore: 76.7

References
- A man is standing next to his ice cream truck
- A man standing in front of a white ice cream truck
- A man is standing in front of his ice cream vehicle
- A ice cream truck parked on the side of the road 
with the driver standing beside it
- A man is standing next to an ice cream truck

METEOR: 43.8 METEOR: 33.7

Figure 3.5: CLIPScore [7] vs. reference-based metrics [8–10]. References denote the ground-

truth captions written by annotators. Bold words in the generated captions mean the difference

between baseline and LIBRA. Highlighted words in references denote the words that match the

bold word in the baseline. We can see that CLIPScore is more robust against word-changing.

LIBRA mitigates gender → context bias. The results on LIC show that applying LIBRA

consistently decreases gender → context bias in all the models. We show some examples of

LIBRA mitigating bias in Figure 3.1 (b). For example, in the second sample from the right, the

baseline, UpDn [4], produces the incorrect word, suit. The word suit is skewed toward men,

co-occurring with men 82% of the time in the MSCOCO training set. LIBRA changes suit to

jacket, mitigating gender → context bias. Besides, in some cases where LIC is negative (i.e.,

NIC, SAT, FC, Att2in, and ClipCap), the gender → context bias in the generated captions by

LIBRA is less than those of human annotators. In the appendix, we show some examples that

LIBRA generates less biased captions than annotators’ captions.

The results of BiasAmp, which LIBRA consistently reduces, show that LIBRA tends to

equalize the skewed word-gender co-occurrences. For example, LIBRA mitigates the co-

occurrence of the word little and women from 91% in captions by OSCAR to 60%. Results on

BiasAmp support the effectiveness of LIBRA regarding the ability to mitigate gender → context
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bias.

LIBRA mitigates context → gender bias in most models. The Error scores show that LIBRA

reduces gender misclassification in most models except for OSCAR and GRIT (3.0 → 4.6 for

OSCAR, 3.5 → 4.1 for GRIT). We investigate the error cases when LIBRA is applied to OS-

CAR and find that gender misclassification of LIBRA is often caused by insufficient evidence to

identify a person’s gender. For instance, in the top example in Figure 3.4, the ground-truth gen-

der annotation is male, and OSCAR generates man although the person is not pictured properly

enough to determine gender.7 This may suggest that OSCAR learns to guess the gender based

on the context, in this case, skateboard8 to increase gender classification accuracy. However,

this causes context → gender bias for images with a gender-context combination rarely seen

in the dataset (e.g., women-surfing). In Figure 3.4 (bottom), OSCAR predicts incorrect gender

for the image with a male-biased context.9 In the appendix, we discuss possible solutions for

reducing gender misclassification without relying on the context.

LIBRA is good at CLIPScore. The results of the captioning metrics show that CLIPScore

is better or almost as high as the baselines when applying LIBRA. As CLIPScore is based on

an image-caption matching score, we can confirm that LIBRA does not generate less biased

sentences by producing irrelevant words to images. This observation verifies that applying

LIBRA on top of the captioning models does not hurt the quality of captions.

CLIPScore versus other metrics. While LIBRA works well on CLIPScore, the score in the

reference-based metrics decreases for some models. We examine the cause of the inconsistency

between CLIPScore and reference-based metrics and find that generating words that reduce bias

hurts reference-based metrics. We show an example in Figure 3.5. LIBRA changes standing

to posing, which is also a valid description of the image. However, the scores of reference-

based metrics substantially drop (e.g., 79.6 → 47.5 in BLEU-4). Human annotators tend to

7Previous work [76] has shown human annotators possibly annotate gender from context for images without

enough cues to judge gender.
8Skateboard is highly skewed toward men in the dataset, which co-occurs with men more than 90%.
9Surfboard highly co-occur with men in MSCOCO.
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Original 
a man and a baby elephant standing in the water

+Equalizer
a woman in a bikini standing next to a dog

+LIBRA
a woman and a baby elephant standing in the sand

Original 
a man and a woman standing next to each other

+Equalizer
a man in a suit is holding a laptop

+LIBRA
a man and a child standing next to each other

Figure 3.6: LIBRA vs. Gender equalizer [3].

use posing for women.10 Therefore, reference-based metrics value captions that imitate how

annotators describe each gender. On the other hand, LIBRA tends to change words skewed

toward each gender to more neutral ones, which can be the cause of decreasing scores in the

reference-based metrics.

3.5.2 Comparison with other bias mitigation

We compare the performance of LIBRA and Gender equalizer [3] on NIC+ [2], following

the code provided by the authors. The results are shown in Table 3.3. As reported in pre-

vious work [50, 75], Gender equalizer amplifies gender → context bias (1.4 → 6.8 in LIC)

while mitigating gender misclassification (14.6 → 7.8 in Error). In contrast, LIBRA mitigates

gender → context and context → gender biases, specifically 1.4 → 0.4 in LIC and 14.6 → 5.1

in Error. In the upper sample of Figure 3.6, LIBRA predicts the correct gender while not gener-

ating gender-stereotypical words. The results of the comparison with Gender equalizer highlight

10The co-occurrence of women and posing is more than 60% of the time in the MSCOCO training set.
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the importance of considering two types of biases for gender bias mitigation.

3.5.3 Comparison with image caption editing model

We compare LIBRA with a state-of-the-art image caption editing model [15] (refer to ENT).

Specifically, we apply LIBRA and ENT on top of the various captioning models and evaluate

them in terms of bias metrics and captioning metrics. We re-train ENT by using the captions

from SAT [27] for textual features. The results for OSCAR [5] are shown in Table 3.4. The

complete results are in the appendix. As for LIC, while LIBRA consistently mitigates gender →

context bias, ENT can amplify the bias in some baselines (SAT, Att2in, OSCAR, ClipCap,

GRIT). Regarding Error, LIBRA outperforms in most baselines except for OSCAR and GRIT.

From these observations, we conclude that a dedicated framework for addressing gender bias is

necessary to mitigate gender bias.

3.5.4 Ablations

We conduct ablation studies to analyze the influence of different settings of LIBRA. Here, we

show the results when applying LIBRA to UpDn [4] and OSCAR [5]. The complete results of

all the baselines are in the appendix.

Combinations of synthetic data We compare the performance of the different dataset com-

binations for training DCG in Table 3.1. The results are shown in Table 3.5. The Error score

of T5-generation and Merged is consistently the best among the combinations. As for LIC, the

results are not as consistent, but still DCG trained on all types of combinations decreases the

score. We chose T5-generation and Merged as it well balances LIC and Error.

Synthetic data evaluation To demonstrate the effectiveness of BCS, we compare LIBRA

and DCG trained on captions with random perturbation, which does not necessarily increase

gender bias. In order to synthesize such captions, we randomly mask 15 percent of the tokens

in the original captions in Dg and generate words by T5, but without using any filters in Section
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3.3. When selecting masked tokens, we allow choosing gender words so that T5 can randomly

change the gender. As a result, the synthesized captions contain incorrect words, which are

not necessarily due to gender bias. We show the results in Table 3.6. Using biased samples

from BCS to train DCG consistently produces the best results in LIC and Error. From this, we

conclude that BCS, which intentionally synthesizes captions with gender biases, contributes to

mitigating gender biases.

3.6 Conclusion

LIBRA11 is a model-agnostic framework to mitigate both context → gender and gender →

context biases in captioning models. We experimentally showed that LIBRA mitigates gender

bias in multiple captioning models, correcting gender misclassification caused by context and

changing to less gender-stereotypical words. To do this, LIBRA synthesizes biased captions

using a language model and filtering for intentionally increasing gender biases. Interestingly,

the results showed these synthetic captions are a good proxy of gender-biased captions from

various captioning models and facilitate model-agnostic bias mitigation. As future work, we

will use LIBRA to mitigate other types of bias, such as age or skin-tone, which requires specific

annotations, such as the ones in concurrent work [78], and mechanisms to identify each type of

bias.

11This work is partly supported by JST CREST Grant No. JPMJCR20D3, JST FOREST Grant No. JP-

MJFR216O, JSPS KAKENHI No. JP22K12091, and Grant-in-Aid for Scientific Research (A).
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Table 3.2: Gender bias and captioning quality for several image captioning models. Green/red

denotes LIBRA mitigates/amplifies bias with respect to the baselines. For bias, lower is bet-

ter. For captioning quality, higher is better. LIC and BiasAmp are scaled by 100. Note that

CLIPScore for ClipCap can be higher because CLIPScore and ClipCap use CLIP [14] in their

frameworks.

Gender bias ↓ Captioning quality ↑

Model LIC Error BiasAmp BLEU-4 CIDEr METEOR SPICE CLIPScore

NIC [2] 0.5 23.6 1.61 21.9 58.3 21.6 13.4 65.2

+LIBRA -0.3 5.7 -1.47 24.6 72.0 24.2 16.5 71.7

SAT [27] -0.3 9.1 0.92 34.5 94.6 27.3 19.2 72.1

+LIBRA -1.4 3.9 -0.48 34.6 95.9 27.8 20.0 73.6

FC [54] 2.9 10.3 3.97 32.2 94.2 26.1 18.3 70.0

+LIBRA -0.2 4.3 -1.11 32.8 95.9 27.3 19.7 72.9

Att2in [54] 1.1 5.4 -1.01 36.7 102.8 28.4 20.2 72.6

+LIBRA -0.3 4.6 -3.39 35.9 101.7 28.5 20.6 73.8

UpDn [4] 4.7 5.6 1.46 39.4 115.1 29.8 22.0 73.8

+LIBRA 1.5 4.5 -2.23 37.7 110.1 29.6 22.0 74.6

Transformer [42] 5.4 6.9 0.09 35.0 101.5 28.9 21.1 75.3

+LIBRA 2.3 5.0 -0.26 33.9 98.7 28.6 20.9 75.7

OSCAR [5] 2.4 3.0 1.78 39.4 119.8 32.1 24.0 75.8

+LIBRA 0.3 4.6 -1.95 37.2 113.1 31.1 23.2 75.7

ClipCap [94] 1.1 5.6 1.51 34.8 103.7 29.6 21.5 76.6

+LIBRA -1.5 4.5 -0.57 33.8 100.6 29.3 21.4 76.0

GRIT [11] 3.1 3.5 3.05 42.9 123.3 31.5 23.4 76.2

+LIBRA 0.7 4.1 1.57 40.5 116.8 30.6 22.6 75.9
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Table 3.3: Comparison with Gender equalizer [3]. Green/red denotes the bias mitigation method

mitigates/amplifies bias.

Gender bias ↓ Captioning quality ↑

Model LIC Error SPICE CLIPScore

NIC+ [2] 1.4 14.6 17.5 69.9

+Equalizer [3] 6.8 7.8 16.8 69.9

+LIBRA 0.4 5.1 18.9 72.7

Table 3.4: Comparison with image caption editing model. Bold numbers represent the best

scores in ENT [15] or LIBRA.

Gender bias ↓ Captioning quality ↑

Model LIC Error SPICE CLIPScore

OSCAR [5] 2.4 3.0 24.0 75.8

+ENT [15] 5.7 2.8 21.9 72.8

+LIBRA 0.3 4.6 23.2 75.7
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Table 3.5: Comparison of data used for training DCG. Bold numbers denote the best scores

among the types of synthetic datasets.

Synthesis method Gender bias ↓

Model Swap T5 Merged LIC Error

UpDn [4] - - - 4.7 5.6

+LIBRA ! ! - 2.3 6.2

+LIBRA - ! ! 1.5 4.5

+LIBRA ! ! ! 1.1 5.2

OSCAR [5] - - - 2.4 3.0

+LIBRA ! ! - -0.8 6.8

+LIBRA - ! ! 0.3 4.6

+LIBRA ! ! ! 0 5.0

Table 3.6: Comparison with random perturbation. Rand. pert. denotes DCG trained on data

with random perturbation. Bold numbers denote the best scores in the DCG trained on either

biased captions from BCS or captions with random perturbation.

Gender bias ↓ Captioning quality ↑

Model LIC Error SPICE CLIPScore

UpDn [4] 4.7 5.6 22.0 73.8

+Rand. pert. 2.2 5.9 21.8 74.4

+LIBRA 1.5 4.5 22.0 74.6

OSCAR [5] 2.4 3.0 24.0 75.8

+Rand. pert. 2.0 5.6 22.9 75.4

+LIBRA 0.3 4.6 23.2 75.7
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Appendix

3.7 Details of BCS

In this section, we provide the details for BCS.

3.7.1 Training gender classifier

The gender classifier fg is trained on Dg. Specifically, following [75], we split the captions

in Dg into a balanced split with an equal number of samples per female/male, having 66, 526

captions. We use BERT-base [60] with two fully-connected layers with Leaky ReLU as fg and

finetune it on the balanced split. The learning rate is 1× 10−5, and the training is conducted on

5 epochs.

3.7.2 Finetuning T5

Following the masked language model in [60], we finetune T5 on captions in D. Specifically, we

mask 10% of the tokens in the original caption y. Given the masked caption and the positions

of masked tokens M = {m1, . . . ,m|M|}, T5 predicts the probability of masked tokens by∏
m∈M p(ym|y\M), where y\M denotes all words in an input caption y except for masked tokens

{ym}. The sample-wise loss is defined as:

Lmlm = −log
∏
m∈M

p(ym|y\M) (3.10)

where p(ym|y\M) is the output probability of masked token ym given y\M from T5.

3.7.3 Details of T5 masked word generation

To remove trivial modifications, we avoid generating synonyms of the masked tokens by using

WordNet [90]. When selecting masked tokens, we chose nouns/verbs/adjectives/adverbs based

on POS tagging with NLTK [95].

Graduate School of Information Science and Technology, Osaka University



Chapter 3 Model-Agnostic Gender Debiased Image Captioning 59

Original
Two men talk and eat food at a restaurant

Synthesized
Two men talk and prepare food at a table

Gender filter

Original
Woman in a dress in front of a couple of horses

Synthesized
Woman in a suit in front of a group of horses

Figure 3.7: Synthesized captions that are removed by the gender filter.

We apply a filter to remove unnatural captions, called an authenticity filter. The authen-

ticity filter uses a classifier that predicts whether an input sentence is synthetic or authentic.

Specifically, we train classifier fa with DT5,g ∪Dg to predict whether y is from DT5,g or Dg. Let

b ∈ {syn, auth}, prediction b̂ is given by:

b̂ = fa(y) = argmaxb p(B = b|y) (3.11)

where p(B = b|y) is a confidence score that an input caption is b. Thus, if p(B = authy|y) is

close to 1, y is likely to be authentic. We use this classifier to filter less natural captions, i.e.,

FAF(DT5,g) = {y ∈ DT5,g|p(B = auth|y) > α)}, (3.12)

where α is a predefined threshold. We set α = 0.3 and use the same classifier as fg for fa.

3.7.4 Examples of gender/authenticity filter

In Figure 3.7, we show some synthesized captions that are filtered out by the gender filter. The

removed captions do not increase gender bias with respect to the original captions. For instance,
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Table 3.7: Synthesized captions that are passed or removed by the authenticity filter

Original Passed Removed

Woman is sitting near a red train Woman is sitting near a passenger train Woman sits sitting near a red train

A man wearing glasses, suit, and tie A man wearing sunglasses, hat, and tie A man wearing glasses, glasses, and tie

A man fixing the inside of a toilet A man fixing the inside of a kitchen A man holding the inside of a toilet

Women are playing a video game Women are playing a baseball game Women are playing a video show

in the bottom example, the word dress which is skewed toward women is replaced with suit

which is skewed toward men. Thus the synthesized caption reduces gender bias compared to

the original caption, and it is filtered out by the gender filter.

In Table 3.7, we show some synthesized captions that are passed or removed by the au-

thenticity filter. The examples show that the authenticity filter removes unnatural-sounding or

grammatically incorrect captions.

3.8 Details of bias metrics

BiasAmp As for BiasAmp, we also follow the settings presented in [75]. To compute gender-

word co-occurrences, we use the top 1, 000 frequent words in D. Specifically, we select nouns

/ verbs / adjectives / adverbs in the top 1, 000 words. Following [23], we use words that are

strongly related to humans by removing words that do not appear more than 100 times with

women/men words.

3.9 Additional experiments

3.9.1 Comparison with image caption editing model

We compare LIBRA with a state-of-the-art image caption editing model [15] (refer to ENT).

Specifically, we apply LIBRA and ENT on top of the various captioning models and evaluate

them in terms of bias metrics and captioning metrics. We re-train ENT by using the captions
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from SAT [27] for textual features.12 The results are shown in Table 3.8. As for LIC, while

LIBRA consistently mitigates gender → context bias, ENT can amplify the bias in some base-

lines (SAT, Att2in, OSCAR, ClipCap, GRIT). Regarding Error, LIBRA outperforms in most

baselines except for OSCAR and GRIT. From these observations, we conclude that a dedicated

framework for addressing gender bias is necessary to mitigate gender bias.

3.9.2 Analysis of masking

We evaluate the effectiveness of masking input captions in DCG. Specifically, we compare

LIBRA with DCG whose input captions are not masked (i.e., η = 0). The results are shown in

Table 3.9. We can see that masking the input captions of DCG consistently improves the scores

on bias metrics, which contributes to mitigating two types of biases.

3.9.3 Complete results of ablations

Here, we show the complete results of the ablations in the main paper.

Combinations of synthetic data The complete results of all the baselines are shown in Table

3.10. As in the analysis of the main paper, the results of LIC are not as consistent while DCG

trained on all types of combinations mitigate gender → context bias. Regarding Error, DCG

trained on T5-generation and Merged has the best results.

Synthetic data evaluation Table 3.11 shows the results of the comparison with random per-

turbation. This extended table also shows that biased samples from BCS to train DCG produces

the best results in LIC and Error in most baselines, which shows the effectiveness of BCS in

mitigating gender bias.

12In the original paper, the authors use the captions from AoANet [96]. We use SAT for training ENT as AoANet

is trained on Karpathy split [57].
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3.10 More visual examples

Bias mitigation by LIBRA Figure 3.8 shows the additional examples that LIBRA mitigates

context → gender or gender → context bias. For instance, in the left example of (a), the word

motorcycle highly co-occurs with men in the MSCOCO training set,13 and the baseline predicts

the incorrect gender man probably due to context → gender bias. Applying LIBRA on top of

the baseline results in mitigating that bias by predicting the correct gender.

Synthesized captions by BCS In Figure 3.9, we show some additional examples of the

synthesized captions by BCS. The synthesized captions contain context → gender or/and

gender → context biases.

LIBRA vs. human captions The experimental results in the main paper show that LIBRA

generates less biased captions than human annotations, resulting in negative LIC scores. Fig-

ure 3.10 shows some visual examples that LIBRA generates more neutral words than human

captions. For instance, in the left sample, both human and baseline captions contain short skirt,

which is women’s stereotypical words while LIBRA uses more neutral words tennis outfit.

Error cases of LIBRA vs. state-of-the-art models In Figure 3.11, we show the additional

examples of the error cases of LIBRA and the state-of-the-art models, OSCAR [5] and GRIT

[11]. As in the explanation in the main paper, state-of-the-art models can guess gender from the

context when there is no clear evidence to identify gender, which leads to amplify context →

gender bias.

CLIPScore vs. reference-based metrics In Figure 3.12, we show the additional examples

that LIBRA hurts reference-based metrics by generating words that reduce bias whereas LIBRA

does not hurt CLIPScore [7]. For instance, in the left example, the word little is skewed toward

13Co-occurrence of Motorcycle and men is about 2.7 times the co-occurrence of Motorcycle and women.
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ClipCap
a man is flying a kite in a field

+LIBRA       
a woman is flying a kite in a field

(a) context → gender bias mitigation

GRIT
a woman standing in a kitchen

+LIBRA       
a man standing in a kitchen

SAT 
a man sitting on a motorcycle
 
+LIBRA       
a woman stands on a motorcycle

Att2in
A woman holding a teddy bear in a room

+LIBRA       
a man holding a teddy bear in a crowd

(b) gender → context bias mitigation

OSCAR
a woman in a black and white dress

+LIBRA       
a woman in a black and white hat

Transformer
a woman in a colorful dress

+LIBRA       
a woman wearing a top hat

NIC 
a man is on the beach with a surfboard 

+LIBRA       
a man is on the beach with a frisbee

FC
a man wearing a suit and a tie

+LIBRA       
a man wearing a shirt and black tie

Figure 3.8: Generated captions by the baseline captioning models and LIBRA. We show the

baseline suffers from context → gender/gender → context biases, predicting incorrect gender

or incorrect word. Our proposed framework successfully modifies those incorrect words.

women in the training set, and LIBRA changed it to young which is the less biased word.14 Both

captions correctly describe the image, but LIBRA degrades the scores for the reference-based

metrics as human annotators tend to use little for women. On the other hand, CLIPScore is

more robust against such word-changing.

3.11 List of gender words

The gender words that consist of women and men words are as below:

14The co-occurrence of women and little is more than 70% of the time in the MSCOCO training set, while young

is balanced between the gender.
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Merged

A girl in a blue shirt throwing a blue frisbee

A girl in a blue shirt holding a blue umbrella

A boy in a blue shirt throwing a yellow frisbee

T5-generation

Merged 

A man leading a small child on top of a horse

A man leading a small child on top of a motorcycle

A woman holding a small child on top of a horse

T5-generation

Original

A boy in a blue shirt throwing a blue frisbee
Gender-swapping

A woman leading a small child on top of a horse
Gender-swapping

Original

Figure 3.9: Biased captions synthesized by BCS.

humans 
a woman in a short skirt holding a tennis racquet

baseline
a woman in a short skirt holding a tennis racquet

+LIBRA
a woman in a tennis outfit holding a tennis racquet

humans 
a man in a uniform holding a catchers mitt

baseline
a man in a baseball uniform holding a glove

+LIBRA
a man in a blue shirt holding a glove

Figure 3.10: Comparison of captions from human annotators, baseline, and LIBRA.

woman, female, lady, mother, girl, aunt, wife, actress, princess, waitress, daughter, sister,

queen, chairwoman, policewoman, girlfriend, pregnant, daughter, she, her, hers, herself, man,

male, father, gentleman, boy, uncle, husband, actor, prince, waiter, son, brother, guy, em-

peror, dude, cowboy, boyfriend, chairman, policeman, he, his, him, himself and their plurals.

Orange/Olive denote women / men words, respectively.

3.12 Limitations

While LIBRA shows superior performance in mitigating gender bias, it also presents some

limitations.

Attributes other than gender Gender tends to be described in captions. However, other

types of societal biases such as racial bias may not appear as explicitly mentioned in the text

and tend to be more subtle, for which our bias mitigation method may not work properly.
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OSCAR
a woman sitting on a bed with a baby and a dog

+LIBRA
a man sitting on a bed with a baby and a dog

OSCAR
a couple of women standing in a kitchen

+LIBRA
a couple of men standing in a kitchen

GT gender: Female

GT gender: Male

GRIT
a young boy riding a wave on a surfboard

+LIBRA
a young girl riding a wave on a surfboard

GRIT
a man wearing a black jacket and a tie

+LIBRA
a woman wearing a black jacket and a tie

GT gender: Male

GT gender: Female

Figure 3.11: Gender misclassification of LIBRA (Top). Gender misclassification of OSCAR [5]

or GRIT [11] (Bottom). GT gender denotes ground-truth gender annotation in [6].

Baseline 
A little girl standing next to a red fire hydrant

+LIBRA
A young girl standing next to a red fire hydrant

References
- The little girl is standing between the low shrub and 
the fire plug
- A young person standing next to a red fire hydrant
- A little girl leaning against a red fire hydrant.
- A cute little girl standing next to a red fire hydrant.
- A little girl with a stamp on her hand stands beside a 
fire hydrant.

BLEU-4: 96.2

SPICE: 45.2 CLIPScore: 98.8

BLEU-4: 83.1

SPICE: 45.2 CLIPScore: 99.7

METEOR: 51.1 METEOR: 48.6

≡ ≡

Baseline 
Two men in suits standing next to each other

+LIBRA
Two men in glasses standing next to each other

References
- Two men who are standing near each other.
- The two men wearing suits are posing for a picture.
- Two men in suits are pictured standing and smiling.
- A couple of men in ties and suits with glasses on.
- Two men wearing glasses and wearing suits.

BLEU-4: 36.9

SPICE: 38.1 CLIPScore: 80.0

BLEU-4: 0.0

SPICE: 28.6 CLIPScore: 80.8

METEOR: 41.2 METEOR: 41.2≡ ≡

Figure 3.12: CLIPScore [7] vs. reference-based metrics [8–10]. References denote the ground-

truth captions written by annotators. Bold words in the generated captions mean the difference

between baseline and LIBRA. Highlighted words in references denote the words that match the

bold word in the baseline. We can see that CLIPScore is more robust against word changing.

Error for measuring context → gender bias Even though Error can measure one of the

aspects of context → gender bias where models make an incorrect prediction of gender based

on the context, it does not directly evaluate this bias as it can also occur when predictions are

correct but based on the context. Thus, a metric dedicated to context → gender bias would be

more insightful.

Predicting gender-neutral words In Section 5.1 in the main paper, we showed that gender

misclassification by LIBRA is likely to be caused by the deficient clues to judge gender. A

possible solution to mitigate such misclassification without exploiting contextual cues would
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be to force the model to predict gender-neutral words such as person when there is not enough

information to judge gender. We leave this extension as future work.

3.13 Potential negative impact

While LIBRA mitigates gender bias in the bias metrics, it does not ensure that LIBRA com-

pletely removes bias. In other words, even though LIBRA works on the bias metrics, the cap-

tioning models can still be biased. Thus, a potential negative impact of the use of LIBRA to

mitigate gender bias is that the users of LIBRA may become overly confident that LIBRA elim-

inates gender bias and overlook the problem of gender bias in captioning models. We should

carefully consider gender bias in image captioning as it can also exist in aspects not measured

by existing metrics.
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Table 3.8: Comparison with image caption editing models. Bold numbers represent the best

scores in ENT [15] or LIBRA.

Gender bias ↓ Captioning quality ↑

Model LIC Error BLEU-4 CIDEr METEOR SPICE CLIPScore

NIC [2] 0.5 23.6 21.9 58.3 21.6 13.4 65.2

+ENT [15] -0.3 22.5 25.8 67.7 22.5 14.3 65.3

+LIBRA -0.3 5.7 24.6 72.0 24.2 16.5 71.7

SAT [27] -0.3 9.1 34.5 94.6 27.3 19.2 72.1

+ENT [15] 1.6 9.9 35.3 96.3 27.3 19.2 71.1

+LIBRA -1.4 3.9 34.6 95.9 27.8 20.0 73.6

FC [54] 2.9 10.3 32.2 94.2 26.1 18.3 70.0

+ENT [15] 1.7 10.3 32.9 92.0 26.2 18.2 69.2

+LIBRA -0.2 4.3 32.8 95.9 27.3 19.7 72.9

Att2in [54] 1.1 5.4 36.7 102.8 28.4 20.2 72.6

+ENT [15] 2.8 5.3 37.4 103.2 28.4 20.3 71.6

+LIBRA -0.3 4.6 35.9 101.7 28.5 20.6 73.8

UpDn [4] 4.7 5.6 39.4 115.1 29.8 22.0 73.8

+ENT [15] 3.9 5.6 39.6 110.7 29.4 21.3 72.5

+LIBRA 1.5 4.5 37.7 110.1 29.6 22.0 74.6

Transformer [42] 5.4 6.9 35.0 101.5 28.9 21.1 75.3

+ENT [15] 4.4 6.8 38.6 107.1 28.9 20.8 72.9

+LIBRA 2.3 5.0 33.9 98.7 28.6 20.9 75.7

OSCAR [5] 2.4 3.0 39.4 119.8 32.1 24.0 75.8

+ENT [15] 5.7 2.8 41.4 113.0 30.2 21.9 72.8

+LIBRA 0.3 4.6 37.2 113.1 31.1 23.2 75.7

ClipCap [94] 1.1 5.6 34.8 103.7 29.6 21.5 76.6

+ENT [15] 3.6 5.1 37.4 101.7 28.4 20.1 73.0

+LIBRA -1.5 4.5 33.8 100.6 29.3 21.4 76.0

GRIT [11] 3.1 3.5 42.9 123.3 31.5 23.4 76.2

+ENT [15] 5.2 3.7 42.8 120.3 30.8 22.7 74.0

+LIBRA 0.7 4.1 40.5 116.8 30.6 22.6 75.9
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Table 3.9: Comparison with DCG without masking input captions. Bold numbers denote the

best scores in the DCG with/without masking.

Gender bias ↓ Accuracy ↑

Model LIC Error SPICE CLIPScore

NIC [2] 0.5 23.6 13.4 65.2

+DCG w/o mask -2.1 5.9 15.7 70.5

+LIBRA -0.3 5.7 16.5 71.7

SAT [27] -0.3 9.1 19.2 72.1

+DCG w/o mask -1.3 4.0 19.8 72.8

+LIBRA -1.4 3.9 20.0 73.6

FC [54] 2.9 10.3 18.3 70.0

+DCG w/o mask 0.5 4.4 19.6 72.0

+LIBRA -0.2 4.3 19.7 72.9

Att2in [54] 1.1 5.4 20.2 72.6

+DCG w/o mask 0.7 4.6 20.6 73.0

+LIBRA -0.3 4.6 20.6 73.8

UpDn [4] 4.7 5.6 22.0 73.8

+DCG w/o mask 1.9 4.8 21.9 73.8

+LIBRA 1.5 4.5 22.0 74.6

Transformer [42] 5.4 6.9 21.1 75.3

+DCG w/o mask 4.4 5.6 20.9 74.9

+LIBRA 2.3 5.0 20.9 75.7

OSCAR [5] 2.4 3.0 24.0 75.8

+DCG w/o mask 1.9 4.7 23.4 75.8

+LIBRA 0.3 4.6 23.2 75.7

ClipCap [94] 1.1 5.6 21.5 76.6

+DCG w/o mask 0.5 4.7 21.4 76.2

+LIBRA -1.5 4.5 21.4 76.0

GRIT [11] 3.1 3.5 23.4 76.2

+DCG w/o mask 1.8 4.3 22.8 75.3

+LIBRA 0.7 4.1 22.6 75.9
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Table 3.10: Comparison of data used for training DCG. Bold numbers denote the best scores

among the types of synthetic datasets.

Synthesis method Gender bias ↓

Model Swap T5 Merged LIC Error

NIC [2] - - - 0.5 23.6

+LIBRA ! ! - -0.1 7.5

+LIBRA - ! ! -0.3 5.7

+LIBRA ! ! ! -0.2 6.2

SAT [27] - - - -0.3 9.1

+LIBRA ! ! - -2.0 6.2

+LIBRA - ! ! -1.4 3.9

+LIBRA ! ! ! -2.3 4.8

FC [54] - - - 2.9 10.3

+LIBRA ! ! - 0.5 6.5

+LIBRA - ! ! -0.2 4.3

+LIBRA ! ! ! -0.9 5.0

Att2in [54] - - - 1.1 5.4

+LIBRA ! ! - 2.0 6.7

+LIBRA - ! ! -0.3 4.6

+LIBRA ! ! ! -1.2 5.5

UpDn [4] - - - 4.7 5.6

+LIBRA ! ! - 2.3 6.2

+LIBRA - ! ! 1.5 4.5

+LIBRA ! ! ! 1.1 5.2

Transformer [42] - - - 5.4 6.9

+LIBRA ! ! - 1.5 6.9

+LIBRA - ! ! 2.3 5.0

+LIBRA ! ! ! 2.6 5.8

OSCAR [5] - - - 2.4 3.0

+LIBRA ! ! - -0.8 6.8

+LIBRA - ! ! 0.3 4.6

+LIBRA ! ! ! 0 5.0

ClipCap [94] - - - 1.1 5.6

+LIBRA ! ! - -1.3 6.8

+LIBRA - ! ! -1.5 4.5

+LIBRA ! ! ! -1.7 5.3

GRIT [11] - - - 3.1 3.5

+LIBRA ! ! - -0.8 6.3

+LIBRA - ! ! 0.7 4.1

+LIBRA ! ! ! 0 4.8
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Table 3.11: Comparison with random perturbation. Rand. pert. denotes DCG trained on data

with random perturbation. Bold numbers denote the best scores in the DCG trained on either

biased captions from BCS or captions with random perturbation.

Gender bias ↓ Accuracy ↑

Model LIC Error SPICE CLIPScore

NIC [2] 0.5 23.6 13.4 65.2

+Rand. pert. mask 0.7 7.7 16.4 71.5

+LIBRA -0.3 5.7 16.5 71.7

SAT [27] -0.3 9.1 19.2 72.1

+Rand. pert. -1.5 6.5 19.9 73.4

+LIBRA -1.4 3.9 20.0 73.6

FC [54] 2.9 10.3 18.3 70.0

+Rand. pert. 0.2 6.6 19.8 72.7

+LIBRA -0.2 4.3 19.7 72.9

Att2in [54] 1.1 5.4 20.2 72.6

+Rand. pert. -0.8 5.9 20.4 73.7

+LIBRA -0.3 4.6 20.6 73.8

UpDn [4] 4.7 5.6 22.0 73.8

+Rand. pert. 2.2 5.9 21.8 74.4

+LIBRA 1.5 4.5 22.0 74.6

Transformer [42] 5.4 6.9 21.1 75.3

+Rand. pert. 3.6 6.2 20.7 75.4

+LIBRA 2.3 5.0 20.9 75.7

OSCAR [5] 2.4 3.0 24.0 75.8

+Rand. pert. 2.0 5.6 22.9 75.4

+LIBRA 0.3 4.6 23.2 75.7

ClipCap [94] 1.1 5.6 21.5 76.6

+Rand. pert. 0.5 5.9 21.2 75.8

+LIBRA -1.5 4.5 21.4 76.0

GRIT [11] 3.1 3.5 23.4 76.2

+Rand. pert. 1.8 5.6 22.4 75.8

+LIBRA 0.7 4.1 22.6 75.9
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Chapter 4

Mitigating Societal Bias Beyond Single

Attributes

4.1 Overview

Models trained on biased data can develop prediction rules based on spurious correlations

(i.e., associations devoid of causal relationships), perpetuating and amplifying harmful stereo-

types [97]. For example, image captioning models may generate gendered captions by asso-

ciating gender with depicted activities [98], location [99], or objects [29]. Dataset-level bias

mitigation aims to reduce spurious correlations between labeled image attributes (e.g., teddy

bear) and protected groups (e.g., woman). Resampling approaches balance the co-occurrence

of each attribute with each group [12, 100]. However, models can still exploit correlations be-

tween groups and sets of attributes (e.g., manwith {dog,pizza,couch}), even when individ-

ual attributes are balanced [98]. Moreover, spurious correlations extend to unlabeled attributes,

which current strategies do not address—e.g., gender disparities in image color statistics [101]

or the person-to-object spatial distances [31].

While equal group distributions in real-world datasets are challenging to achieve, generative

text-to-image models now enable targeted image modifications [102–104]. For example, bias
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person, bench, handbag, cell phone

person, bench, handbag, cell phone

person, bench, cell phone 

baseline

over-sampling

ours

person, tie, surfboard

person, tie, surfboard

person, surfboard

baseline

over-sampling

ours

A man riding a skateboard
baseline

A man jumping with a skateboard

A man jumping with a frisbee

LIBRA

ours

A man riding a motorcycle
baseline

A man on a motorcycle on the road

A person working on a motorcycle

LIBRA

ours

(a) Multi-label classification (b) Image captioning

Figure 4.1: (a) Predicted objects by baseline ResNet-50 and with bias mitigation, i.e., over-

sampling [12] versus our method. (b) Generated captions by baseline ClipCap and with bias

mitigation, i.e., LIBRA [13] versus our method. Incorrect predictions, possibly affected by

gender-object correlations, are in red.

detection methods alter image subjects’ appearance to assess counterfactual fairness [105] or

model bias [106, 107]. However, manipulating individuals’ appearances without consent raises

significant ethical and privacy concerns [108–113].

To address these challenges, we create training datasets with text-guided inpainting [102],

ensuring attribute distributions are independent of protected groups. Using masked person im-

ages and text prompts, we generate counterfactual images by inpainting only the masked re-

gions, addressing ethical concerns of altering nonconsensual persons and ensuring equal rep-

resentation of protected groups across attributes. We introduce data filters to mitigate biases

from generative text-guided inpainting models [114–117], evaluating images based on adher-

ence to prompts, preservation of attributes and semantics, and color fidelity, validated by human

evaluators. Unlike prior work [12, 39, 98, 100], training on our counterfactual data decorrelates

both labeled and unlabeled attributes from protected groups without impacting model perfor-

mance. Comprehensive evaluations show our approach significantly reduces prediction rules

based on spurious correlations in multi-label classification and image captioning across various
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architectures (e.g., ResNet-50 [118], Swin Transformer [119]), datasets (COCO [28], OpenIm-

ages [120]), and protected groups (gender, skin tone). Our key contributions are summarized as

follows:

• Introducing a framework for generating synthetic training datasets with group-independent

image attribute distributions.

• Proposing data filtering to mitigate biases introduced by generative inpainting models.

• Conducting quantitative experiments, demonstrating significant bias reduction in classifi-

cation and captioning tasks compared to baselines.

• Identifying limitations of training on combined real and synthetic datasets, emphasizing

the need for cautious synthetic data augmentation.

4.1.1 Related Work

Societal bias in datasets, characterized by demographic imbalances leading to spurious corre-

lations, has been extensively studied [31, 43, 44, 101, 121, 122]. These biases persist and can

be exacerbated by multi-label classifiers [34, 39, 97] and image captioning models [6, 75, 99],

disproportionately impacting historically marginalized groups such as women and individuals

with darker skin tones [77, 123].

Two common approaches to bias mitigation are dataset-level and model-level. Dataset-level

approaches leverage generative adversarial networks (GANs), counterfactual training dataset

augmentation, and resampling. GANs create synthetic images to balance datasets and miti-

gate spurious correlations [124–126], counterfactual data augmentation generates alternative

scenarios to address biases [127, 128], and resampling balances the co-occurrence of attributes

and protected groups [12, 100]. Model-level approaches reduce bias through corpus-level con-

straints [97], adversarial debiasing [36, 39, 45, 99], domain discriminative/independent train-

ing [12], modified loss functions [129–131], and model output editing [13]. However, despite

these advancements, existing mitigation methods focus on single labeled attributes, which can
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inadvertently increase models’ reliance on spurious correlations between protected groups and

combinations of attributes [98] or unlabeled attributes [101].

Recent progress in text-to-image generative models has enabled targeted image manipula-

tion [102–104], which can help address bias in multi-modal datasets. Nonetheless, these models

have also been shown to perpetuate harmful stereotypes [132–139]. In contrast to prior bias mit-

igation work, we use text-guided inpainting to generate synthetic training datasets that ensure

equal representation of protected groups across all attribute combinations, whether labeled or

unlabeled. To mitigate inpainting biases, we propose data filters, producing higher quality and

less biased synthetic data. We go beyond previous work focused solely on gender bias mitiga-

tion [105–107] by also addressing skin tone biases.

4.2 Method

We create training datasets with group-independent image attribute distributions by using masked

person images and text prompts with an off-the-shelf diffusion model, as outlined in Figure 4.2.

4.2.1 Resampled Datasets Are Not Enough

We denote an image by x ∈ X , a protected group by g ∈ G, and an image attribute by a ∈ A.

A spurious correlation exists if pX (a | g) ̸= pX (a), indicating biases in the data. Resampling

aims to remove these biases by adjusting the sampling process so that pX (a | g) = pX (a) for all

g [12, 34]. This is done using a limited set of labeled attributes O ⊂ A, where attributes a are

drawn from a distribution q(a) over O and groups g are drawn from a uniform distribution u(g)

over G such that X ′ = {x ∼ pX (x | g, a) | a ∼ q(a), g ∼ u(g)}. This ensures pX ′(a | g) = q(a)

for a ∈ O and g ∈ G. However, this method has a limitation: it does not account for a being an

unlabeled attribute or a combination of labeled and unlabeled attributes, making it difficult to

sample x from pX (x | g, a) due to insufficient information about a. In short, while resampling

can reduce biases, it is not always enough, especially when dealing with unlabeled or mixed

attributes.
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Man with glasses

Woman with glasses

!!"# ! images

!$%!"#
"

⋮

⋮
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Filtering
&

Ranking

Selected image

$&'#(ℎ*(+,

Create
dataset

Prompt adherence Object consistency Color fidelity

Woman with
glasses

CLIPSCore: 0.8

glasses,
tie, …

glasses,
tie, …

F1: 0.9 MSE: 0.2

$"-.!*#(

Inpainting

Inpainting

Frobenius Norm: 0.2

Figure 4.2: Overview of our pipeline for binary gender as a protected attribute. Original im-

ages are inpainted to synthesize diverse groups, maintaining consistent context. Synthesized

images (highlighted in blue) are ranked using filters to select high-quality, unbiased samples

(Module: Filtering & Ranking). Selected images are then used to construct datasets with group-

independent image attribute distributions (Module: Create dataset).

4.2.2 Text-Guided Inpainting

Suppose D = {(xi, ωi, ai, t
(g)
i ) | 1 ≤ i ≤ n} is a training set, where x ∈ Rd is an image,

ω ∈ [0, 1]d is a person mask, a is a labeled image attribute, a combination of labeled attributes,

or an unlabeled attribute, and t(g) is a text prompt containing a protected group-specific word

g. To create a dataset with group-independent image attribute distributions, we utilize a text-

guided inpainting model [102]. This model, guided by t(g), inpaints ω in x with a synthetic

person from protected group g described in t(g). For each tuple in D, we generate m ∈ N+
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versions for each g ∈ G, resulting in m · |G| samples:

Dsynthetic = {(x(j,g
′)

i , ωi, ai, t
(g′)
i )

| 1 ≤ i ≤ n, g′ ∈ G, 1 ≤ j ≤ m},
(4.1)

where x(j,g
′)

i denotes the j-th inpainted version of xi ∈ X for g′ and t
(g′)
i the modified text

prompt where g in t(g)i is replaced with g′.

4.2.3 Societal Bias Data Filtering

Text-to-image generative models often perpetuate societal biases, portraying certain groups

stereotypically, such as depicting women in brighter clothing [114–117]. Since these biases

remain largely unaddressed [106, 107], we set m > 1 in Equation 4.1 to generate multiple vari-

ations for each group. We propose filters to select the least biased inpainted images, evaluating

images based on adherence to text prompts, preservation of attributes and semantics, and color

fidelity. Specifically, for each tuple (i, g′), we select the highest quality and least biased version

among the m versions to create a training dataset:

Ssynthetic = {(x(j
⋆,g′)

i , ωi, ai, t
(g′)
i ) ∈ Dsynthetic

| ∀(i, g′), j⋆},
(4.2)

where j⋆ = argminj

∑
k ck · r(s

(i,j,g′)
k ), ck ∈ R are weights assigned to filters sk, s(i,j,g

′)
k is the

score obtained from applying filter sk to image x(j,g
′)

i for group g′, and r(s(i,j,g
′)

k ) is the rank of

the score for (i, g′) in descending order, with lower ranks indicating less bias. Here, x(j
⋆,g′)

i is

the selected inpainted image for tuple (i, g′) that minimizes the sum of the ranks of the weighted

filter scores, with j⋆ representing the index of the selected candidate image for tuple (i, g′).

Rather than creating an entire dataset of synthetic samples, we can augment D:

Saugment = D ∪ {(x(j
⋆,g′)

i , ωi, ai, t
(g′)
i ) ∈ Dsynthetic

| ∀(i, g′ ̸= g), j⋆}.
(4.3)

The condition g′ ̸= g ensures that we only add inpainted images to D for groups different from

those originally present in xi. In contrast to resampling, Ssynthetic and Saugment ensure pX ′(a |
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g) = pX (a) for all g ∈ G without making assumptions about A. Our proposed filters are

introduced below.

Prompt Adherence. To evaluate the semantic alignment between x
(j,g′)
i and t

(g′)
i , we use

CLIPScore [7], which computes the cosine similarity between their CLIP embeddings [14].

Formally,

s
(i,j,g′)
prompt = ϕ(x

(j,g′)
i ) · ψ(t(g

′)
i ) ∈ [−1, 1], (4.4)

where ϕ and ψ are CLIP’s vision and text encoders, respectively. If s(i,j,g
′)

prompt > s
(i,j′,g′)
prompt , then x(j,g

′)
i

better reflects the content described in t(g
′)

i .

Object Consistency. To prevent the introduction of spurious correlations, such as generating

objects not mentioned in t(g
′)

i or reinforcing stereotypes [114–116], we assess the object sim-

ilarity between predicted objects in x(j,g
′)

i and xi. Concretely, we compute the F1 score [140]

using a pretrained object detector [141], denoted η:

s
(i,j,g′)
object = F1[η(x(j,g

′)
i ), η(xi)] ∈ [0, 1]. (4.5)

If s(i,j,g
′)

object > s
(i,j′,g′)
object , then x(j,g

′)
i better preserves the integrity of the original unmasked scene in

xi.

Color Fidelity. Generative models can introduce subtler biases [114, 116], including those

related to color [101]. Addressing color biases is crucial as color choices can implicitly carry

cultural or gendered connotations. To mitigate this, we downsample x(j,g
′)

i and xi to 14 × 14

pixels to focus on color rather than fine details, then measure the color difference using the

Frobenius norm:

s
(i,j,g′)
color = ∥(x(j,g

′)
i )↓14×14 − (xi)↓14×14∥−1

F . (4.6)

If s(i,j,g
′)

color > s
(i,j′,g′)
color , then x(j,g

′)
i has better color fidelity to the original unmasked scene in xi.

Graduate School of Information Science and Technology, Osaka University



Chapter 4 Mitigating Societal Bias Beyond Single Attributes 78

ResNet-50 Swin-T ConvNeXt-B

mAP Ratio Leakage mAP Ratio Leakage mAP Ratio Leakage

Original 66.4 6.3 13.4 72.8 4.0 14.3 76.3 4.6 18.2

Adversarial 63.3 — 3.3 67.8 — 4.4 69.6 — 4.7

DomDisc 57.4 4.1 15.4 65.4 4.6 16.8 68.8 4.5 19.1

DomInd 60.4 2.8 10.4 67.9 3.8 11.4 72.6 5.9 15.0

Upweight 64.9 9.1 8.3 71.5 6.3 9.8 75.0 5.6 12.9

Focal 66.1 6.3 12.0 72.2 3.8 13.3 76.2 3.8 16.2

CB 63.0 4.3 10.9 69.6 3.5 12.3 73.8 3.5 14.7

GroupDRO 64.1 3.0 11.4 70.8 1.5 12.6 75.3 4.2 16.4

Over-sampling 62.6 3.8 9.7 69.9 2.6 10.5 73.5 3.4 13.7

Sub-sampling 58.3 2.0 12.2 64.4 1.8 11.6 66.3 2.2 18.2

Saugment (Ours) 66.9 4.6 8.1 72.8 3.1 10.5 76.3 2.2 11.3

Ssynthetic (Ours) 66.0 1.1 7.5 71.9 1.4 8.4 75.5 1.2 8.2

Table 4.1: Classification performance and gender bias scores of ResNet-50, Swin-T, and

ConvNeXt-B backbones on COCO. Ratio is inapplicable to Adversarial due to its gender predic-

tion module for mitigation. Bold and underline represent the best and second-best, respectively.

For an unbiased model, Ratio = 1 and Leakage = 0.

4.3 Experiments

Building on prior research [6, 39, 45, 97–99, 142], we evaluate our synthetic dataset creation

method on multi-label image classification and image captioning tasks using quantitative met-

rics, human studies, qualitative comparisons, and effectiveness analysis. Evaluations are con-

ducted on test sets of real data.

Implementation Details. We inpaint the largest person in the image based on bounding box

size, and if the second largest person exceeds 55,000 pixels, we also inpaint that region, using

the person label for COCO. For image generation, we create m = 30 inpainted images per
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ClipCap BLIP-2 Transformer

M CS Ratio LIC M CS Ratio LIC M CS Ratio LIC

Original 29.1 75.1 2.5 2.2 29.5 75.1 5.7 4.7 26.9 71.5 4.7 4.7

LIBRA 28.9 74.9 6.5 0.5 29.0 75.4 6.3 1.9 27.4 73.4 6.7 2.3

Over-sampling 28.6 74.7 3.2 3.5 28.7 74.1 3.8 3.0 26.2 70.6 4.1 1.6

Sub-sampling 28.0 74.0 1.4 4.1 28.3 74.5 1.4 3.2 25.0 69.7 2.0 3.9

Saugment (Ours) 29.0 75.0 2.5 1.7 29.4 75.3 2.9 3.8 26.2 71.1 2.6 1.5

Ssynthetic (Ours) 28.5 75.3 1.3 0.3 29.3 75.0 1.2 2.5 25.7 70.9 1.4 0.5

Table 4.2: Captioning quality and gender bias scores of ClipCap, BLIP-2, and Transformer

backbones on COCO. M and CS denote METEOR and CLIPScore. Bold and underline repre-

sent the best and second-best, respectively. For an unbiased model, Ratio = 1 and LIC = 0.

group (e.g., woman, man) using guidance scales of 7.5, 9.5, and 15.0 to ensure diversity. Filter

weights are set to 1 (i.e., ck = 1 for all k), contributing equally. Results are based on five models

trained with different random seeds.

4.3.1 Multi-Label Classification

Experimental Setup. We focus on gender bias using the COCO dataset, retaining only im-

ages with gender-specific terms (e.g., woman, man) in their captions. This results in 28,487/13,487

train/test samples. We focus on objects co-occurring with these terms, yielding 51 objects.

ResNet50, Swin Transformer Tiny (Swin-T), and ConvNext models are fine-tuned using early

stopping. Performance is assessed using mean average precision (mAP). Bias is quantified us-

ing leakage and ratio. Leakage measures how much the model’s predictions amplify the group’s

information compared to the ground truth. A gender classifier fg(y), predicting gender group g

from input y (i.e., set of objects), is trained on a training set T = {(y, g)}. For the test set T ′,

the model’s leakage score is:

LKM =
1

|T ′|
∑

(y,g)∈T ′

fg(y)1

[
argmax

g′
fg′(y) = g

]
(4.7)
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The leakage score for the original dataset, LKD, is similarly computed. The final leakage is

Leakage = LKM−LKD. Higher leakage indicates greater model exploitation of protected group

information. Ratio measures the exploitation of attribute information for group prediction. By

masking individuals in test images and measuring the bias in group predictions (e.g., #man-to-

#woman ratio), deviations from a ratio of 1 indicate attribute exploitation. We report Ratio =

max(r, r−1), where r is the observed ratio. This captures the magnitude of deviation from

unbiased predictions consistently.

We compare our method with existing bias mitigation techniques, including dataset-level

methods (Over-sampling [12], Sub-sampling [100]) and model-level methods such as adversar-

ial debiasing [39] (Adversarial), domain-independent training [12] (DomInd), domain discrim-

inative training [12] (DomDisc), loss upweighting [143] (Upweight), focal loss [129] (Focal),

class-balanced loss [130] (CB), and group DRO [131] (GroupDRO). Additional results on the

OpenImages dataset and skin tone bias mitigation are provided in Section 4.6.1, demonstrating

consistent conclusions.

Results. Results are shown in Table 4.1. Our method, Ssynthetic, achieves the best balance

by significantly improving both ratio and leakage while maintaining a high mAP. Specifically,

Ssynthetic achieves a near-ideal ratio of 1.1, low leakage of 7.5, and an mAP of 66.0 for ResNet-

50, with similar trends observed for Swin-T and ConvNeXt-B.

Adversarial debiasing achieves lower leakage scores by removing gender information from

intermediate representations. However, this method reduces mAP, indicating that object infor-

mation may also be inadvertently removed. Over-sampling and sub-sampling methods address

class imbalance but at the cost of model performance. Sub-sampling, in particular, reduces the

ratio compared to over-sampling but results in worse mAP and increased leakage. This is likely

due to the loss of diversity and information in the training data, which forces the model to rely

more on the remaining features, increasing the influence of protected attributes.

In contrast, Ssynthetic generates diverse, high-quality synthetic samples, effectively balancing

bias and variance. This approach avoids the pitfalls of other methods, resulting in superior
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performance metrics. While Saugment performs similarly to the original dataset, it performs worse

in terms of ratio and leakage compared to Ssynthetic.

4.3.2 Image Captioning

Experimental Setup. Using the COCO dataset (Table 4.3.1), we benchmark captioning mod-

els ClipCap, BLIP-2, and Transformer, which are fine-tuned using early stopping. Performance

is evaluated with METEOR and CLIPScore. Bias is quantified using LIC and ratio, where LIC

is a leakage-based metric that assesses the generation of group-stereotypical captions compared

to ground-truth captions (i.e., y is a caption in Equation 4.7), and predicted group-related terms

(e.g., woman) in captions used to compute ratio.

Bias mitigation baselines include dataset-level methods (Over-sampling, Sub-sampling) and

the current state-of-the-art model-level method LIBRA [13]. LIBRA is a model-agnostic de-

biasing framework designed to mitigate bias amplification in image captioning by synthesiz-

ing gender-biased captions and training a debiasing caption generator to recover the original

captions. Detailed results for skin tone bias mitigation, along with fine-tuning specifics, are

provided in Section 4.6.2, showcasing the generalizability of our approach.

Results. Results are shown in Table 4.2. Our method, Ssynthetic, significantly improves both

ratio and LIC while maintaining high METEOR and CLIPScore values. Specifically, Ssynthetic

achieves a near-ideal ratio of 1.3, low LIC of 1.2, and a METEOR score of 29.3 for BLIP-2,

with similar trends observed for ClipCap and Transformer.

While LIBRA effectively reduces LIC, it shows an increase in the ratio metric, indicating a

trade-off between debiasing effectiveness and caption quality. Over-sampling and sub-sampling

methods result in varying degrees of performance. Sub-sampling showed improved bias met-

rics compared to over-sampling but results in worse METEOR scores, especially for the Trans-

former model.

As in the multi-label classification task, we observe that although Saugment significantly re-

duces bias compared to using the original dataset, there is a significant gap between it and
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ResNet-50 Swin-T ClipCap BLIP-2

Ratioorig Ratioinp ∆ Ratioorig Ratioinp ∆ Ratioorig Ratioinp ∆ Ratioorig Ratioinp ∆

Original 3.5 3.0 14.3 3.1 2.6 16.1 2.3 2.5 8.7 2.3 2.4 4.4

Saugment 3.7 1.5 59.5 3.2 0.6 81.3 2.5 0.8 68.0 2.3 1.8 21.7

Ssynthetic 1.9 1.8 5.3 2.1 2.0 4.8 1.7 1.6 5.9 1.8 1.7 5.6

Table 4.3: Comparison of the original (Ratioorig) and inpainted (Ratioinp) versions of the COCO

test set. The relative difference is denoted by ∆ = 100 · |Ratioorig−Ratioinp

Ratioorig
|%. A larger ∆ signifies

a greater change.

Ssynthetic in terms of bias mitigation.

4.3.3 Analysis of Synthetic Artifacts

Recent studies show that text-to-image models introduce synthetic artifacts in images, which

models may exploit [144–146]. Our observations in Sections 4.3.1 and 4.3.2 suggest that bias

persists with Saugment, which augments the dataset with counterfactual images to balance group

distributions. We hypothesize that Saugment may lead to shortcut learning due to spurious cor-

relations between minoritized groups and inpainted artifacts. In contrast, Ssynthetic distributes

artifacts equally across all groups, avoiding this issue.

To test this, we create a test set by inpainting random body parts using COCO-WholeBody

annotations [147]. Given an image, its caption, and body part annotations (e.g., left hand,

right hand, head), we randomly select a body part, create a mask using the Segment Anything

Model [148], and perform inpainting with the caption as a prompt. We evaluate the consistency

of ratios between the original and synthetic test sets; a gap indicates the exploitation of synthetic

artifacts for gender prediction.

Table 4.3 presents scores for multi-label classification (ResNet-50, Swin-T) and image

captioning (ClipCap, BLIP-2). The table includes the ratio of gender predictions (#man-to-

#woman) for the original test set (Ratioorig) and the inpainted test set (Ratioinp), along with the

relative difference (∆) between these ratios. Results show a significant shift in gender predic-

tions with Saugment-trained models. Despite identical gender ratios in the original and inpainted
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Object Color Skin Gender CS

sprompt + sobject + scolor 0.57 0.46 0.29 0.95 75.3

sprompt + sobject 0.49 0.50 0.20 0.99 74.8

sprompt + scolor 0.45 0.56 0.21 0.94 75.2

sobject + scolor 0.53 0.52 0.20 0.96 74.8

sprompt 0.32 0.46 0.26 0.97 75.1

sobject 0.36 0.43 0.25 0.95 74.5

scolor 0.52 0.50 0.30 0.95 74.6

No filter 0.09 0.07 0.18 0.94 74.6

Table 4.4: Human evaluation and captioning quality (CLIPScore, CS in short) for each filter

combination. Higher values indicate better alignment with original images. Bold and underline

represent the best and second-best score for each metric.

test sets (both set at 2.3), models trained with Saugment predict woman much more frequently

for the inpainted test set, indicated by the large relative differences. In contrast, models trained

solely on synthetic data (Ssynthetic) show minimal relative differences, indicating consistent gen-

der predictions across original and inpainted test sets.

Figure 4.3 shows examples of synthetic images and predictions by ClipCap (trained on

Saugment or Ssynthetic). The examples demonstrate inconsistent gender predictions with Saugment;

specifically, the model tends to predict woman for the inpainted test images, evidencing ex-

ploitation of synthetic artifacts.

4.3.4 Human Filter Evaluation

We conduct human evaluations on Amazon Mechanical Turk [149] to evaluate the effectiveness

of our filters, aiming to determine if our filters prevent additional biases from inpainting mod-

els and ensure high-quality images. For 300 randomly selected original images, we analyze

inpainted images chosen by each filter combination. Evaluations focus on the similarity of 1)

held/nearby objects, 2) object color, and 3) skin tone compared to the original images. Work-

ers assess differences between original and synthetic images for objects and their color, and

selected skin tone classes using the Monk Skin Tone Scale [150, 151]. Additionally, workers

Graduate School of Information Science and Technology, Osaka University



Chapter 4 Mitigating Societal Bias Beyond Single Attributes 84

verify accurate gender depiction through a sentence gap-filling exercise (e.g., “A ____ with

a dog.”), where they must choose a protected group term to complete the sentence. More

details are in Section 4.6.3.

For the evaluation of the similarity of objects and their colors, scores are computed as the

proportion of times the inpainted images are rated as similar. Regarding the skin tone and

gender evaluations, the scores are calculated as the proportion of matching responses from

workers between the original and inpainted images. All the scores range from 0 to 1.

Table 4.4 summarizes the human evaluation and captioning performance of ClipCap trained

on Ssynthetic (CS), with images selected by each filter. Notably, using all filters consistently

received higher ratings across most criteria. In contrast, randomly selecting images without

any filtering often leads to synthetic images differing significantly from the originals. This

indicates that our filters are effective in mitigating additional biases introduced by the inpainting

model. Furthermore, CLIPScore shows that using all filters improves captioning performance,

highlighting its effectiveness in selecting higher-quality images.

4.3.5 Inherited Biases

To further discuss the potential biases introduced by the models used in our method, we conduct

several assessments. First, for the object detector, we run Detic [141] on both real and synthetic

images, achieving similar mAP scores of 32.0 for real images and 32.3 for synthetic images,

indicating consistent performance. Second, addressing biases in CLIP, we acknowledge the

potential biases inherent in the model. However, our use of object- and color-based filters helps

mitigate these biases. Additionally, image classification and captioning results verify that our

method effectively reduces gender and skin tone biases. Lastly, for the inpainting model, our

filters effectively remove synthetic images that deviate from the prompt, alter color statistics,

or introduce undescribed objects, as shown in Table 4.4. These assessments confirm that our

method successfully mitigates biases without compromising performance.
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4.3.6 Qualitative Results

We present qualitative examples of bias mitigation by applying our method (Ssynthetic) in Fig-

ure 4.1. The results show that training models on Ssynthetic produces less biased outputs. For

instance, in the classification task, the baseline ResNet-50 model and the over-sampling model

incorrectly predict tie, due to its frequent co-occurrence with man in the training set. In con-

trast, Ssynthetic results in a gender bias-free prediction. Image captioning results further validate

our approach. The baseline ClipCap model and LIBRA model generate the man-stereotypical

word skateboard, whereas our method correctly predicts the object frisbee.

In Figure 4.4, we also present the best and worst inpainted images for each filter (prompt

adherence, object consistency, and color fidelity), as well as their combination (overall). The

results demonstrate each filter’s effectiveness, and combining them selects a high-quality image

that closely resembles the original. For instance, the image judged worst by the object con-

sistency filter lacks the object the man is holding, while the color fidelity filter’s worst image

shows significant color changes in the man’s clothing. Combining these filters helps select an

inpainted image that minimizes additional bias and closely matches the original.

4.4 Conclusion

We present a dataset-level bias mitigation pipeline that effectively reduces gender and skin

tone biases by ensuring group-independent attribute distribution using synthetic-only images.

Our findings indicate that mixing real and synthetic images introduces spurious correlations,

underscoring the need for caution when augmenting datasets with synthetic data. Our work

highlights the potential of synthetic data in bias mitigation and suggests further exploration into

optimizing synthetic data generation and integration techniques for increased bias reduction.
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Limitations

Binarized Group Classes and Intersectional Bias Analysis. While acknowledging that gen-

der and skin tone exist on a spectrum, our data limitations necessitated a focus on binarized

groups (i.e., man, woman). Our focus on gender and skin tone biases was driven by:

• Prevalence in Literature: Gender and skin tone biases have been extensively investigated

in previous works, providing a robust foundation for our study [6, 39, 97, 98].

• Availability of Annotations: Current datasets primarily include annotations for gender

and skin tone, limiting our ability to extend to other attributes [6].

However, our method can be extended to handle intersectional attributes (e.g., gender and

skin tone) by inpainting with combinations of attributes (e.g., {woman, darker-skinned},

{woman, lighter-skinned}, {man, darker-skinned}, {man, lighter-skinned}).

We leave this extension for future work to ensure a more comprehensive and inclusive analysis

of biases.

Risks of Using Pre-trained Models. As discussed in Section 4.3.5, the pre-trained models

employed in our framework (e.g., inpainting model, object detector) may introduce inherent

biases. While our analysis in Section 4.3.5 confirmed that these models do not adversely af-

fect our method based on our evaluations, it is possible that some biases were not detected.

Specifically, we propose the following steps for future work:

• Developing and integrating additional filtering techniques to detect and mitigate subtle

biases.

• Exploring the use of less biased models, such as debiased versions of CLIP [68].

Residual Bias. Our experimental results demonstrated that our method significantly mitigates

societal bias compared to existing methods. However, bias is not completely eliminated (e.g.,

leakage is not zero). Future work could explore further debiasing by optimizing the weight of
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each filter (currently, all filters are equally weighted), introducing additional filters, and com-

bining our method with existing bias mitigation techniques (e.g., focal loss).

Extending to Additional Protected Groups. Due to a lack of annotations for other protected

attributes, our focus in this work is on gender and skin tone biases. Nevertheless, our pipeline

is applicable to various protected attributes, such as age (e.g., “A woman with a dog” →

“An elderly woman with a dog”). Future research should explore the application of

our method to additional protected attributes.

Ethics Statement

Our research involves the manipulation of image data to mitigate societal bias, raising important

ethical considerations. We address these concerns by creating synthetic images that completely

inpaint over identifiable individuals, thereby respecting privacy and consent without altering

their appearance. Our approach aims to promote fairness and equity by ensuring diverse and

unbiased representation in image datasets. We acknowledge the potential biases inherent in

the pre-trained models used and have implemented filters to mitigate these biases as much as

possible. Future work should continue to explore ethical guidelines and safeguards to ensure

the responsible use of generative models in research.
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A man riding a bike 
down a street

A man riding a bike 
down a street

A woman riding a bike
down a street

A man riding a bike 
down a street

𝒮augment

𝒮synthtic

Original Inpainted

A man sitting on top 
of a motorcycle

A man sitting on a 
motorcycle

A woman sitting on
back of a motorcycle

A man sitting on the
back of a motorcycle

𝒮augment

𝒮synthtic

Figure 4.3: Predicted captions for the original (left) and inpainted (right) test images.
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Best

Worst

Prompt Adherence Object Consistency Color Fidelity Overall

A man standing on the grass near some dogsInput

Figure 4.4: Best/worst inpainted images for each filter in Section 4.2.3 and their combination

(overall).
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Appndix

4.5 Method Details

4.5.1 Image Generation Settings

Selection of People for Inpainting. Following the previous works [6,152], we apply inpaint-

ing to a person with the largest bounding box. In addition, if the second largest person’s box

is larger than 55, 000 pixels, the region is also inpainted. For COCO, we do this by using the

person label and corresponding bounding boxes. For OpenImages, we use person-bounding

boxes presented in More Inclusive Annotations for People (MIAP) annotations [153], then we

generate person masks within the boxes using Segment Anything Model [148].

Parameters of Image Generation. In Section 4.2.2, we generate m = 30 inpainted images

for each group (e.g., {woman,man} for binary gender). When generating the images, we

use three different guidance scale parameters (7.5, 9.5, and 15.0) to generate diverse inpainted

images (i.e., generating 10 images for each guidance scale). We use 6 NVIDIA A100-PCIE-

40GB GPUs, resulting in a total of 72 hours to finish synthesizing images.

4.5.2 Visual examples of inpainted images & failure cases

We show the visual examples of the inpainted images after filtering in Figure 4.5 (for binary

gender) and Figure 4.6 (for binary skin tone). The examples show that the inpainted images

depict the target groups (e.g., woman and darker-skinned), keeping the rest fixed. In

some cases, artifacts are noticeable, which enables us to identify synthetic images (e.g., the

details of the faces are not clear), but they do not affect the downstream performance, as shown

in the main paper.
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Figure 4.5: Examples of inpainted images for binary gender.

4.6 Experimental Settings and Additional Results

4.6.1 Multi-Label Classification

Datasets. We use COCO [28] and OpenImages [120]. Following previous works [97, 98],

we focus on attributes co-occurring with woman or man more than 100 times and remove

person-related classes (e.g., person class), resulting in 51 and 126 attributes for COCO and

OpenImages, respectively. The list of the attributes is as follows:

COCO: {sink, refrigerator, laptop, surfboard, vase, bottle, remote,

donut, motorcycle, car, chair, suitcase, tv, knife, fork, couch, bus, toothbrush,

bicycle, tie, clock, microwave, teddy bear, frisbee, spoon, dog, truck,

bench, backpack, skis, horse, sandwich, bed, handbag, umbrella, pizza,

book, dining table, traffic light, banana, potted plant, tennis racket,

cat, sports ball, kite, cake, wine glass, bowl, cup, oven, cell phone}.

OpenImages: {goggles, building, cloud, smile, tree, sunglasses, light,

t-shirt, glasses, water, forehead, wall, sky, tire, roof, road, wheel, vehicle,
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Figure 4.6: Examples of inpainted images for binary skin tone.

land vehicle, car, tie, furniture, microphone, suit, clothing, fence, jeans,

trousers, shirt, footwear, flooring, outerwear, coat, ceiling, floor, jacket,

table, house, couch, mammal, hat, shoe, sports uniform, baseball (sport),

cap, baseball cap, bag, drawing, sun hat, musical instrument, baby, window,

door, sweater, lake, chair, tableware, bottle, drink, handwriting, paper,

food, tent, concert, drum, guitar, glove, sports equipment, blazer, art,

painting, dress, flower, sneakers, screenshot, watercraft, beach, animal,

grass family, plant, soil, desk, poster, bus, computer, personal computer,

watch, mountain, helmet, bicycle helmet, bicycle wheel, bicycle, curtain,

dance, football, ball (object), soccer, wedding dress, jewellery, bride,

office building, laptop, toddler, shorts, hiking, fashion accessory,

fedora, swimming, swimwear, camera, playground, weapon, ship, statue, boat,
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ResNet-50 Swin-T ConvNeXt-B

mAP Ratio Leakage mAP Ratio Leakage mAP Ratio Leakage

Original 42.3 5.2 18.9 45.3 4.3 20.9 46.0 5.0 22.7

Adversarial 37.5 — 8.3 40.8 — 11.3 40.4 — 12.3

DomDisc 40.7 3.7 20.6 43.6 4.6 22.1 42.9 4.1 21.9

DomInd 40.3 3.7 19.1 42.7 3.5 20.2 43.4 2.6 22.0

Upweight 41.3 6.5 13.1 44.7 5.8 17.9 45.3 7.4 18.0

Focal 43.0 4.6 18.7 45.4 4.4 21.3 45.4 4.0 22.3

CB 40.5 5.2 18.0 42.6 3.9 19.8 43.9 4.6 21.5

GroupDRO 42.3 4.2 18.9 45.1 4.2 20.9 46.1 3.4 22.5

Over-sampling 38.5 3.3 15.0 41.1 4.0 16.1 41.7 5.2 18.4

Sub-sampling 38.3 2.2 18.3 41.2 2.1 19.8 39.8 2.8 21.7

Saugment (Ours) 42.0 1.9 16.0 44.9 2.4 18.0 45.5 2.6 19.0

Ssynthetic (Ours) 41.4 1.1 14.6 44.4 2.0 17.6 44.7 1.3 17.9

Table 4.5: Classification performance and gender bias scores of ResNet-50, Swin-T, and

ConvNeXt-B backbones on OpenImages. Ratio is inapplicable to Adversarial due to its gender

prediction module for mitigation. Bold and underline represent the best and second-best, re-

spectively. For an unbiased model, Ratio = 1 and Leakage = 0.

fast food, flag, soft drink, book, auto part, snow, carnivore, dog, horse,

motorcycle, pole dance}.

Training. The models (ResNet-50 [118], Swin-T [119], and ConvNeXt-Base [154]) are ini-

tialized with ImageNet [155] pre-training, and fine-tuned with early stopping using a validation

set split from the training set (20% of the training set). The optimizer is Adam [156], batch size

is 32, and a learning rate is 1 × 10−5. For binary gender, the classification layers predict both

protected groups (i.e., {woman, man}) and object classes. For binary skin tone, the models

only predict object classes as ground-truth skin tone labels are not available.
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ResNet-50 Swin-T ConvNeXt-B

mAP Leakage mAP Leakage mAP Leakage

Original 65.8 3.2 72.2 7.1 75.9 7.2

Ssynthetic (Ours) 65.2 2.3 71.4 3.7 74.5 5.9

Table 4.6: Classification performance and skin tone bias scores of ResNet-50, Swin-T, and

ConvNeXt-B backbones on COCO. Bold represents the best. For an unbiased model, Ratio = 1

and Leakage = 0.

Results for OpenImages. We show the complete results of the experiments in the main paper:

gender bias on OpenImages (Table 4.5). The results show that all the insights described in the

main paper are consistent across the datasets.

Results for skin tone bias. Previous bias mitigation methods face a significant limitation, re-

quiring protected group labels for all training set samples [39,97,100]. They typically focus on

gender as a protected attribute due to its prevalence in captions [152], allowing for label infer-

ence through gender-related terms. In contrast, Ssynthetic applies to attributes without labels, such

as skin tone. We use our pipeline (excluding the color fidelity filter, as we aim to modify skin

tone) on binary skin tone categories (i.e., G = {darker-skinned,lighter-skinned})

using COCO. We evaluate skin tone bias using leakage only since ratio requires models to pre-

dict protected groups, and there are no skin tone annotations for the COCO training set. Results

are shown in Table 4.6, demonstrating consistent conclusions with gender bias.

4.6.2 Image Captioning

Training. We benchmark three captioning models: ClipCap [94], BLIP-2 [157], and Trans-

former (i.e., the Transformer-based encoder-decoder model composed of Vision Transformer

[158] and GPT-2 [92]). As with multi-label classification, we train the models with early stop-

ping. Specifically, for ClipCap, we follow the official implementation regarding the training
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ClipCap BLIP-2 Transformer

M CS LIC M CS LIC M CS LIC

Original 29.4 75.3 4.6 27.1 73.9 2.2 27.0 71.5 5.3

Ssynthetic (Ours) 29.1 75.4 3.7 26.8 73.6 2.0 26.5 71.0 4.7

Table 4.7: Captioning quality and skin tone bias scores of ClipCap, BLIP-2, and Transformer

backbones on COCO. M and CS denote METEOR and CLIPScore. Bold represents the best.

For an unbiased model, Ratio = 1 and LIC = 0.

settings. For BLIP-2 and Transformer, we use the implementation in Hugging Face [159]. We

use the AdamW optimizer [160] with a learning rate of 2 × 10−6/1 × 10−4 and batch size of

8/64 for BLIP-2 and Transformer, respectively.

Results for skin tone. We show the results of the experiments for skin tone bias mitigation in

Table 4.7. The results show that the insights in the main paper are mostly consistent across the

protected groups.

4.6.3 Human Filter Evaluation

In Figures 4.7, 4.8, and 4.9, we present example tasks for human evaluation conducted on

Amazon Mechanical Turk (AMT) [149]. This evaluation assesses how well each combination

of filters identifies desirable inpainted images. Figure 4.7 shows the user interface for evaluating

the similarity of held/nearby objects and their colors between the original (left) and inpainted

(right) images. Figure 4.8 asks workers to select a skin tone class using the Monk Skin Tone

Scale [150,151]. We conduct this evaluation on both original and inpainted images and compute

the degree of agreement between them. Figure 4.9 verifies if perceived gender is accurately

depicted—according to the AMT worker—in the inpainted images through gap-filling, where

workers must choose a protected group term to complete the sentence. Each assignment pays

$0.07, with a total participant compensation of approximately $2,000.
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Figure 4.7: Evaluation of perceived object and color similarity between original and inpainted

images on AMT.

Figure 4.8: Evaluation of perceived skin tone using the Monk Skin Tone Scale on AMT.
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Figure 4.9: Evaluation of perceived gender depiction accuracy in inpainted images on AMT.
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Chapter 5

Discussion: Relationships to Social Science

The issue of societal bias in AI has been examined from various disciplinary perspectives.

In computer vision and related technical fields, including our research, the focus tends to be on

identifying and mitigating biases in models and datasets. In contrast, social science research of-

ten approaches AI biases through the lens of real-world prejudice and discrimination, exploring

the societal structures that influence and are influenced by AI systems. This chapter highlights

the differences and connections between these approaches, with examples from both fields.

5.1 Bias in Models and Data: The Technical Perspective

In computer vision, societal bias is primarily studied in terms of its manifestation within datasets

and the resulting effects on model outputs. For instance, studies in this domain aim to quantify

and reduce disparities in model performance across demographic groups, such as gender or

race. These efforts emphasize technical solutions, including data balancing, fairness metrics,

and model debiasing algorithms.
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5.2 Structural Discrimination: The Social Science Perspec-

tive

Social science research often adopts a broader view, analyzing the societal and historical con-

texts that shape biases in AI. Key discussions include:

The impact of historical discrimination. Research such as [161] argues that long-

standing societal discrimination against women and people of color has significantly affected

the distribution of data. This skewed data, in turn, contributes to biased AI models. For example,

underrepresentation of certain groups in training datasets leads to poorer model performance for

those groups, perpetuating inequality.

Amplification of social privilege. Studies like [161, 162] highlight how AI systems often

reflect and amplify existing social hierarchies. These systems are frequently designed by and

for socially privileged groups, inadvertently reinforcing systemic inequalities. By prioritizing

the needs of these groups, AI models risk exacerbating societal disparities, such as unequal

access to resources or opportunities.
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