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様式３

　論文内容の要旨

    Computationally intensive applications present significant challenges for real-world deployment,
necessitating effective acceleration strategies. Such acceleration can be achieved through two distinct
strategies: algorithmic optimization and hardware-level enhancement. Pruning represents a fundamental
algorithmic approach that reduces computational complexity by systematically eliminating redundant
calculations, while graphics processing units (GPUs) are powerful hardware accelerators capable of
parallelizing regular and repetitive operations. However, each approach presents distinct challenges:
pruning techniques may compromise output quality, while GPU implementations require careful optimization
to mitigate computational overhead.

    This dissertation proposes two complementary approaches for integrating pruning with GPU-based
parallelization to address these challenges. The first approach enhances pruning and GPU parallelization
separately as independent components. The second approach cooperates pruning with GPU parallelization to
minimize the overhead in parallel computations. Our analysis shows that the first approach is
particularly effective for out-of-kernel pruning, where pruning maintains consistent data patterns for
parallelization by eliminating entire kernel function calls. Conversely, the second approach proves more
suitable for in-kernel pruning, where pruning modifies the underlying data patterns for parallelization
in each kernel function call. These systematic approaches provide clear guidelines for selecting
appropriate acceleration strategies based on specific pruning strategies.

    We validate the first approach by applying it to accelerate best equivocation code (BEC) generation,
a computing-intensive problem adaptive to out-of-kernel pruning. Traditional BEC generation uses a
sequential algorithm with two main components: pruning to reduce the search space, and evaluation to
select optimal BECs from candidates. For the algorithmic enhancements, we propose two methods: a dynamic
programming (DP) method and a greedy method. The DP method achieves lower time complexity than previous
methods by efficiently reusing intermediate evaluation data. The greedy method further improves upon the
DP method by enhancing the pruning component, reducing the search space while maintaining comparable
equivocation rates. We then parallelize the evaluation component, which is the primary bottleneck, on
GPUs. Experimental results demonstrate that the proposed DP and greedy methods reduce the sequential
generation time to a quarter. Moreover, the BEC generation enhanced by the GPU achieved 17-fold
acceleration compared to the its CPU version.

    We validate the second approach by applying it to accelerate DNN inference with fine-grained pruning.
Fine-grained pruning represents an in-kernel approach that facilitates efficient GPU memory access by
removing less important elements from weight matrices in structured patterns. However, this method faces
two typical challenges of in-kernel pruning: increased pruning loss from structured pattern constraints
and computational load imbalance from unevenly pruned workloads. To address these challenges, we propose
two methods: TileTrans and adaptive tile pruning (ATP). TileTrans reduces pruning loss through strategic
weight matrix transformation, while ATP ensures balanced computational workloads and efficient sparse
matrix multiplication. The experimental results indicate that TileTrans can improve the accuracy of the
pruned BERT-Base model by up to 5.7\% on the question-answering natural language inference (QNLI) task.
Meanwhile, results also show that ATP-accelerated models achieve superior speedup compared to previous
methods while preserving inference accuracy.

    This dissertation presents two complementary approaches for accelerating computing-intensive
applications by pruning with GPU-based parallelization. Through rigorous empirical validation, we
demonstrate the effectiveness of these approaches in two typical applications: BEC generation and DNN
inference. The first approach accelerates BEC generation by separately enhancing the pruning and GPU-
based parallelization processes, while the second approach accelerates DNN inference by cooperating
pruning with GPU-based parallelization to eliminate the load imbalance. These results establish a
theoretical and practical foundation for accelerating computing-intensive applications through the
synergistic combination of algorithmic and hardware-level acceleration techniques.
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