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A digital twin is a concept that involves replicating real-world products or phenomena in a digital environment and
utilizing the information obtained from the replicated environment. The origins of digital twins can be traced back
to the 20th century; however, advancements in computer—related technologies have led to a surge in attention in
recent years. The development of digital twins is expected to enable foresight into future scenarios through
simulations and to identify optimal decisions for actions to be taken moving forward. Here, enhancing the accuracy of
simulations relies heavily on how effectively various real-world information can be digitized and integrated into the
digital environment. In particular, successfully digitizing complex concepts such as human thought and movement is
expected to enable more accurate simulations. Moreover, accumulating case studies of such efforts is expected to
facilitate the realization of digital twins in new fields. Based on this perspective, the author focused on sports—
particularly sport climbing—as a concept that includes complex elements such as human thought and movement.
Sports climbing is a sport in which participants ascend artificial walls from start to finish using artificial
protrusions called “holds” . The path from start to finish is commonly referred to as a “problem” or a “route” .
The author proposed an ideal example of a digital twin in sport climbing: a cycle that analyzes climbers’ movements,
generates appropriately challenging problems to improve their skills, and supports their learning of the generated
problems. To realize this cycle, the author focused on two essential elements — “difficulty classification of
problems” and “motion generation” —as the main research areas.
First, the study on difficulty classification of climbing problems is explained. In sport climbing, the difficulty of
a problem is typically determined subjectively by the person who sets the problem or the first climber to
successfully complete it. Consequently, there is no standardized method for determining problem difficulty. This lack
of consistency can lead to disadvantages, such as difficulty in accurately assessing one’ s skill level. A
standardized method for determining problem difficulty is therefore desirable. However, given the infinite variety of
climbing problems, a universally applicable formulaic approach is impractical. To address this, the present study
proposes a method for determining difficulty using deep learning. The proposed method introduces a metric called

“hold difficulty” , which indicates the likelihood that a specific hold will be used in problems of a specific
difficulty level. The model comprises two main parts: the first predicts the difficulty of holds used in a given
problem, and the second combines the predicted hold difficulties with information about the arrangement of holds to
output the overall problem difficulty. As a result, the model achieved a classification accuracy of 37.9% for hold
difficulty (6-class classification) and 70.1% for problem difficulty (13-class classification), surpassing the
performance of existing methods in classifying the difficulty of climbing problems.
Next, the study on motion generation is explained. Generally, the ability to generate realistic motions can enhance
the sense of immersion in fields such as animation and gaming. In sport climbing, however, motion generation offers
additional benefits. For instance, during the process of creating climbing problems, it is crucial to ensure that
climbers do not adopt overly strenuous postures. By generating climbing motions in a simulation environment, such
evaluations can be performed without physically setting holds on the wall. Furthermore, visualizing the problem from
the generated motion’ s perspective in a VR environment could enable climbers to form a more concrete image of their
ascent. Given these potential benefits, this study explored motion generation. Since generating optimal motions for a
humanoid is challenging due to the vast range of possible actions, this study employed deep reinforcement learning to
tackle the motion generation problem. To validate the feasibility of motion generation, humanoids were tasked with
climbing several problems in a simulation environment. First, the ability to generate human—like motions was
examined. While some generated motions differed from human behavior, certain parts resembled realistic movements.
Next, the study assessed whether motions suited to various body types could be generated. Humanoids of different
heights were tasked with climbing, and each humanoid was observed to adopt strategies adapted to its height.
Furthermore, climbing while minimizing hand load-a critical aspect of sport climbing— was incorporated into the
learning process. The study demonstrated that it is possible to train humanoids to climb while reducing hand load
This research highlights the potential applications of motion generation and provides a foundation for future
studies.

Overall, this study presented an example of a digital twin in the context of sport climbing, addressing the

challenges of difficulty classification and motion generation required for its construction, and demonstrated the
feasibility of the proposed method for building a digital twin
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