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Title 
A simple sensitivity analysis method for unmeasured confounders via linear programming with estimating 

equation constraints (線型計画法による未観測交絡に対する簡明な感度解析法) 

論文内容の要旨 

〔目 的(Objective)〕 

In estimating the average treatment effect in observational studies, the influence of confounders should be appropriately 

addressed. To this end, the propensity score is widely used. If the propensity scores are known for all the subjects, bias due to 

confounders can be adjusted by using the inverse probability weighting (IPW) by the propensity score. Since the propensity score 

is unknown in general, it is usually estimated by the parametric logistic regression model with unknown parameters estimated by 

solving the score equation under the strongly ignorable treatment assignment (SITA) assumption. Violation of the SITA 

assumption and/or misspecification of the propensity score model can cause serious bias in estimating the average treatment 

effect. To relax the SITA assumption, the IPW estimator based on the outcome-dependent propensity score has been successfully 

introduced. However, it still depends on the correctly specified parametric model and its identification. In this paper, we propose 

a simple sensitivity analysis method for unmeasured confounders. 

 

〔方法ならびに成績(Methods/Results)〕 

In the standard practice, the estimating equation is used to estimate the unknown parameters in the parametric propensity score 

model. Our idea is to make inference on the average causal effect by removing restrictive parametric model assumptions while 

still utilizing the estimating equation. Using estimating equations as constraints, which the true propensity scores asymptotically 

satisfy, we construct the worst-case bounds for the average treatment effect with linear programming. 

 

〔総 括(Conclusion)〕 

Differently from the existing sensitivity analysis methods, we construct the worst-case bounds with minimal assumptions. We 

illustrate our proposal by simulation studies and a real-world example. 

 

 




