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i

Abstract

This thesis describes the latest search on theHiggs boson decay to a charmand anti-charmquark
pair (H → cc̄), where the Higgs boson is produced in association with a vector boson. The
associated production of a Higgs boson with a vector boson gives the best sensitivity to probe
the Higgs-charm coupling strength, since the leptonic decay of the vector bosons can be used
to trigger this process. The H → cc̄ search is based on the full proton-proton collision dataset
recorded by the ATLAS experiment from 2015 to 2018. The analysis utilizes a new jet-flavor
tagging algorithm and new analysis techniques to increase the signal sensitivity compared to
the previous H → cc̄ search by the ATLAS experiment. The new analysis techniques include
a multivariate analysis to discriminate signal and background events, and an event weighting
method to effectively use all the simulated events, which helps in reducing the statistical error
attributed to simulated samples. In the new analysis, an observed (expected) upper limit at 95%
confidence level of 12 (11) times the standard model prediction on the H → cc̄ signal strength
is obtained. The expected upper limit is a factor of three times improvement compared to the
previous ATLAS result.
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Chapter 1

Introduction

The discovery of the Higgs boson by the ATLAS and CMS experiments in 2012 provided the
experimental confirmation of the Higgs mechanism in the standard model of particle physics.
In the standard model, the coupling between the Higgs boson to fermions manifest as Yukawa
interactions between the Higgs field and the fermion fields. While the Yukawa coupling to top
and bottom quarks have been observed by the ATLAS experiment [1], out of the remaining four
quarks (namely up, down, strange and charm), the Yukawa coupling to charm quarks remains
the only coupling that could be observed at the Large Hadron Collider (LHC).

This chapter first provides a brief description on the theoretical background of theHiggsmecha-
nism in the standardmodel, and the physics at the LHC. Then theHiggs bosonYukawa coupling
measurements are discussed, with a focus on the Higgs boson to charm quark decay search at
the LHC. Finally, an overview is given on the latest Higgs boson to charm quark decay analysis
described in this thesis, including the personal contributions of the author.

1.1 Theoretical introduction

The standard model of particle physics is a gauge theory of the symmetry group U(1)Y ×
SU(2)L × SU(3)1, where the symmetry group U(1)Y × SU(2)L acts on the electroweak gauge
theory, and SU(3) represents the symmetry group for the gauge theory of quantum chromody-
namics (QCD). The symmetry group U(1)Y×SU(2)L×SU(3) has a total of twelve gauge bosons
as depicted in Figure 1.1; the photon, three weak bosons, and eight gluons.

In the standard model of particle physics, the matter in the universe are composed of the spin-
half elementary particles known as fermions. Fermions are further classified into quarks and
leptons, and each particle has an anti-matter counter part. In total there are 24 fermions in the
standard model, as depicted in Figure 1.1. Further description on the standard model and the
Higgs mechanism2 can be found in Appendix A.

1U stands for unitary, and ”1” is the 1-dimensional representation. SU stands for special unitary, and ”2” and ”3”
denotes the two-dimensional and three-dimensional representations, respectively.

2Section 1.1.1 and Appendix A is mainly compiled by referring to [2] and [3].
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Figure 1.1: The standard model particles.

1.1.1 The Higgs mechanism

TheHiggsmechanism is the spontaneous symmetry breaking of the SU(2)L×U(1)Y local gauge
symmetry of the electroweak theory, generating the mass of the weak bosons. After symmetry
breaking, the electromagnetic symmetry should be left as the true symmetry at low energy.
Hence, the gauge theory should demonstrate the behavior

SU(2)L ×U(1)Y
spontaneous

−−−−−−−−−−−→
symmetry breaking

U(1)QED

TheminimalHiggsmodel contains two complex scalar fields, placed in aweak isospin doublet3;
one of the scalar fields must be neutral (φ0) in order to generate the masses of the electroweak
gauge bosons, while the other scalar fieldmust be charged (φ+) to give the longitudinal degrees
of freedom of theW+ andW− bosons.

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2
φ3 + iφ4

)
(1.1)

The Lagrangian for this doublet is

L = (Dµφ)
†(Dµφ)− V (φ), (1.2)

where V (φ) is the Higgs potential given by
3The upper and lower components of the doublet differ by one unit of charge.
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V (φ) = µ2φ†φ+ λ(φ†φ)2, (1.3)

and Dµ = ∂µ + igW2 σ · Wµ + ig
′

2 Bµ is an appropriate covariant derivative that respects the
SU(2)L × U(1)Y local gauge symmetry of the electroweak model. σ = (σ1, σ2, σ3) represents
the three Pauli matrices, and linear combinations of the fieldsWµ =

(
W

(1)
µ ,W

(2)
µ ,W

(3)
µ

)
andBµ

form the gauge fields attributed to the weak bosons and the photon. The relevant φ3 field term
of (Dµφ)

†(Dµφ) can be expressed as,

(∂µφ3)(∂
µφ3) +

1

4
g2W

(
W (1)

µ + iW (2)
µ

)(
W (1)µ − iW (2)µ

)
φ23

+
1

4

(
gWW

(3)
µ − g′Bµ

)(
gWW

(3)µ − g′Bµ
)
φ23.

(1.4)

The first term in Equation 1.4 corresponds to the kinetic term of the scalar, and the second
and third terms correspond to the interaction terms of the gauge bosons. The second term of
Equation 1.4 is expressed using theW+ andW− fields as

L =
1

4
g2WW

+W−φ23. (1.5)

The scalar field φ3 originally couples to the gauge boson fields W+ and W− as depicted in
Figure 1.2(a).

φ3

φ3 W−

W+

g2W /4

(a)W+W−φ3φ3 interaction

v

v W−

W+

m2
W

(b)W+W−vv interaction

h

W+

W−

gWmW

(c)W+W−h interaction

Figure 1.2: The interaction between the scalar fields with the gauge boson fieldsW+ andW−.

After spontaneous symmetry breaking4, the field φ3 is taken as φ3 → v+h, where h is a physical
Higgs boson arising from a small perturbation from the vacuum expectation value v. With this,
Equation 1.5 can be expanded as

L =
1

4
g2W v

2W+W− +
1

2
g2W vhW

+W− +
1

4
g2Wh

2W+W−. (1.6)

The first term (depicted in Figure 1.2(b)) can be interpreted as the mass term the W boson,
withmW = 1

2gW v. Hence, Equation 1.6 can be expressed as

L = m2
WW

+W− + gWmWhW
+W− +

1

4
g2Wh

2W+W−, (1.7)

4The fields φ1, φ2, and φ4 are chosen to be zero after spontaneous symmetry breaking.
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where the second term (depicted in Figure 1.2(c)) represents the coupling of the Higgs field to
W boson fields, with a coupling strength of ghWW = gWmW =

2m2
W
v . The third term represents

the quartic coupling of the Higgs field and theW boson field. Similarly, the coupling between
the Higgs field and the Z boson field is obtained as ghZZ = gZmZ .

1.1.2 The Higgs boson coupling to fermions

The Higgs mechanism can also be extended to explain the mechanism that generates the mass
of fermions. Similar to the Lagrangian term of Equation 1.5, the coupling between the fermion
field and the scalar field φ3 (depicted in Figure 1.3(a)) can be expressed as

L =
1√
2
gfφ3ff̄ , (1.8)

where f represents the fermion field, and f̄ represents the adjoint fermion field.

φ3

f̄

f

gf

(a) ff̄φ3 interaction

v

f̄

f

mf

(b) ff̄v interaction

h

f̄

f

yf

(c) ff̄h interaction

Figure 1.3: The interaction between the scalar fields with the fermion boson fields.

After spontaneous symmetry breaking, Equation 1.8 can be expanded as

L =
1√
2
gfvff̄ +

1√
2
gfhff̄ . (1.9)

The first term, depicted in Figure 1.3(b), can be interpreted as the mass term of the fermions,
and the second term, depicted in Figure 1.3(c), is the coupling term between fermions and the
Higgs field. Letting the fermion mass mf = 1√

2
gfv, and yf =

mf

v , Equation 1.9 can be written
as,

L = mfff̄ + yfff̄ , (1.10)

where yf is referred to as the Yukawa coupling strength between theHiggs field and the fermion
field f .

1.2 Physics at the Large Hadron Collider

The Large Hadron Collider (LHC) collides protons with protons, and the hard scattering pro-
cess occurs between the partons (quarks or gluons) in the proton. Although the collisions occur
on the center-of-mass frame of the colliding protons, this is not the same as the center-of-mass of
the colliding partons, since partons carry a certain momentum fraction x of the protons. Hence,
post collision objects are boosted by a net momentum of (x1 − x2)

√
s/2 along the beam axis,
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where x1, x2 are the momentum fractions of the two colliding partons (respect to the parent
proton), and

√
s is the center of mass energy of the colliding proton-proton system. With re-

spect to the momentum in the beam direction, the colliding partons have negligible momentum
transverse to the beam axis. Therefore, the transverse momentum (pT) of post collision objects
are taken to be conserved.

Parton distribution functions (discussed in Section 3.2) describe the probability of partons in-
side a proton participating in a hard scattering interaction, as a function of the parton momen-
tum fraction x. In the low x region, the momentum fraction x of gluons and sea quarks is more
compared to valence quarks, and this fraction increaseswith the increase inmomentum transfer
Q2. Therefore, processes involving gluons as the colliding partons are dominant at the LHC.

1.2.1 Standard model physics processes

The ATLAS experiment is able to measure different standard model processes from proton-
proton collisions at the Large Hadron Collider, and Figure 1.4 shows a summary of the produc-
tion cross-section measurements of different physics processes as a function of the center-of-
mass energy

√
s.
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Figure 1.4: A summary of the ATLAS measurements on total production cross-section measure-
ments of standard model processes as a function of the center-of-mass energy

√
s [4].

pp → X in Figure 1.4 denotes the total cross section from proton-proton collisions, where
roughly 80% of the cross section is due to proton-proton inelastic scattering [5]. A large fraction
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of the pp→ X inelastic scattering cross section is from the QCD multi-jet processes5 [6].

A vector boson with jets, also referred to as the V+jets process, is denoted by pp → W and
pp→ Z in Figure 1.4, and is six orders smaller in cross-section compared to pp→ X [7]. The next
dominant physics processes are the top-quark pair production (referred to as the tt̄process) and
the single top-quark production (referred to as the single-top process), denoted by pp→ tt̄ and
pp → tq in Figure 1.4, which is roughly two orders of magnitude smaller in cross-section than
V+jets production [8, 9, 10, 11].

The production cross-section for di-boson pp→WW process is roughly an order smaller com-
pared to pp → tt̄, while the di-boson processes pp → WZ (pp → ZZ) has roughly half (an
order smaller) cross section compared with pp → WW [12, 13, 14]. Finally, the Higgs boson
production cross sections are at a similar magnitude compared to the pp → WZ cross section,
and is denoted by pp→ H in Figure 1.4 [15].

More details on the standardmodel processes relevant to this thesis are discussed in Section 3.2,
and Appendix B lists additional details on the cross section measurements of the above men-
tioned processes.

1.2.2 Higgs boson production

Thedominant processes ofHiggs bosonproduction at the LHCare illustrated in Figures 1.5(a)∼(d),
and Figure 1.5(e) shows the production cross section for the different processes at the LHC, as
a function of the center-of-mass energy

√
s of proton-proton collisions.
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Figure 1.5: The leading order Feynman diagrams for the dominant production modes of a single
Higgs boson at the large hadron collider, and the predicted cross section (based on theoretical
calculations) for these processes as a function of the center-of-mass energy

√
s of proton-proton

collisions. The Higgs boson mass is assumed to be 125 GeV in these predictions [16]

pp→ H in Figure 1.5(e) denotes the gluon-gluon fusion (ggF) channel, which is the dominant
5The QCD partons created in physics processes from proton-proton collisions will be observed as a jet of particles

in the detector, due to fragmentation and hadronization.
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production mode for Higgs bosons at the Large Hadron Collider. The next dominant produc-
tion mode for Higgs bosons is the through the vector boson fusion (VBF) channel, denoted by
pp → qqH in Figure 1.5(e), which is roughly 13 times smaller in cross section compared to the
the ggF channel. In the same order of magnitude in cross-section is the associated production
of a Higgs boson with a vector boson (VH channel, also known as Higgstrahlung), denoted by
pp→WH and pp→ ZH in Figure 1.5(e). Finally, in a similar order ofmagnitude to pp→ ZH is
theHiggs boson production in associationwith top and bottom quarks (ttH and bbH channels),
denoted by pp→ bbH and pp→ ttH in Figure 1.5(e).

Table 1.1 details the cross sections of the dominant Higgs boson production modes at a center-
of-mass energy

√
s = 13 TeV, and the Higgs boson massMH = 125 GeV.

Table 1.1: The production cross sections based on theoretical calculations for a Higgs boson at
mass MH = 125 GeV, in pp collisions at a center-of-mass energy of 13 TeV. The uncertainties
shown are the total of theoretical, PDF and αs uncertainties [16, 17]

Production process Cross section σ Calculation order

ggF channel 48.58 +2.72
−3.59 pb N3LO QCD + NLO EW

VBF channel 3.78 +0.08
−0.08 pb NNLO QCD + NLO EW

WH channel 1.37 +0.03
−0.03 pb NNLO QCD + NLO EW

ZH channel 0.88 +0.04
−0.03 pb NNLO QCD + NLO EW

ttH channel 0.50 +0.03
−0.05 pb NLO QCD + NLO EW

bbH channel 0.49 +0.10
−0.12 pb NNLO QCD

1.2.3 Higgs boson decay
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Figure 1.6: The Higgs boson decay processes with the largest branching fraction, and the branch-
ing fraction as a function of the Higgs boson mass [16, 18].

Once a Higgs boson is produced, it will decay almost instantly through the dominant decay
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channels shown in Figure 1.6(a). Figure 1.6(b) shows the branching fractions as a function of
the Higgs boson mass in the range 120 GeV to 130 GeV.

In themass range shown in Figure 1.6(b), the dominant decaymode is theHiggs boson decay to
a pair of bottom quarks, followed by the decay to a pair ofW bosons. The decay to τ -leptons has
the largest branching fraction within the lepton family. The Higgs boson decay to charm quarks
which is the focus of this thesis, has the second largest branching fraction between quarks.

Table 1.2 shows the branching fraction and the relative uncertainty for the Higgs boson decay
modes. The eight modes shown in the table account to almost 92 % of the Higgs boson decays.

Table 1.2: The branching fractions (based on theoretical calculations) and the relative uncertainty
for the decay channels of a Higgs boson of massMH = 125 GeV [16, 17, 18].

Decay channel Branching fraction

H → bb̄ 58.2+1.2
−1.3%

H →W±W ∗∓ 21.4% ±1.5%
H → τ+τ− 6.27% ±1.6%
H → cc̄ 2.89+5.5

−2.0%
H → ZZ∗ 2.62% ±1.5%
H → γγ 0.227% ±2.1%
H → Zγ 0.153% ±5.8%
H → µ+µ− 0.0218% ±1.7%

1.2.4 The kappa framework

When measuring the strength of gauge coupling to vector bosons, and the Yukawa coupling
to fermions, the production cross sections and branching fractions cannot be treated indepen-
dently since observed processes involves the effects of both. Therefore, the κ-framework (kappa
framework) is introduced for a consistent treatment of coupling strengths in both production
and decay. The aim of this framework is to determine if resonances at 125 GeV indeed match
the properties of the SM Higgs boson, or to establish deviations from the SM behavior, which
rules out the SM being sufficiently significant.

In the κ-framework, cross section times branching fraction σi ×Bf for Higgs boson production
and decay process i→ H → f is parameterized using a set of parameters κ (known as coupling
strength modifiers) [18];

σi ×Bf =
σi(κ)× Γf (κ)

ΓH(κ)
, (1.11)

where ΓH is the total width of the Higgs boson decay, and Γf is the partial width for the Higgs
boson decay to final state f . The κ parameters affect the Higgs boson coupling strengths, with-
out altering the kinematic distributions of the given process. The coupling strength modifiers
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κi for a Higgs boson production process i→ H , and κf for a Higgs boson decay processH → f

is given by6

κ2i =
σi

σSMi
, κ2f =

Γf

ΓSM
f

. (1.12)

The κ parametrization takes into account the total Higgs boson decay width ΓH depends on all
the decay modes in the present measurements, currently undetectable (to gluons, light quarks
or neutrinos) or invisible decays, as well as decays into non-standard model particles. Hence,
the Higgs boson total decay width is expressed using the κ-framework as

ΓH(κ, Binv, Bundect) = κ2H(κ, Binv, Bundect)Γ
SM
H , (1.13)

where

κ2H(κ, Binv, Bundect) =
ΣjB

SM
f κ2j

(1−Binv −Bundect)
. (1.14)

In the above equations, Binv and Bundect denote the branching fractions to beyond the standard
model (BSM) states, andundetectable states respectively. Whendetermining the couplingmod-
ifiers of the top (κt), bottom (κb), and charmquarks (κc), theMS runningmass evaluated using
lattice QCD at a renormalization scale equal to the Higgs boson mass of 125 GeV is used [19].

1.3 Higgs boson Yukawa coupling measurements

The discovery of a particle consistent with the standard model Higgs boson was announced by
the LHCATLAS and CMS experiments in 2012 [21, 22], based on the data taken during the Run
1 period of the LHC from 2011 to 2012, with the center-of-mass energies of 7 TeV in 2011, and
8 TeV in 2012. Subsequent measurements using the Run 1 data showed evidence the particle
has spin zero, and it is a CP-even quantum state [23], confirming the discovered particle is the
Higgs boson predicted by the standard model.

During the Run 2 period (from 2015 and 2018) of the LHC where the center-of-mass energies
increased to 13 TeV, more precise measurements on the Higgs boson properties were done ow-
ing to the large dataset equivalent to almost 30 times more Higgs bosons compared to Run 1.
The increase in data is partially due to the increase in the center-of-mass energy from 8 TeV to
13 TeV, that also increased theHiggs bosonproduction cross section as seen in Figure 1.5(b). Fig-
ure 1.7 shows the measurements during the Run 2 period, of the gauge couplings and Yukawa
couplings between the Higgs boson and the standard model particles expressed using the κ-
framework. All measurements are consistent with the standard model within uncertainties.

6Note that for the ggF and VBF production channels explained in Section 1.2.2, κ2
g and κ2

VBF is expressed as a
function of the corresponding quark or vector boson couplings.
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Figure 1.7: The measurements by the ATLAS experiment on the coupling strength between the
Higgs boson and the standard model particles [20]. The couplings are interpreted using the κ
framework [18].

1.3.1 Search for the Higgs boson decay to charm quarks

The Higgs boson decay to a pair of charm quarks is still unobserved at the LHC due to the chal-
lenges in measuring it. However, since H → cc̄ has a sizable contribution to the total Higgs
boson decay width ΓH at the current precision, an accurate determination of the H → cc̄ cou-
pling strength is important.

The ATLAS experiment has probed the Higgs-charm Yukawa coupling using the Run 2 period
data in several approaches. One approach is through the radiative rare decay H → J/ψγ (Fig-
ure 1.8(a)), which has a theoretical branching fraction of 2.99+0.16

−0.15 × 10−6, and is a clean probe
of the Higgs-charm Yukawa coupling owing to the better signal to background separation [24].
No significant events were observed above the standard model backgrounds, and a 95% confi-
dence level upper limit of 3.5×10−4 on the branching fraction was obtained. Another approach
is through the charm quark initiated Higgs boson production, and the associated production
of charm quarks and a Higgs boson decaying to a pair of photons (gc → Hc,H → γγ), shown
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in Figure 1.8(b) [25]. Since no significant excess above the standard model background was
observed, a 95% confidence level observed (expected)7 upper limit on the cross section was ob-
tained at 10.4 pb (8.6 pb). The CMS experiment has also done similar searches in theH → J/ψγ

and gc→ Hc,H → γγ channels [27, 28].

H

c̄

c

γ

c

J/ψ

(a) TheH → J/ψ γ process

c

g c

H

c

(b) The gc→ Hc process

Figure 1.8: The approaches taken to probe the Higgs-charm Yukawa coupling strength.

An alternative approach to probe the Higgs boson decay to charm quarks is through the inclu-
sive H → cc̄ decay process (of Figure 1.6(a)) that has a branching fraction of 2.89%. However,
this approach is also challenging due to the difficulty in separating the H → cc̄ signal events
from the overwhelming background processes in the Large Hadron Collider. Results in this
approach are usually expressed by 95% CL upper limits on the signal strength, defined as

µi→H,H→cc̄ ≡
(σi→H ×BRH→cc̄)Measured

(σi→H ×BRH→cc̄)SM expectation
. (1.15)

The CMS experiment searched for the H → cc̄ decay using the ggF production channel (of
Figure 1.5(a)) which achieved an observed (expected) upper limit on the signal strength of 47
(39) times the standard model prediction on the signal strength, at 95% confidence level [29].

Currently, the most sensitive production channel for searching for theH → cc̄mode is the V H
production channel, since the leptons from the vector boson decay can be used to select this
specific signal and reject other background processes. Using this approach, the ATLAS experi-
ment obtained an observed (expected) upper limit of 24 (31) times the standard model on the
V H,H → cc̄ process [30]. This search for the V H,H → cc̄ channel was based on the full Run
2 proton-proton collision dataset of 139 fb−1, and obtained an observed (expected) 95% confi-
dence level limits on κc to be |κc| < 8.5 (12.4) times the standard model. The CMS experiment
also released their latest result, based on a Run 2 dataset of 138 fb−1, for the same V H,H → cc̄

process [31]. They achieved an observed (expected) upper limit of 14 (7.6) times the standard
model, a factor of four times better expected limit than the ATLASmeasurement, and a factor of
five times better than previous CMS result obtained using 35.9 fb−1 of proton-proton collision
data [32]. This new CMS measurement obtained an observed (expected) constrain on κc to be
1.1 < |κc| < 5.5 (|κc| < 3.4).

Furthermore, the measurement by the ATLAS experiment shown in Figure 1.7 combined the
results of theATLASV H,H → cc̄ analysiswith directmeasurements on other coupling strength
measurements, and obtained an observed (expected) upper limit of |κc| < 5.7(7.6) [20].

7Expected upper limits are obtained through a fit to a theoretically built data representation assuming the stan-
dard model, while observed upper limits are obtained through a fit to the actual data [26].
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Figure 1.9: A comparison of the constraints on κc from several latest measurements. The ATLAS
V H,H → cc̄, CMS V H,H → cc̄, ATLAS combination, and ATLAS H → ZZ, γγ are the analyses
described in [30], [31], [20], and [15], respectively.

While the constraints on κc mentioned above were obtained from direct H → cc̄ searches, it
is also possible to obtain indirect constraints on κc through modifications to the Higgs boson
production cross sections. An analysis by the ATLAS experiment, targeting theH → ZZ∗ → 4l

and H → γγ final states, probed κc in the ggF production channel with a charm quark loop,
and the charm quark induced production cc̄ → H . Since deviations from κc = 1 is expected to
modify the transversemass of theHiggs boson (pHT ) distributions at low pHT [33], κc was probed
in the fiducial cross section measurement as a function of pHT [15].

Considering only modifications to the shape of the measured pHT distributions by varying κc
(referred to as shape only), the analysis obtained an observed (expected) constrain on κc as
−8.6 < κc < 17.3 (−8.5 < κc < 15.9), which has a weaker constraint compared to the constraint
obtained from the direct searches (i.e. the V H,H → cc̄ process). However, considering mod-
ifications to the total production cross-sections, branching ratios, and the Higgs boson decay
width (referred to as shape + norm), the analysis obtained an observed (expected) constrain on
κc as |κc| < 2.27 (−2.77 < κc < 2.75), the most stringent constraints on κc to date. Furthermore,
a combination of the H → ZZ∗ → 4l and H → γγ fiducial cross section measurements to-
gether with the measurements of the ATLAS V H,H → cc̄ analysis, obtained a 95% CL interval
of −2.47 < κc < 2.53.

Since the indirectmeasurements (described above) and the directmeasurements in theV H,H →
cc̄ process are complementary, it is also important to probe κc directly in the V H,H → cc̄ pro-
cess. The ATLAS experiment re-analyzed the V H,H → cc̄ process using the Run 2 dataset with
new c-tagging algorithms (generally referred to as jet-flavor tagging algorithms), and other anal-
ysis techniques described in Section 1.4.2. The results of this latest analysis is presented in this
thesis.
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1.4 Overview of the new V H,H → cc̄ analysis

The new V H,H → cc̄ analysis is a part of the combined V H,H → bb̄/cc̄ analysis that simul-
taneously searches for the Higgs boson to bottom and charm quark decay processes, where
the Higgs boson is produced associated with a vector boson (i.e the WH and ZH channels).
The V H,H → bb̄/cc̄ analysis is a re-analysis of the previous three independent Run 2 analyses
for the V H,H → bb̄ and V H,H → cc̄ processes, that used a proton-proton collision dataset
of 139 fb−1[34, 35, 30]. Figure 1.10 shows the overview of the combined three analyses; the
V H,H → bb̄ analysis was originally split into two independent analyses using the pT of the
vector boson, based on the topology of the Higgs boson decay.
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Figure 1.10: The overview of the V H,H → bb̄/cc̄ analysis.

Amotivation for the combination of the V H,H → bb̄ and V H,H → cc̄ analyses is to simultane-
ously measure the signal strength µ of the V H,H → bb̄ and V H,H → cc̄ processes, as defined
in Equation 1.16 and 1.17. The simultaneous measurement also allows the determination of the
relative strength of Yukawa coupling between the Higgs boson and bottom/charm quarks.

µV H,H→bb̄ ≡
(σV H ×BRH→bb̄)Measured

(σV H ×BRH→bb̄)SM expectation
. (1.16)

µV H,H→cc̄ ≡
(σV H ×BRH→cc̄)Measured

(σV H ×BRH→cc̄)SM expectation
. (1.17)

In addition to the simultaneous measurement of the V H,H → bb̄ and V H,H → cc̄ signal
strengths, determining the contribution of dominant standard model background processes in
the V H,H → bb̄ (or V H,H → cc̄) phase spaces that can be extrapolated to the V H,H → cc̄

(or V H,H → bb̄) phase spaces, and harmonizing on different analysis techniques which were
useful in the previously three independent analyses, comes as additional benefits. These are
briefly discussed in Section 1.4.2, and in more detail in this thesis.
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1.4.1 The signal and background processes

As discussed previously, the WH and ZH channels give the best sensitivity for H → bb̄ and
H → cc̄ searches, since this process can be triggered using the leptonic decay of the vector
bosons. The signal is probed in three channels (as depicted in Figure 1.11), depending on the
leptonic final state of the vector boson.
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Figure 1.11: The three different charged lepton channels used in the search for V H,H → cc̄.

When probing the V H,H → bb̄/cc̄ signal processes, it is necessary to consider the contribution
of the other standard model processes (shown in Figure 1.4) in the signal phase space. Such
processes, referred to as background processes, can be classified to two main types in the current
analysis; the top-quark processes and vector boson processes as illustrated in Figure 1.12.
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Figure 1.12: Examples of the main standard model background processes in the analysis.

1.4.2 The V H,H → bb̄/cc̄ analysis strategy

The V H,H → bb̄/cc̄ analysis uses the same Run 2 proton-proton collision data set as the previ-
ous V H,H → cc̄ analysis [30], which now accounts for 140 fb−1 of data. The candidate events
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for the analysis are selected using the missing transverse energy (Emiss
T ) triggers, the single

electron triggers, and the single muon triggers, as discussed in more detail in Section 3.1.1.

The recorded data of the different detector components in triggered events are then recon-
structed into different objects; electrons, muons, hadronically decaying τ leptons, jets andEmiss

T .
In theV H,H → bb̄/cc̄ analysis, themost important objects are the jets initiated by the b or c quark
pairs, since they are used to reconstruct the Higgs boson candidate. Hence, it is important to
identify the initial partons that create the jets with a good accuracy, and this is achieved using
the jet-flavor tagging algorithms discussed in more detail in Section 4.5.

The V H,H → bb̄ and V H,H → cc̄ signal regions undergo further events selections to enhance
the signal over background significance (referred to significance in the thesis), as described in
Section 5.1. The selected events are then fed to a multivariate analysis (MVA) algorithm to
further improve the signal to background separation (described in Chapter 7), and the MVA
output is used as the final discriminant to extract the signal strength µV H,H→cc̄, simultaneously
with µV H,H→bb̄. Furthermore, to estimate the contribution of different background processes in
the signal region, several control regions are defined, as described in Section 5.3.

The signal and most background processes are generated using monte-carlo (MC) simulations
(described in Chapter 3), and these events are used to build the templates in the signal and
control regions. The signal strengths µV H,H→cc̄ and µV H,H→bb̄ are then extracted by fitting all
the templates using a profile likelihood fit, and is described in detail in Chapter 9.

The V H,H → bb̄/cc̄ analysis introduces several improvements listed below, to increase the sig-
nal sensitivity compared to the previous Run 2 V H,H → bb̄ and V H,H → cc̄ analyses [34, 35,
30].

• A new jet-flavor tagging algorithm (known as the DL1r tagger [36]) used in the new
analysis gives better separation between jets with b-hadrons (b-jets), c-jets, and other jets.
Based on this new jet-flavor tagging algorithm, new working points are defined, and are
optimized to get the best signal over background significance for the V H,H → bb̄ and
V H,H → cc̄ processes. The new algorithm is described in more detail in Section 4.5.

• New control regions to constrain the Top-quark processes and V+jets processes are de-
fined in the new analysis, while the previous∆R control regions are optimized to increase
the sensitivity in signal regions even further. More details can be found in Chapter 5.

• A new event weighting method based on graph neural networks (described in Chapter 6)
for effectively using more simulated samples is used, and this helps to reduce the system-
atic uncertainty attributed to the size of the simulated sample set. The oldmethod utilized
in the previous analyseswas attributed additional systematics uncertainties due to several
limitations in the accuracy of the event weighting [30]. The new event weighting method,
which has a better accuracy, does not require such additional uncertainties.

• A new analysis region, at low transverse momentum of the vector boson, is added in the
one charged lepton channel, increasing the signal acceptance.

• A multivariate analysis is used to separate signal processes from the background pro-
cesses, further increasing the sensitivity in the signal regions. This is described in more
detail in Chapter 7.
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• Modeling uncertainties, acceptance between regions, and shape effects are re-estimated in
the analysis. For estimating uncertainties due to shape effects, a new tool based on neural
networks, the Calibrated Likelihood Ratio Estimator (CARL) [37] is used. More on this
can be found in Section 8.2.

1.4.3 Thesis overview and personal contribution

Chapter 1 has given a brief introduction to the motivation and strategy of the V H,H → bb̄/cc̄

analysis. Next, Chapter 2 introduces the Large Hadron Collider (LHC) and the ATLAS exper-
iment. Chapter 3 explains the data and monte-carlo (MC) samples used in the analyses. Then
Chapter 4 explains the different objects that are used in the analyses, followed by the event se-
lection and event categorization described in Chapter 5. Chapter 6 explains the event weighting
method used for effectively using the simulated sample set. Chapter 7 explains the multivariate
analysis used for further separating the signal from background. The various systematic uncer-
tainties are described in Chapter 8, and Chapter 9 explains the statistical analysis used to extract
the signal strengths µV H,H→cc̄ simultaneously with µV H,H→bb̄. Finally Chapter 10 discusses the
results of this analysis and the interpretation in the κ-framework.

My main contributions to the V H,H → bb̄/cc̄ analysis are listed below.

• Studies of the signal yield in the signal regions, and the ∆R control regions for different
flavor tag regions. This is discussed in Section 5.3.2, and Appendix E.2.

• Implementation of the graph neural network based event weighting method, and vali-
dating its performance. Further, several fine tuning studies were done to bring the best
performance while avoiding additional systematic uncertainties on this method. This is
discussed in Chapter 6.

• Studies of different variables for the multivariate analysis, which brings better signal vs
background separation. This is discussed in Section 7.2.

• Estimation of the modelling acceptance uncertainties for the di-boson background pro-
cess. This is discussed in Section 8.2.5.

• Studies on the simultaneous fit to extract the µV H,H→cc̄ and µV H,H→bb̄, which is presented
in Chapter 10.
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Chapter 2

The Large Hadron Collider and the
ATLAS experiment

This chapter describes the two important experimental instruments used for collecting the data
used in this analysis: the Large Hadron Collider and the ATLAS experiment located in CERN,
Switzerland.

2.1 The Large Hadron Collider

Figure 2.1: The LHC and its four main detectors ALICE, ATLAS, CMS, and LHCb [38].

The Large Hadron Collider (LHC) is the largest particle accelerator in the world, which is
housed inside an underground tunnel of 26.7 km in circumference [39]. The LHC tunnel was
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initially built for the large electron positron collider (LEP), and is situated in an average depth
of 100 m1 below the French-Swiss border near Geneva, Switzerland. The LHC is built with two
beam-pipes which carries protons (or heavy-ions) in opposite directions, and the two beam
pipes cross at four interaction regions where the four LHC experiments are located: ALICE
[40], ATLAS [41], CMS [42], and LHCb [43]. And overall view of the LHC and its four main
detectors is shown in Figure 2.1.

The Run 1 data collection period of the LHCwas from 2009 to 2013, where the LHC operated at
a center-of-mass energy of

√
s = 7 TeV and 8 TeV [44]. The LHC then underwent a two year pe-

riod of long shutdown for the repair and upgrade of the LHC and the four LHC-detectors. The
Run 2 data taking period of the LHC started in 2015 at a center-of-mass energy of

√
s = 13 TeV,

and continued till the end of 2018 [45]. After another three and a half years of a long shutdown,
the LHC started operation at a center-of-mass energy of

√
s = 13.6 TeV in the summer of 2022,

and plans to continue operation till the summer of 2026 [46, 47].

2.1.1 Production, acceleration and guiding of the proton beams

Figure 2.2: The CERN accelerator complex and the LHC [48].

1The depth of the tunnel varies from 50 m (towards lake Geneva) to 175 m (under the Jura mountains), with an
inclination of 1.4% towards the lake Geneva.
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During the Run 2 period of the LHC (from 2015 to 2018), protons for the LHC were produced
from hydrogen atomswhere electrons are striped off using a strong electric field. These protons
were accelerated to 50 MeV using the 30 m Linac22 linear accelerator, and then injected into a
157m Proton Synchrotron Booster (PSB) ring and accelerated to an energy of 1.4 GeV. The beam
from the PSB is then injected in to the 628 m Proton Synchrotron (PS), which accelerates the
protons to an energy of 25 GeV before injecting to the 6.9 km Super Proton Synchrotron (SPS).
The SPS gives the final stage of acceleration of the proton beam to 450 GeV before injecting the
beam to the LHC [49].

The acceleration of the LHC beams are provided by 16 superconducting radio-frequency (RF)
cavities (eight per proton beam) that are housed in four cryomodules. Each cavity is driven by a
high-power klystron at a frequency of 400 MHz, and can reach a maximum voltage of 2 MV per
proton beam; this corresponds to an acceleration of 16 MV per proton beam in one revolution
around the LHC[50, 51]. The acceleration to 6.5 TeV per beam (14 times the injected energy) is
achieved in about 20 minutes, with the protons having circulated the LHC ring more than 10
million times. Once the beam has reached the required energy, ideally protons tuned with the
400 MHz RF frequency that have reached the desired energy will not be accelerated. However,
protonswith slightly different energies arriving earlier or laterwill be accelerated or decelerated
to reach the desired energy. Therefore, the proton beam is grouped to bunches, with each bunch
containing 1.2× 1011 protons, and each beam containing 2808 proton bunches.

The beams are guided through the LHC ring using thousands of magnets. These include 1232
dipole magnets that are 15 m in length, and designed to allow a current of 11,850 A to flow
through, in order to generate a 8.3 T magnetic field that is able to bend the 7 TeV beams. To
achieve this, the magnets are made of NbTi cables that reach super-conductivity below 10 K,
and therefore, the magnets are cooled to a temperature of 1.9 K using liquid Helium [52]. Addi-
tionally, 392 quadrupole magnets between 5 m to 7 m in length are used for focusing the beams
[53]. There are also magnets with higher multipoles used to correct small imperfections in the
beam geometry, and stronger quadrupole magnets used to squeeze the beams before colliding
them, to increase the chances of a proton-proton collision.

2.1.2 Luminosity and pile-up

The instantaneous luminosity L of a particle accelerator is related to the production cross-
section of a physics process σ as per the equation:

dN

dt
= L × σ, (2.1)

where dN/dt is the rate of particle interactions of the physics process. Assuming round and
identical beams at the interaction point, the instantaneous luminosity for the LHC can be ex-
pressed as

L =
γ frev nb N

2
b

4πεnβ∗
F. (2.2)

2The Linac2 was replaced by the the Linac4 after the Run 2 period. The Linac4 accelerates H− ions to 160 MeV
before injecting it to the PSB.
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The description of each parameter and the corresponding values during Run 2 is shown in Ta-
ble 2.1. Based on the values given in Table 2.1, a good approximation on the nominal LHC
instantaneous luminosity is obtained3 to be ∼ 1× 1034 cm2s−1.

Table 2.1: Nominal luminosity parameters of the LHC during Run 2 data taking period [53, 54].
The geometric reduction factor F is a termwhich accounts for the reduction in beam overlap (due
to the crossing angle between the beams) with respect to head-on collisions.

Luminosity parameter Value

γ Relativistic gamma factor ≈ 7000

frev Bunch revolution frequency 11245 Hz
nb Number of colliding bunches 2808
Nb Particle density per bunch 1.2 ×1011

F Geometric reduction factor 0.84
εn Normalized beam emittance 3.75 µm
β∗ Horizontal beam dispersion function 0.55 m

The integrated luminosity L̂ is calculated by integrating the instantaneous luminosity over a
given time period t − t0 as L̂ =

∫ t
t0
L(τ)dτ . The integrated luminosity during the Run 2 data

taking period is shown in Figure 2.3(a). In the preliminary calibration of the luminosity, the
total integrated luminosity was determined to be 139 fb−1 seen in Figure 2.3(a). However, after
a more refined calibration [55], the luminosity value was determined to be 140.1 fb−1, which is
also the value used in the analysis discussed in this thesis.
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(b)Mean number of interactions per bunch crossing.

Figure 2.3: The left plot shows the cumulative integrated luminosity delivered toATLAS, recorded
by ATLAS, and finally selected as good for physics. The right plot shows the luminosity-weighted
distribution for the mean number of interactions per bunch crossing 〈µ〉 [56].

During a bunch crossing, there are multiple proton-proton interactions taking place, which is
referred to as pile-up. The mean number of pile-up interactions varied mostly between 8 to 70
during the Run 2 period, as seen in Figure 2.3(b).

3The peak luminosity during Run 2was 2.1×1034 cm2s−1, but varied in each LHC fill. Further, the instantaneous
luminosity expressed in Equation 2.2 is an approximation as described in [49].
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2.2 The ATLAS experiment

The ATLAS experiment, short forAToroidal LHCApparatuS, is 46 m in length, 25 m in diame-
ter, and covers nearly the entire solid angle around the collision point as seen in Figure 2.4. The
ATLAS experiment is made up of mainly three main sub-detector systems; the inner detector,
the calorimeters, and the muon spectrometer.

Figure 2.4: The overall view of the ATLAS experiment [57].

The ATLAS detector uses a right-handed coordinate system, with the origin of the axes at the
center of the detector, which is also defined as the nominal interaction point. The z-axis is taken
along the beam axis, the y-axis points upwards, and the x-axis points towards the center of the
LHC from the nominal interaction point. Polar coordinates (r, φ) are used in the transverse x−y
plane, with φ being the azimuthal angle in the clockwise direction around the z-axis as shown
in Figure 2.4. The polar angle θ is used to define the pseudorapidity η = − ln tan(θ/2), that is
equal to the rapidity y (given in Equation 2.3) in the relativistic limit.

y =
1

2
ln
(
E + pz
E − pz

)
, (2.3)

where pz is the z-component of the momentum. The momentum component in the transverse
x− y plane is denoted as ~pT. Further, the angular distance between two vectors is a commonly
used quantity in the ATLAS experiment, which is defined using the quadratic sum of the dif-
ferences in φ and η as defined in Equation 2.4.

∆R1,2 =
√
∆φ21,2 +∆η21,2 =

√
(φ1 − φ2)2 + (η1 − η2)2 (2.4)



2.2. The ATLAS experiment 22

2.2.1 Inner detector

The inner detector is the innermost subsystemof theATLASdetector, and ismadeup of the pixel
detector which is closest to the proton-proton collisions, followed by the semiconductor tracker
(SCT), and the transition radiation tracker (TRT) as seen in Figure 2.5. A solenoid magnet that
provides a 2 T magnetic field surrounds the pixel, SCT and TRT systems. From the center of
the beam pipe, the inner detector extends radially from 33.25 mm (the first layer of the pixel
detector) to 108 cm (the outer end of the TRT), and covers the η < 2.5 region.

Figure 2.5: The pixel, SCT, and TRT sub-systems of the ATLAS inner detector [58].

The main purpose of the inner detector is to measure the momentum of charged particles
through the curved trajectories in the 2 T solenoid field. The design inverse pT resolution of
charged pions [59] in the inner detector is given by ,

σ

(
1

pT

)
· pT = 0.036% · pT ⊕

1.3%√
sin θ

, (2.5)

where pT is measured in GeV, and the first term accounts for the intrinsic error on track param-
eters, while the second term accounts for the error in multiple scattering [60].

Pixel detector

The pixel detector is made up of silicon pixel detector modules arranged in four longitudinal
layers (i.e barrel layers), and four vertical layers (i.e end-cap layers). The ATLAS experiment was
designed originally with the three outermost barrels and the four end-cap layers, consisting of
1744 silicon pixel modules [61, 62]. One pixel module is composed of 16 front-end (FE) chips
bump bonded to a sensor having a pixel resolution of 50 µm × 400 µm, and the FE chips are
wire-bonded to a flexible printed circuit board (PCB), as illustrated in Figure 2.7(a)

The innermost pixelmodule layer, referred to as the insertable B-layer (IBL), was added for Run
2 during the first long shutdown of the LHC [63]. The IBL silicon pixel modules have a higher
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granularity (50 µm × 250 µm) compared to the rest of the pixel modules, and improves the
precision and robustness of track reconstruction4 [64]. In total there are 280 IBL pixel modules
arranged on 14 longitudinal staves, at a radius of 33.25 mm around the beam pipe. The other
three barrel layers extend radially up to 12.25 cm as depicted in Figure 2.6.

Figure 2.6: The illustration of the ATLAS inner detector barrel region [62].

Semiconductor tracker

The semiconductor tracker (SCT) is made up of 4088 silicon strip modules, arrange in four
barrel layers and 18 end-cap disks [65]. The SCT barrel layers have rings of 12 modules along
the z-axis, totalling 2112 barrel modules. Each barrel modules consists of four 285 µm thick
p+-on-n type silicon sensors, with 768 active micro-strips that are ∼ 6 cm in length, placed at a
80 µm pitch to each other [66]. A pair of sensors are wire-bonded to each other to create 12 cm
long strips, and then glued back to back at a stereo angle of 40 mrad to create one 6 cm× 12 cm
SCT barrel module. The layout of a SCT module is depicted in Figure 2.7(b).

Each SCT end-cap has 988modules in total, arranged in rings of the nine disks per end-cap [67];
the number of rings vary depending on the position of the disks. Most end-cap modules have
similar dimension to barrel modules, but are trapezoidal in shape in order to accommodate the
modules in circular disks. Further, the end-cap modules in the inner rings of the disks 2-6, and
the middle ring of disk 8, consists of only one sensor on each side and therefore is only half the
length of other SCT modules. Signal amplification, shaping and digitization is done using the
readout chips, with each SCT module having 12 readout chips (one chip per 128 strips) [68].

4For jet-flavor tagging (discussed more in Section 4.5), the IBL was estimated to improve the light-flavor jet re-
jection by a factor of four in b-tagging working points.
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(a) An ATLAS pixel module. (b) An end-cap SCT module.

Figure 2.7: The pixel and SCT modules of the ATLAS inner detector [41].

Transition radiation tracker

The transition radiation tracker (TRT) is the outermost sub-system of the inner detector, and
is made of 298,304 carbon-fibre-reinforced kapton straw tubes of 4 mm in diameter [69]. The
straw tubes are filled with a gas mixture (70% Xe, 27% CO2, 3% O2), and has 70 µm thick walls
that are kept at a potential of -1530 V. The TRT operates as a drift chamber, where charged
particles traversing the straw tube deposits about 2.5 keV of energy in the active gas through
ionization, and produces detectable signals. Additionally, extra information for particle identi-
fication is provided by the transition radiation X-rays created when a charge particle passes the
polypropylene or polyethylene fibers in which the straw tubes are embedded in, further ioniz-
ing the gas in the straw tubes. The intensity of transition radiation is proportional to the Lorentz
factor γ = E/mc2 of the particle [70], and therefore, in addition to tracking the TRT is used for
identification of different particles with similar energies, such as electrons from pions.

Similar to SCT, the TRT is also composed of one barrel section and two end-caps, and the cover-
age is in the range |η| < 2.0. In the TRT barrel, 142.4 cm long tubes are arranged into 96 barrel
modules in three layers, while 39 cm long tubes are arranged to 40 disks in each TRT end-cap.
The TRT has a position resolution of 130 µm in the r − φ plane in the barrel region.

Solenoid magnet

The superconducting solenoid magnet is made from high-strength Al-stabilized NbTi conduc-
tor, and placed just outside the inner detector as seen in Figure 2.12(b). It is designed to provide
a 1.998 T axial magnetic field at a nominal current of 7.730 kA. To minimize the energy loss of
particles before reaching the calorimeter, the solenoid magnet was designed to have a mini-
mum amount of material; approximately 0.66 radiation lengths (X0) at normal incidence [41].
The magnetic flux is returned by the steel plates in the hadronic calorimeter and its support
structure.
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2.2.2 Electromagnetic and hadronic calorimeters

The ATLAS calorimeter is composed of the electromagnetic calorimeter and hadronic calorime-
ters used to measure the energy of neutral and charged particles, and the missing transverse
momentum Emiss

T [41]. The calorimeters provide complete coverage in the φ-direction, and in
the range |η| < 4.9. Both calorimeters are sampling calorimeters. Regionsmade of passive high-
density material are used to induce electromagnetic or hadronic showers, and a region with an
active material is used to measure the energy deposited by the showers.

Figure 2.8: The ATLAS electromagnetic and hadronic calorimeters [71].

The electromagnetic calorimeter has greater than 22 radiation length (X0), and the hadronic
calorimeter has around 10 interaction length (λ) in the different regions of the detector. This
ensures a good containment of the electromagnetic and hadronic showers, while limiting the
punch-through of particles into the muon spectrometer.

The energy resolution of the calorimeters can be expressed using a stochastic term a/
√
E which

accounts for stochastic fluctuations in shower development in the calorimeter, a noise term b/E

accounting for the electronic and pileup noise measured from calibration runs, and a constant
term c reflecting local non-uniformities in the response of the calorimeter, as given in Equa-
tion 2.6 [41]. Here, the energy E is measured in GeV.

σ(E)

E
=

a√
E

⊕ b

E
⊕ c. (2.6)

The design resolution considers only the stochastic and noise terms, which is [a = 10%, c =

0.7%] for the electromagnetic calorimeter, and [a = 50%, c = 3%] for the hadronic calorimeter.
A forward hadronic calorimeter has different parameters [a = 100%, c = 10%] from the rest of
the hadronic calorimeters. Finally, the combined energy resolution of the calorimeter5 obtained
using test beam studies has a value [a = 52%, b = 1.6 GeV, c = 3.0%].

5Accurately, the shown combined resolution is for the ECal and the TileCal, for pions.
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Figure 2.9: A schematic of the cross-sectional view of the ATLAS electromagnetic and hadronic
calorimeters [72].

Electromagnetic calorimeter

The electromagnetic calorimeter (ECal) uses sheets of lead as the passive material, while liq-
uid argon is used as the active material. The sheets of lead and the copper electrodes have an
accordion shape, which provides a complete coverage in the φ-direction without any gaps. The
ECal is divided into the barrel region covering |η| < 1.475, and two end-cap regions covering
1.375 < |η| < 3.2, with all three regions housed in its own cryostat. The barrel to end-cap tran-
sition region in 1.37 < |η| < 1.52 contains significant additional inactive material, and therefore
not used in most physics analysis.

The region |η| < 2.5 is dedicated to precision physics, where the ECal is segmented into three
layers in depth as seen in Figure 2.10(a). The first layer contains strips finely grated in the η
direction, and offers excellent discrimination between isolated photons and pairs of collimated
photons coming from a π0 → γγ decay. For electrons, and photons with high transverse energy
ET , most of the energy is deposited in the second layer. The third layer provides energy mea-
surements in the tails of the electromagnetic shower. In the front of the calorimeter |η| < 1.8

region, a thin pre-sampler detector is used to correct the energy lost by electrons and photons
between the collision point and the calorimeter.

Hadronic calorimeter

The hadronic calorimeter is placed directly outside the ECal, and is composed of three types
of calorimeters; the tile calorimeter (TileCal), the hadronic end-cap calorimeter (HEC), and
the forward calorimeter (FCal). The main barrel region of the TileCal covers the |η| < 1.0

region, while the extended barrels cover the 0.8 < |η| < 1.7 region. The TileCal uses steel as the
passive material, while scintillating tiles are used as the active material. The main barrel and
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Figure 1: Sketch of a barrel EM calorimeter module [4].

software-based high-level trigger that reduces the accepted event rate to 1 kHz on average depending on
the data-taking conditions.

2.2 Energy measurement, electron and photon reconstruction and identification

The current generated in an EM calorimeter cell by ionizing particles is collected, amplified, and shaped
to reduce the impact of out-of time showers, especially in high instantaneous luminosity conditions [7].
The signal is sampled at 40 MHz and digitized by a 12-bit analogue-to-digital converter (ADC) in three
di!erent electronics readout gains, high, medium and low, in the front-end boards. The signal observed in
the sample matching the trigger time defines which gain to use for the readout. Four digitized samples
(two before the sample with highest energy, and one after) are sent to the back-end electronics. The energy
deposited in the calorimeter cell is estimated through an optimal filtering procedure applied to the four
samples after pedestal subtraction [8], corrected by factors describing the conversion from ADC count
to current and from current to energy. The pedestal, ADC-to-current conversion and signal shape of all
calorimeter cells are derived from specific electronics calibration data. The pile-up dependence of the
resulting energy value is corrected for using the measured instantaneous luminosity for the considered
bunch crossings.

Electrons and photons are reconstructed from energy deposits in the cells, using a dynamic, variable
cluster-size algorithm to form superclusters [3, 9], allowing the recovery of energy from bremsstrahlung
photons or from electrons from photon conversions. In this method an electron candidate is identified as a
supercluster matching a track reconstructed in the ID. If a match is found, the track is re-fitted to account for
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(b) The ATLAS TileCal module.

Figure 2.10: The illustration of the ECal and the TileCal modules of the ATLAS experiment [41].

extended barrel are divided azimuthally into 64 modules, with each module extending radially
from 2.28m to 4.25m as depicted in Figure 2.10(b). The scintillation photons (from the tiles) are
collected using wavelength shifting fibers placed on either side of the modules, and the fibers
are read out using two separate photomultiplier tubes at the outer radius of each module.

The HEC consists of two independent wheels per end-cap, and uses copper as the passive
medium and liquid argon as the active medium. The HEC is placed directly behind the ECal
end-caps, and provides calorimetry in the 1.5 < |η| < 3.2 region, slightly overlapping with
the TileCal, and the FCal which covers the 3.1 < |η| < 4.9 region. The FCal is approximately
10 interaction lengths deep, and is made of three modules. The first module uses copper as
the passive medium, and is optimized for electromagnetic measurements. The remaining two
modules use tungsten as the passive medium, and predominantly measures the energy from
hadronic interactions. All three modules use liquid argon as the active medium.
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2.2.3 Muon spectrometer

The layout of the ATLAS muon spectrometer is shown in Figure 2.11. The muon spectrometry
in the ATLAS experiment is based on the precision tracking of deflected muons in the large
superconducting air-core toroidal magnets. The precision tracking as well as the fast triggering
of muons are done using dedicated muon detectors.

Figure 2.11: The muon system and the toroidal magnets of the ATLAS muon spectrometer [73].

Over most of the η-range of the ATLAS detector, the precision measurement of the track coordi-
nates in the bending direction of the magnetic field (in the η coordinate) is done by monitored
drift tube (MDT) chambers. In the 2 < |η| < 2.7 region, Cathode Strip Chambers (CSC’s) were
used6 due to their capability to handle the demanding trigger rate and tolerance against the
background conditions at high η [75].

The trigger system covers the range |η| < 2.4 utilizing resistive plate chambers (RPC’s) in the
barrel region, and thin gap chambers (TGC’s) in the end-cap regions. These trigger chambers
serve three purposes in the ATLAS detector: to provide the proton bunch crossing identifica-
tion, to providewell-defined pT thresholds, and tomeasuremuon coordinates in the orthogonal
direction (the φ coordinate) to the precision-tracking chambers.

Themuon spectrometer has a designmomentum resolution σ(pT)/pT of≈ 3.5% formuons with
pT = 10 GeV, which decreases to ≈ 2.5% for muons with pT = 100 GeV, and then increases to
≈ 11% for pT = 1 TeV muons [76].

The toroid magnets

Over the range |η| < 1.4, the magnetic field for bending the muons is provided by the large
barrel toroid. In the range 1.6 < |η| < 2.7, the magnetic field is provided by two smaller end-

6CSC’s were replaced by the micromegas (MM) and small-strips thin gap chamber (sTGC) technologies in the
New Small Wheel that was installed into the ATLAS detector after the Run 2 of the LHC [74].
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cap magnets as seen in Figure 2.12(a). In the transition region between 1.4 < |η| < 1.6, the
magnetic field is a combination of the barrel and end-cap fields [41]. The air toroid magnets
provide a field that is mostly orthogonal to the muon trajectory, while minimizing the muon
momentum degradation from multiple scattering effects.

As seen from Figure 2.12(b), the toroid magnets are made from eight coils assembled symmet-
rically around the beam axis. The end-cap toroids are rotated 22.5◦ with respect to the barrel
toroids, so that it can be inserted into the barrel toroid system and provide a radial overlap of
the magnetic field.

(a) The magnetic field lines in the ATLAS detector. (b) The skeleton of the ATLAS magnets.

Figure 2.12: The ATLAS magnet system. In the right figure, the orange region within the blue
cylinder (the TileCal) represents the central solenoid which generates a 2 T magnetic field for the
inner detector, while the outer orange loops represent the toroid magnets [41].

The performance of the toroid magnets bending power is characterized by the field integral∫
B dl, where B is the magnetic field component normal to the muon direction, and integral

is computed along an infinite-momentum muon trajectory (i.e a straight line), between the in-
nermost and outermost muon-chamber planes. The barrel toroids provide a bending power of
1.5 Tm to 5.5 Tm, and the end-cap toroids provide a bending power of 1 Tm to 7.5 Tm.

Precision-tracking muon chambers

The MDT chambers contain pressurized drift tubes with a diameter of 29.970 mm, operating
with Ar(93%) and CO2(7%) gas at 3 bar. Electrons are generated due to ionization frommuons
passing through, and are collected at the central tungsten-rhenium wire with a diameter of
50 µm that is kept at a potential of 3080 V. The MDT chambers are rectangular in the barrel
and trapezoidal in the end-cap, with the shape chosen to optimize the solid angle coverage. In
most chambers, three to four layers of tubes are separated by a mechanical structure as seen
in Figure 2.13(a). The position resolution per MDT layer was measured during Run 2 to be
81.7± 2.2 µm, consistent with the design value of 80 µm [77].

Figure 2.13(b) shows a cutaway view of a single CSC layer. The CSC’s are multiwire propor-
tional chambers with wires (of pitch 2.54 mm) oriented in the radial direction, and uses two
segmented cathode strips (of pitch 5.08 mm) to readout the position information in the muon
bending direction, and orthogonal to the bending direction. The CSC is composed of a gas
mixture of Ar(30%), CO2(50%) and CF4(20%), and the ionization and subsequent avalanche
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produced in the gas induces a charge in the cathode stripswhich can be read out. The resolution
of the CSC is 40 µm in the bending plane, and 5 mm in the non-bending plane.
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(a) The monitored drift tube (MDT) chambers.
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(b) The cathode strip chamber (CSC) layer.

Figure 2.13: The ATLAS muon chambers [76].

The MDT’s and in the barrel region are located in three layers, while in the end-cap regions,
they are located in four wheels per end-cap. The barrel inner layer is placed before the barrel
toroidal coils at a radius of r = 5m from the interaction point (IP). Themiddle layer and is placed
between the barrel toroidal coils at r = 7.5 m from the IP, and the outer layer is placed on the
barrel toroidal coils, at r = 10 m from the IP as seen in Figure 2.14. In the end-cap region, the
MDT’s are placed together with CSC’s in the inner small wheel at |z| = 7.4 m from the IP, and in
three more layers; an extra layer at |z| = 10.8 m, the middle big wheel at |z| = 14 m, and the outer
big wheel at |z| = 21.5 m from the IP.

12 m2 4 6 8 10 12 14 16 18 20

2

4

6

8

10

12 m

0

0

y

z

TGC

η=2.7

η=2.4

η=1.3

η=1.0

RPC

MDT

MDT

CSC

MDT

MDT

TileCal End-cap
toroid

TGC-EI

TGC-FI

EE

Figure 2.14: A schematic of the quarter-section of the muon system [78]. The Forward Inner and
End-cap Inner TGC chambers are marked TGC-FI and TGC-EI respectively. The Extended End-
cap MDT chambers are marked EE.
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Fast-triggering muon chambers

The RPC is also a gaseous detector similar to other muon chambers, but uses parallel elec-
trode plates instead of wires. Two resistive plates, made of phenolic-melaminic plastic lam-
inate, are kept parallel to each other at a distance of 2 mm using insulated spacers as seen in
Figure 2.15. The space between the resistive plates is filledwith a gasmixture of C2H2F4(94.7%),
Iso-C4H10(5%), and SF6(0.3%). The 4.9 kV/mm electric field between the plates creates an
avalanche along the ionizing particle tracks towards an anode, while the signal is then read out
via the capacitive coupling to metallic strips. These metallic strips are mounted on the outer
surface of the resistive plates, and one layer has strips in the same direction to the MDT’s, while
the other layer has strips in the transverse direction to MDT’s. The measured RPC timing reso-
lution is approximately 2 ns during the Run 2 period, which is sufficient enough to distinguish
the 25 ns bunch crossings in the LHC proton beams [79].

Figure 2.15: The cross-sectional view of the ATLAS RPC muon chambers [41].

TGC’s aremulti-wire proportional chambers (similar to CSC’s) with wire planes (anode) sand-
wiched by two 1.6 mm FR4 plates7. The two FR4 plates are coated with graphite cathode on
the anode facing side, and segmented into copper strips on the other side to provide readout in
the azimuthal φ-plane. The wires are kep at a voltage of 2900± 100 V, and the graphite coating
provides the ground plane. The TGC is filledwith a highly quenching gasmixture of CO2(55%)
and n-C5H12(45%), is operated at a gas gain of∼ 3× 105. A characteristic of the TGC is that the
wire-to-cathode distance of 1.4 mm is smaller than the wire-to-wire distance of 1.8 mm, leading
to a fast pulse with a short tail and a timing jitter within 25 ns.

The RPC’s are located in three layers in the barrel; two layers of RPC’s (RPC1 and RPC2) sand-
wich theMDTmiddle layer, while the third layer (RPC3) is located close to theMDT outer layer
as seen in Figure 2.14. The TGC’s are located in four layers in the end-caps, with the fourth layer
added to increase the trigger robustness due to higher background in the forward region. Two
TGC layers are located in front of the MDT middle big wheel, while one TGC layer is placed
after the middle big wheel. The fourth TGC layer is located between the calorimeter and the
end-cap toroidal magnet.

7FR4 is a glass-reinforced epoxy material used for printed circuit boards, where FR stands for flame retardant.
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2.2.4 Forward detectors

In addition to themain detector systems discussed so far, there are four types of forward detectors
currently present in ATLAS: the luminosity cherenkov integrating detector (LUCID), the zero-
degree calorimeter (ZDC), the absolute luminosity forATLAS (ALFA), and theATLAS forward
proton (AFP) detectors [41, 80]. LUCID is the main relative luminosity monitor in ATLAS, and
is located at a distance of ±17 m from the IP. The ZDC is located at a distance of ±140 m from
the IP, near the point where the LHC beam-pipe divides into two separate pipes. The primary
purpose of the ZDC is to detect forward neutrons in heavy-ion collisions. AFP is installed at
a distance of ±220 m from the interaction point to measure protons in the forward direction.
The furthest from the IP (at ±240 m) is ALFA, which determines the proton beam absolute
luminosity via elastic scattering at small angles.

Figure 2.16: The LUCID forward detector in ATLAS [81].

While luminosity can be determined by several detectors, LUCID is the only detector which is
primarily dedicated to online luminosity monitoring and luminosity measurement in ATLAS.
The LUCID detector was initially installed for the Run 1 data taking period, but was upgraded
to the LUCID-2 detector for the Run 2 data taking period [81]. The LUCID-2 detector consists
of several small Cherenkov detectors placed on a 1550 mm support cylinder made of carbon
fiber as shown in Figure 2.16. LUCID-2 is made up of 16 small photo-multiplier tubes (PMT’s)
of diameter 10 mm, and four bundles of quartz fiber read out using four additional PMT’s, per
side (i.e altogether 40 PMT’s are used). It uses thin quartz windows of photo-multipliers as the
Cherenkov medium, while small amounts of 207Bi sources deposited in these windows allows
for the measurement of the gain stability of the photo-multipliers. This results in a fast and
accurate luminosity determination that is stable over long periods of data taking.

2.2.5 Trigger and data acquisition system

The trigger and data acquisition (TDAQ) system of the ATLAS experiment (depicted in Fig-
ure 2.17) is responsible for deciding which proton-proton bunch-crossing events are kept for
offline analysis. Due to the limited long term storage and processing capabilities, only a frac-
tion of events in the order of 10−5 can be retained, with the rest being discarded and unavailable
for further analysis.

During the Run 1 data taking period, the TDAQ operated in three levels of event selection; level-
1 (L1), level-2 (L2), and the event filter. The TDAQ system underwent substantial upgrades for
the Run 2 period to handle higher instantaneous luminosities and the higher pile-up compared
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to Run 1. As a consequence, the TDAQ system was operated in two levels during Run 2; the L1,
and the high-level trigger (HLT) that merged the L2 and the event filter [82].

The events are selected by trigger chains that consists of the L1 trigger item and a series of HLT
algorithms that reconstruct physics objects and apply kinematic selections to them. Each chain
is designed to select particular physics signatures of electrons, photons, muons, τ -leptons, jets,
missing transverse energy (Emiss

T ), the total energy (Etotal), or B-meson candidates.

To control the rate of accepted events, a pre-scale value can be applied (referred to as pre-
scaling); for a pre-scale value of n ≥ 1, an event has a probability of 1/n of being accepted.
However, the primary triggers used to collect data for physics analyses are un-prescaled (i.e
n = 1), and cover all the physics signatures listed above. Further, the main goal of the ATLAS
Run 2 trigger selection were to maintain un-prescaled single-electron and single-muon trigger
pT thresholds of around 25 GeV, to ensure the majority of events collected are leptonicW -boson
and Z-boson decays; these triggers are also used in this thesis as described in Section 3.1.1.
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Figure 1. The ATLAS TDAQ system in Run 2 showing the components relevant for triggering as well as the
detector read-out and data flow.

The Level-1 (L1) trigger is a hardware-based system that uses custom electronics to trigger on
reduced-granularity information from the calorimeter and muon detectors [9]. The L1 calorimeter
(L1Calo) trigger takes signals from the calorimeter detectors as input [10]. The analogue detector
signals are digitised and calibrated by the preprocessor, and sent in parallel to the Cluster Processor
(CP) and Jet/Energy-sum Processor (JEP). The CP system identifies electron, photon, and ⌧-lepton
candidates above a programmable threshold, and the JEP system identifies jet candidates and
produces global sums of total and missing transverse energy. The signals from the LAr calorimeter
are bipolar and span multiple bunch crossings, which introduces a dependence of the amplitude on
the number of collisions occurring in neighbouring bunch crossings (out-of-time pile-up). Objects
with narrow clusters such as electrons are not strongly a�ected by small shifts in energy, however the
missing transverse momentum is very sensitive to small systematic shifts in energy over the entire
calorimeter. These e�ects are mitigated in the L1Calo trigger by a dedicated pedestal correction
algorithm implemented in the firmware [11].

The L1 muon (L1Muon) trigger uses hits from the RPCs (in the barrel) and TGCs (in the end-
caps) to determine the deviation of the hit pattern from that of a muon with infinite momentum [12].
To reduce the rate in the endcap regions of particles not originating from the interaction point, the
L1Muon trigger applies coincidence requirements between the outer and inner TGC stations, as
well as between the TGCs and the tile calorimeter.

– 3 –

Figure 2.17: The trigger and data acquisition (TDAQ) system for the Run 2 data taking period of
the ATLAS experiment [82].

The Level-1 trigger

The L1 trigger is a hardware-based trigger implemented in firmware running on custom elec-
tronics, and issue triggers based on reduced-granularity information from the calorimeters and
the fast-triggering muon chambers. The L1 decision reaches the front-end electronics within
2.5 µs after the proton bunch crossings (occurring at 40 MHz), and accepts events of interest at
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a maximum rate of 100 kHz.

The L1 calorimeter (L1-Calo) trigger takes signals from the calorimeter as input, digitizes and
calibrates them (pre-processing), and sends it to the cluster processor (CP), and the jet/energy
sum processor (JEP). The CP identifies electron, photon, and τ -lepton candidates above a set
threshold, while the JEP identifies jet candidates and produces global sums of total transverse
energy (Etotal

T ) and missing transverse energy (Emiss
T ).

The L1muon (L1-Muon) trigger uses hits from theRPC’s in the barrel, andTGC’s in the end-caps
to determine the deviation of the hit-pattern from a muon of infinite momentum (i.e a straight
line). To reduce the trigger rate in the end-cap regions, the L1-Muon trigger applies coincidence
requirements between the outer-inner TGC chambers, and between the TGC-TileCal. Before
sending the trigger information downstream, the L1-Muon Central Trigger Processor Interface
(MUCTPI) is used to pre-sort the trigger input data.

The L1 topological (L1-Topo) trigger was included for the Run 2 data taking period, as it allows
topological angular and kinematic selections providing a large improvement in the background
rejectionwithminimal to no signal loss [83]. The L1 trigger decision ismade by the central trigger
processor (CTP), which receives inputs from the L1-Calo, L1-Muon through MUCTPI, L1-Topo,
as well as several detector subsystems such as LUCID-2, ZDC, and the Minimum Bias Trigger
Scintillators8 (MBTS) [84].

For each L1-accepted event, the event data from the front-end (FE) electronics of all the ATLAS
sub-detectors are read out. The data is first sent to the read-out drivers (ROD’s) that perform
the initial processing and formatting of the data, and then to the read-out system (ROS’s) to
buffer the data. The data from the ROS is sent to the HLT only when requested by the HLT.
Further, the L1 triggers identifies regions-of-interest (ROI’s) in η and φ within the detector to be
investigated by the HLT.

The high level trigger

TheHLT is the second stage of the trigger chain, and is a software-based trigger which runs on a
server farmwith 5×104 processing units. A reconstruction sequence uses dedicated fast-trigger
algorithms to provide early rejection, while more precise, CPU-intensive algorithms (similar to
ones used in the offline reconstruction) are used for the final selection. The HLT software is
largely based on theATLAS offline softwareAthena [85], which is also themain software used in
the analysis described in this thesis. The HLT decision is madewithin an average time of 500ms
and accepts data at an average rate of 1.2 kHz. Finally, the data gets stored at a throughput of
1.2 GBps into permanent storage for further offline analysis.

8The MBTS gives primary triggers for selecting events with the smallest bias for low luminosity runs.
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Chapter 3

Data and simulated samples

The ATLAS experiment collects data from proton-proton collisions based on different triggers.
From the collected data, the ATLAS offline software reconstructs physics objects as detailed in
Chapter 4. The various physics processes from proton-proton collisions are simulated using
Monte-Carlo methods using different event generators. The simulated list of particles are then
passed through the ATLAS detector simulation and digitized to simulate the detector response.
Then the same reconstruction software used for data is used to reconstruct the digitized detec-
tor responses into physics objects. The flow of processing data and the simulated samples are
illustrated in the diagrams of Figure 3.1.
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Figure 3.1: The flow of real data and simulated data in the ATLAS experiment.

3.1 The data samples

The data used in this analysis was collected during the Run 2 of the LHC, in the years 2015,
2016, 2017, and 2018. During the data taking period, it was made sure that all detector compo-
nents were working in a good operating condition, and the events selected were those which
pass stringent data quality checks [56]. After data quality selections, the integrated luminosity
correspond to 140.1±1.2 fb−1 at

√
s = 13 TeV.
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3.1.1 Trigger selection

The candidate events for the V H,H → bb̄/cc̄ process are selected from events that are triggered
by the leptonic decay of the vector boson. Table 3.1 summarizes the list of triggers used in the
analysis. Additional explanation on the trigger selection can be found in the Appendix C.

Table 3.1: The trigger selections and the events selections for reconstructing the vector boson.

Lepton channel Final state leptons Trigger

Zero charged lepton channel Neutrinos Emiss
T trigger

One charged lepton channel

Electrons Single electron trigger

Muons (pVT < 150 GeV) Single muon trigger
Muons (pVT > 150 GeV) Emiss

T trigger

τ -leptons Emiss
T trigger

Two charged lepton channel

Electrons Single electron trigger

Muons (pVT < 250 GeV) Single muon trigger
Muons (pVT > 250 GeV) Emiss

T trigger

In the zero charged-lepton channel, since the target decay mode of the vector boson is Z →
νν̄, events are selected using the lowest un-prescaled Emiss

T triggers. In the one charged-lepton
channel, the target decaymode of the vector boson isW± → e±νe,W± → µ±νµ, orW± → τ±ντ
(where the τ lepton decays hadronically), and in the two charged-lepton channel, the target
vector boson decay is Z → e+e− or Z → µ+µ−. Hence, in the one and two charged-lepton
channels, events are collected using the lowest un-prescaled single electron triggers and single
muon triggers1. Further, Z → µ+µ− events with large transverse momentum of the vector
boson (pVT ) are triggered using the Emiss

T trigger as explained below.

Emiss
T trigger

The Emiss
T is defined as the momentum imbalance in the transverse direction, and is calculated

using a set of energy deposits in the calorimeter. Muons are treated similar to neutrinos in the
Emiss

T trigger calculations since they deposit only a small fraction of their total energy in the
calorimeter. Therefore, events having muons with high pT are collected using the Emiss

T trigger
for the one and two charged-lepton channels. At L1, the Emiss

T is calculated based on digitized
signals from calorimeter cells, and accepts events with Emiss

T > 50 GeV mostly throughout the
Run 2 data taking period.

TheHLT recalculatesEmiss
T for events accepted by the L1, where different algorithms are utilized

to mitigate pileup effects, and improve the Emiss
T resolution [86]. The overall (L1 & HLT) Emiss

T
trigger chains have different thresholds from 2015 to 2018, varying between 50 GeV to 110 GeV.

1Adding di-lepton triggers was studied in the previous V H,H → bb̄ analysis, and this would only bring 2% gain
on the signal acceptance. To avoid complexity in calibrating a combination of single and di-lepton triggers, only
single lepton triggers are used in this analysis.
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However, events used in the analysis are required to have passed a trigger threshold of Emiss
T =

150 GeV to ensure a good trigger efficiency; the Emiss
T trigger efficiency is 90% at 150 GeV, and

reaches 100% at around 200 GeV.

For leptonically decaying τ -leptons, the final states are not distinguishable from the electron
and muon channels. However, hadronically decaying τ -leptons have a Emiss

T accounting for the
neutrino in the τ -lepton decay, and several jets in the final state. Hence, hadronically decaying
τ -leptons events are collected using the Emiss

T triggers.

Single electron trigger

The reconstructed energy in the transverse direction (ET) at L1 is required to satisfy a nominal
threshold of ET > 20 GeV in 2015, and ET > 22 GeV in 2016 to 2018 [87]. Hadron activity is
suppressed using requirements on the reconstructed ET. Isolation criteria (in 2016-2018) were
required to select prompt electrons from the primary vertex. The hadron activity selection and
the isolation criteria are not applied at L1 for reconstructed ET > 50 GeV.

The HLT electron reconstruction is based on two steps: a fast reconstruction step, where elec-
trons are required to have calorimeter clustersmatched to tracks reconstructed from a fast track-
ing algorithm, and a precision reconstruction step, where precision tracks within the region-
of-interest (RoI) are extrapolated to the second layer of the electromagnetic calorimeter and re-
quired tomatch clusters within∆η < 0.05 and∆φ < 0.05 radians. Then electron candidates are
selected using amultivariate likelihood discriminant giving four operating points, with varying
signal to background rejection criteria similar to the offline criteria discussed in Section 4.2.

The electrons that are selected from the full (L1 & HLT) trigger chain are required to have a ET
threshold of 24 GeV for 2015, and 26 GeV for 2016 to 2018. The trigger efficiency for electrons is
typically around 70% at the ET thresholds, and reach more than2 90% for ET > 50 GeV.

Single muon trigger

In the L1 muon trigger, the pT of the muon is estimated from the degree of deviation of hit
patterns in the muon chambers compared to a muon of infinite momentum, based on several
programmable pT thresholds [78]. The number of muons passing each threshold is used in the
conditions for the global L1 trigger. The L1 trigger decision in the barrel region is based on
the coincidence of hits from three concentric RPC stations, for three different pT thresholds 3.
The L1 trigger decision on the end-cap region is based on the coincidence of hits in the TGC
stations in the middle layer (i.e the Big Wheel). For the events which are accepted by L1, the pT
thresholds and the corresponding ROIs are sent to the HLT.

The muon HLT selects events in two stages similar to the electron HLT; fast reconstruction algo-
rithms are executed in the first stage, followed by muon algorithms similar to the offline recon-
struction. The RoIs identified by the L1 trigger enables the fast algorithms to select regions of the
detector where interesting features reside. The muon standard-alone (SA) algorithms refines
the L1 candidate by constructing themuon track usingMDT hit informationwithin the RoI. The
muon track is then back-extrapolated to the interaction point, and combined with tracks recon-

22016 is an exception, where the trigger efficiencies are slightly lower.
3Note that there are threemore (low) pT thresholds that are notmentioned since they are not used in this analysis.



3.1. The data samples 38

structed from the inner detector to form a combined (CB) muon candidate. If no CBmuons are
formed, muon candidates are searched for by extrapolating ID tracks to the muon detectors.

The default L1 single-muon triggers used to collect the data used in the analysis were un-
prescaled, and had a pT threshold of 20 GeV. At the HLT, these triggers require at least one
CB muon with pT ≥ 26 GeV, or pT ≥ 50 GeV. For the trigger requiring a threshold of 26 GeV, a
medium isolation was also required. However, in 2015 another trigger with a L1 pT threshold
of 15 GeV, and HLT pT threshold of 20 GeV was also used to collect data. Figure 3.2 shows the
event display of a candidate ZH → µ+µ−cc̄ event.

Figure 3.2: Candidate event for the ZH → µ+µ−cc̄ process [88].
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3.2 The simulated samples

Event simulations are based onMonte Carlo (MC)methods, where differentMC generators are
used to model the physics processes used in the analysis. The simulated list of particles from
the MC generators are then passed through the ATLAS detector simulation [89, 90], and then
reconstructed with Athena (the ATLAS offline reconstruction software) [85].

Figure 3.3 is an illustration of the various steps involved in the simulation of a proton-proton
collision event.
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Figure 3.3: The illustration of a proton-proton collision event in the point of view of aMonte-Carlo
event generator. The illustration is based on the original source at [91].

The hard scatter process occurs from a high momentum transfer Q2 between the colliding par-
tons in a proton, and is usually the process of interest due to the possibility of creating massive
particles like theHiggs boson. At the LHC, several hard scattering processes occur in one bunch
crossing, which is referred to as pile up, and is simulated by overlaying several hard scatter pro-
cesses [92]. Before the hard scattering, partons can undergo initial state radiation (ISR), while
final state radiation (FSR) occurs for hard scattered partons.

Highly energetic particles produced from the hard scatter process are then used for parton
showering (PS). Such particles do not undergo hadronisation directly since they are still too
energetic (at perturbative QCD scales), and undergoes energy loss through FSR till it has low
enough energy (at 1 GeV order) to undergo hadronisation. At the hadronisation stage, partons
are bound together to form hadrons, which is simulated mainly using the Lund string model
[93] or the cluster fragmentation model [94].
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The remaining partons in the proton that do not undergo hard scattering (beam remnants), and
additional hard scattering in the same proton-proton collisions (multiple parton interactions,
or MPI), are classified as the underlying event (UE) [95]. Parton distribution function (PDF)
fHi (x,Q2) describes the probability that a parton i of hadronH participates in a hard scattering
interaction, as a function of the partons momentum x (with respect to H) and the square of
momentum transferQ2 during interaction. Figure 3.4 shows an example of a parton distribution
function when Q = 10 GeV.

x

Figure 3.4: Parton distribution functions (PDF’s) for different partons inside a proton, as a function
of the partons momentum fraction x. The PDF’s shown are the NNPDF3.1 PDF set at NNLO, for
an energy scale of Q = 10 GeV. The image is modified from [96].

TheQCD factorization theorem states that the hadronic interaction cross section is a convolution
of the partonic cross sections such that,

σAB→k =

∫∫ ∑
i∈A

∑
j∈B

fAi (x1, Q
2)fBj (x2, Q

2)σij→k dx1dx2, (3.1)

where fAi (x1, Q
2), fBj (x2, Q

2) are the PDF’s of the two colliding partons A and B, and σij→k is
the production cross section of particle k through the interaction of two partons i and j, obtained
using Fermi’s golden rule,

σij→k ∝
∫

|Mij→k(Φk)|2 dΦk, (3.2)

whereΦk is the allowed phase space for the final decay k. |Mij→k(Φk)| is the transition ampli-
tudewhich is proportional to thematrix element (ME), and is calculated inclusivelywith higher
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order perturbative corrections. Equation 3.1 sums over all partons in the collision between A
and B that can result in the ij → k process.

The factorization scale µF is used for the consistent treatment of perturbative and non pertur-
bative effects when calculating the hadronic interaction cross section of Equation 3.1, where µF
modifies the PDF as fHi (x,Q2, µ2F ). The renormalization scale µR is used to describe the energy
scale of QCD interactions, where the strong coupling constant αs is expressed as a function of
the renormalization scale as αs(µ

2
R), and µR is taken to be close to the scale of the momentum

transfer Q in a given process [17]. The ME is computed for a fixed µF and µR values, but sam-
ples by altering the µF and µR values are also created for estimating modeling uncertainties as
discussed in Section 8.2.

The different event generation stages described above can be simulated using one MC event
generator, or using multiple MC event generators. TheMC event generators used in the current
analysis are listed in Table 3.2, and they are explained in detail for the signal and background
categories in the following sections. There are also alternate signal and backgroundMCsamples
that are generated to asses the modeling uncertainties, as detailed in Table 8.8.

Table 3.2: The nominal MC generators used for simulating the signal and background processes.
ME, PDF, PS, Had. and UE stands for the matrix element, parton distribution function, parton
shower model, hadronisation model, and the underlying event, respectively.

Process ME generator ME PDF PS and Had. UE tune

qq → V H PowhegBox v2 + MiNLO NNPDF3.0NLO Pythia 8.245 AZNLO
gg → V H PowhegBox v2 NNPDF3.0NLO Pythia 8.307 AZNLO

Top-quark PowhegBox v2 NNPDF3.0NLO Pythia 8.230 A14

V+jets Sherpa 2.2.11 NNPDF3.0NNLO Sherpa 2.2.11 Default

qq → V V Sherpa 2.2.11 NNPDF3.0NNLO Sherpa 2.2.11 Default
gg → V V Sherpa 2.2.2 NNPDF3.0NNLO Sherpa 2.2.2 Default

3.2.1 The signal processes
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Figure 3.5: The qqV H and ggZH signal processes.

The V H,H → bb̄/cc̄ signal processes are classified into the three charged lepton channels of
Figure 1.11. The dominant production modes are the quark initiated processes of Figure 3.5(a),
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but in the zero and the two charged lepton channel, there is also the contribution of the gluon
initiated processes depicted in Figures 3.5(b) and 3.5(c).

The cross section of the V H signal processes are summarized in Table 3.3, where it is seen that
the gluon-initiated ggZH production cross-section is roughly six times smaller compared to the
quark initiated qqZH production cross-section.

Table 3.3: The production cross sections of the WH and ZH processes at a Higgs boson mass
MH = 125 GeV, in pp collisions at a C.O.M energy of 13 TeV [16]. Note that each cross section
given in this table is the sum of the cross sections for all three lepton flavors.

Production process Cross section σ Order

qq →W (→ lν)H 462.27 fb
NNLO(QCD)+ NLO(EW)qq → Z(→ νν̄)H 153.05 fb

qq → Z(→ l+l−)H 77.04 fb
gg → Z(→ νν̄)H 24.57 fb NLO + NLL
gg → Z(→ l+l−)H 12.42 fb NLO + NLL

The signal production processes are simulated using the Powheg generator [97] with multi-
scale improved NLO (MiNLO), interfaced with the Pythia 8 MC generator [98]. The Powheg
generator models the matrix element with the NNPDF3.0NLO PDF set [99], and reweighted to
the PDF4LHC15NLO PDF set. The Pythia 8 generator is used to model the parton shower, un-
derlying event, andmultiple parton interactions, applying the tuned parameters of the AZNLO
tune (defined in [100]) due to the better agreement with measurement.

When modeling the signal processes, the mass of the Higgs boson is set to 125 GeV, and the
decay of the Higgs boson is forced to the H → bb̄ or H → cc̄modes.

3.2.2 The background processes

Most of the the background processes discussed in Section 1.4.1 are modeled using MC meth-
ods. The two exceptions are the QCD multi-jet process, and the top quark decay to two leptons
in the V H,H → bb̄ phase space, which are derived using data driven methods.

Top quark processes

The top quark processes are mainly categorized into the two categories; the single top quark
processes depicted in Figures 3.6(a)∼(c), and top pair production processes (referred to as tt̄)
depicted in Figures 3.6(d)∼(f). Top-quark backgrounds mainly enter the V H,H → bb̄ phase
space when the selected events contain the two b-jets from the top-quark pair decay, and either
one (two) leptons from the decay of a W -boson (two W -bosons). In the V H,H → cc̄ phase
space, different top-quark processes can be picked up due to the limitation in separating c-jets
from b-jets and light-quark jets. An example of a top-quark process entering the V H,H → cc̄

phase space is when selecting a c-jet from a W → cs decay, a b-jet from a top-decay, and the
leptonic decay of the otherW -boson.
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Figure 3.6: The single and double top quark background processes.

Table 3.4 shows the production cross section of the top quark processes, where the dominant
process is tt̄.

Table 3.4: The production cross sections of the top quark processes [8, 101, 102, 103]

Production process Cross section σ Order

tt̄ process 832 pb NNLO + NNLL
Top t-channel process 214.2 pb NNLO
TopWt process 79.3 pb Approx. NNLO
Top s-channel process 10.32 pb NLO

Top pair production (tt̄) and single top processes are simulated using Powheg generator inter-
faced with the Pythia 8.230 generator. Similar to the V H signal, the Powheg generator models
the matrix element with the NNPDF3.0NLO PDF set. The parton shower, hadronisation, and
the underlying event are modeled using Pythia with the NNPDF3.0NLO PDF’s and the A14 set
of tuned parameters[104].

The interference between the tt̄ and single-topWt processes are treated in twowayswhenmod-
elling [105]. One way is using the diagram subtraction (DS) method, where the interference is
removed from the NLO cross section by subtracting a tt̄ contribution term. Another way is the
diagram reduction (DR) method, where the resonant tt̄ diagrams causing the interference are re-
moved from the single-topWtMEamplitudes. The current analysis uses single-topWt samples
created using the DS method, since DS is seen to have better agreement with data compared to
DR.
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Vector boson plus jets processes

The vector boson plus jets, referred to as V+jets, is the dominant background process in the
V H,H → cc̄ analysis. The V+jets processes are mainly split into two categories; the Z+jets and
theW+jets processes, as depicted in Figure 3.7.
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Figure 3.7: A single vector boson plus jets background processes.

The production cross sections of the V+jets processes are given in Table 3.5. The one charged
lepton channel is dominated by the W+jets processes, while two charged lepton channel is
dominated by Z+jets processes, due to the similar final states with the V H,H → bb̄/cc̄ signal
process. The zero charged lepton channel has contributions fromZ+jets background processes,
as well as the contributions fromW+jets processes where the electron or muon of theW -boson
decay is not identified. For V+jets, the bb̄ and cc̄ final states are mainly originating from gluon
splitting.

Table 3.5: The production cross sections of the single vector boson plus jets process at NNLO
QCD [106]. For W± → l±ν and Z → l+l−, the cross sections shown are for each lepton flavor.
For Z → νν̄ + jets, the cross section shown is the total for all flavors obtained by scaling Z → l+l−

cross-section with the measured branching ratios of the Z-boson decay[17].

Production process Cross section σ Order

Z → νν̄ + jets 12282 pb NNLO
W± → l±ν + jets 20080 pb NNLO
Z → l+l− + jets 2067 pb NNLO

The V+jets processes are simulated using the Sherpa 2.2.11 generator [106, 107]. The matrix
elements are calculated to NLO (LO) accuracy for ≤ 2 jets (between 3 to 5 jets) using the
Sherpa 2.2.11 generator, utilizing the five-flavor scheme; in the five-flavor scheme, the light-
quarks u, d, s, and the heavy quarks c and b are treated as massless, and included in theME and
PDF calculations [108]. For simulating the parton shower and the hadronisation, the default
Sherpa parton shower [109] and hadronisation [110] models are used, with the built in Hessian
NNPDF3.0NNLO PDF set.

Virtual loop NLO electroweak (EW) corrections are combined with the NLO QCD prediction
using the additive scheme, since this shows the smallest deviation from the NLO-QCD only
prediction. Another two scheme of combination; multiplicative and exponentiated schemes are
used to assess the modeling systematic uncertainties as discussed in Section 8.2.3.
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Diboson processes

The diboson is a sub-dominant background process, and can be mainly categorized into five
types; theWW,WZ, ZZ, ggZZ, and ggWW, as depicted in Figure 3.8. Since diboson has a similar
final state to the V H signal, there are contributions from diboson processes in all the charged
lepton channels.
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Figure 3.8: Double vector boson background processes.

Table 3.6 shows the production cross-sections for the diboson processes.

Table 3.6: The production cross sections of the diboson processes [111, 112].

Production process Cross section σ Order

qq →W+W− 109.28 pb NLO
qq →W±Z 20.85 pb NLO
qq → ZZ 17.51 pb NLO
gg →W+W− 151.6 fb NLO
gg → ZZ 4.27 fb NLO

The qq̄ initiated diboson processes are simulated using the Sherpa 2.2.11 generator, while the
Sherpa 2.2.2 is used for simulating the gg initiated process. The NNPDF3.0NNLO PDF set is
used for both the matrix element calculation and parton shower modeling.
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3.2.3 The ATLAS detector simulation and digitization

After the event generation step, the generated events are passed through the ATLAS detector
simulation, which is based on the Geant4 simulation toolkit [113], to simulate the detector
response to physics interactions with the various sub-detectors of the ATLAS detector.

The ATLAS detector geometry is constructed in the Geant4 format. Since the detector simu-
lation, digitization and the reconstruction are done separately, the same detector geometry is
used. Figure 3.9 shows an example of a visualization of the ATLAS geometry constructed from
the GeoModel description, for a Higgs boson event decaying to four muons.

Figure 3.9: Visualization of a Higgs boson to four muon event in the ATLAS detector simulation.
The inner detector track are shown in green, the energy deposits in the calorimeters are shown in
yellow, and the muon tracks are shown in red [89].

In the detector simulation, transformations such as the vertex position smearing in the proton-
proton collision region is made to represent real collision events. While geometrical cuts such as
simulating only the |η| < 6 region are crucial to save computation time, cuts specific to particle
production are also important. Neutrons are removed after a time cut of 150 ns, neutrinos are
removed as soon as they are created, and range cuts (usually 1 mm) control the creation of
secondary electrons and photons during bremsstrahlung and pair creation. The output of the
detector simulation is a hit file, containing the simulation configuration, the truth information of
the particle, and a collection of hits in each sub-detector; the hits are records of energy deposition
with position and time information.

The Geant4 detector response in the form of hits in the sub-detectors, are then passed through a
simulation of the readout electronics and digitized. Typically digits are produce when the volt-
age or current on a particular readout channel rises above a pre-configured threshold. While
some sub-detectors will record a signal shape in time, others will simply record a hit if the sig-
nal goes above the threshold in a particular time window. The different properties of the sub-
detectors like charge collection, electronic noise and channel-by-channel dependencies are also
modelled in sub-detector specific digitization algorithms. These algorithms are tuned using
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measurements from lab tests, beam tests, cosmic ray tests, as well as collision data. Unrespon-
sive channels and noise rates are referred from adatabase, is considered to reproduce conditions
seen in a particular collision run [89].

In addition to the multiple hard-scattering pile-up, there are also pile-up effects from the beam-
halo resulting from interactions of the proton beams and upstream accelerator elements, cavern
background due to particles such as neutrons escaping the ATLAS detector and causing spalla-
tion, etc. Most sub-detector responses are affected by such pile-up effects, and therefore pile-up
effects also need to be simulated in the detector simulation; this is done by overlaying hits from
various simulated events.

In the last step, data and simulated events undergo object reconstruction, which is explained in
depth in Chapter 4.
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Chapter 4

Physics object reconstruction

This chapter explains the reconstruction of physics objects used in the ATLAS experiment, as
illustrated in Figure 4.1. The object reconstruction criteria specific to theV H,H → bb̄/cc̄ analysis
is described at the end of this chapter, in Section 4.9
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Note: This illustration shows a section of the barrel region of the ATLAS detector, and the scaling is non-linear in order to show all sub-detector systems.

Figure 4.1: How particles are detected in the ATLAS experiment.

Themissing transverse energyEmiss
T , electrons, muons, and hadronically decaying τ -leptons are

used in the reconstruction of the vector boson candidate, while jets (after jet flavor tagging) are
used in the reconstruction of the Higgs boson candidate. The reconstruction of photons are not
discussed in this chapter, since photons are not used in the V H,H → bb̄/cc̄ analysis, but some
description can be found in Appendix D.2 and [114].
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4.1 Tracks and vertices

Tracks measured in the inner detector are used to reconstruct the interaction vertices. The high-
est sum of squared transverse momenta of associated tracks is selected as the primary vertex of
the hard scattering process.
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Figure 4.2: An illustration of the definition of track and vertex related parameters used in ATLAS.

4.1.1 Track reconstruction and selection

In theATLAS inner detector, chargedparticles from the proton-proton collisions undergo helical
trajectories due to the 2 T solenoidal magnetic field applied. Therefore charged particle tracks
are described using five helical parameters as illustrated in Figure 4.2(a), and explained below.

• Transverse impact parameter d0 is the transverse distance between the perigee and the
beam axis. The perigee is the point of closet approach of a track to the beam axis.

• Longitudinal impact parameter z0 is the longitudinal distance between the perigee and
the transverse plane (i.e x− y plane) containing the primary vertex.

• Track azimuthal angle φ is the azimuthal angle of the track direction at the perigee.

• Track polar angle θ is the polar angle of the track direction at the perigee.

• Charge-momentum ratio q/p is defined by the curvature of the track due to the 2 T
solenoidal magnetic field.

The track reconstructionwill first reconstruct tracks in the pixel detector and the semi-conductor
tracker (SCT), before extending it to the transition radiation tracker (TRT) [115]. The first step
is a clusterization of pixel and SCT hits, from which 3D space-points1 are created. Next, track
seeds are formed from the sets of three space-points2. A combinatorial Kalman filter then builds
track candidates from chosen track seeds, also incorporating the additional space-points from

1In the pixel detector, a cluster of two to three pixels represent a space point, while in SCT, clusters from both
sides of a strip detector are combined to obtain a 3D measurement

2This maximizes the possible number of tack combinations since a requirement onmore space points will reduce
the amount of combinations to build track candidates.
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other pixel/SCT layers. Further selection on track quality, such as a χ2 fit and a shared-cluster
criterion, is required to select tracks more likely to represent a charged primary particle.

Fake track reconstruction in the inner detector can happen due to combinatorial effects from
high pile-up, when track seeds are formed. To suppress fake tracks, tracks failing to meet a set
of quality criteria will be rejected; a track is required to have pT > 400 MeV, |η| < 2.5, ≥ 7 pixel
and SCT clusters,≤ 2 holes in the pixel and SCT detectors (with≤ 1 hole in the pixel detector),
|d0| < 2.0mm, and |z0 sin θ| < 3.0mm. The track reconstruction and selection criteria described
above has a good efficiency for primary particles (for example, more than 99% reconstruction
efficiency for muons), while rejecting fake tracks.

For jets with pT < 400 GeV, the combined efficiency of the track reconstruction and selection
criteria (evaluated through simulation) is around 94% in the |η| < 1.2 region, and 86% in the
forward |η| > 1.2 region. This reconstruction efficiency decreases with increasing jet transverse
momentum [115].

4.1.2 Vertex reconstruction

The reconstruction of the primary vertex is crucial to the V H,H → bb̄/cc̄ analysis, since it is used
to identify the jets with b-quarks and c-quarks from the Higgs boson decay. To reconstruct the
primary vertex, the longitudinal impact parameters z0 of all tracks with respect to the centre of
the beam spot are used to produce a single seed at the location of the estimated mode in z, and
iteratively finds the most likely value [116]. Then tracks compatible with the seed are grouped
together for fitting, and an adaptive vertex fitting algorithm [117] is used to estimate the position
and uncertainty of the vertex. If more than one primary vertex (PV) is reconstructed, the vertex
with the highest

∑
(pT)

2 of tracks is chosen as the primary vertex. A longitudinal resolution of
30 µm, and a transverse resolution ranging3 between 10 µm to 12 µm is obtained for the primary
vertex.

4.2 Electrons

The reconstruction, identification, and isolation of electrons involve information from the inner
detector, the electromagnetic calorimeter (ECal), and the hadron calorimeter (HCal). Electro-
magnetic topo-clusters are clusters of energy deposits in topologically connected ECal and HCal
cells, used in the reconstruction of electrons and photons [114]. Topo-clusters are required to
have an electromagnetic energy (i.e the energy from ECal cells) above 400 MeV, and more than
50% of the total cluster energy to be the electromagnetic energy.

4.2.1 Electron reconstruction

The electron reconstruction algorithm first prepares tracks and topo-clusters it will use for re-
construction. The topo-clusters are matched to one or several inner detector tracks, and the
algorithm refits the track-cluster matching accounting for bremsstrahlung. The matched tracks
are required to satisfy a |d0|/σd0 < 5, and |z0| sin θ < 0.5mm, where σd0 is the uncertainty in d0.

Topo-clusters are then used to form dynamic, variable-size clusters of energy deposits in the
ECal, known as superclusters. Dynamic clusters are useful over fixed-size clusters (used in AT-

3Depends on the LHC running conditions that determine the beam spot size.
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LASbefore 2017), since dynamic clusters can change in size to recover energy frombremsstrahlung
photons or from electron-photon conversions. Further, the energy calibration for the dynamic
clustering algorithm can still achieve a similar linear energy response to fixed-sized clustering
algorithms. Figure 4.3 shows the simulated reconstruction efficiency for clusters, tracks, and
electron candidates as a function of transverse energy of the electron ET. More details on elec-
tron reconstruction can be found in Appendix D.1, and [114].
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Figure 4.3: The simulated reconstruction efficiency for clusters, tracks, and electron candidates as
a function of transverse energy of the electron ET [114].

4.2.2 Electron identification and isolation

Reconstructed electron candidates pass through several quality criteria known as identification
selections, in order to improve the purity of the prompt electrons coming from the primary ver-
tex. Prompt electrons are identified using a likelihood based method, which uses quantities
derived from the inner detector and the calorimeter4, that are able to discriminate prompt iso-
lated electrons from fake electrons; hadronic jets, converted photons, or electrons from heavy
flavour hadron decays [118].

In ATLAS, three different identification operating points are defined to be used for analyses;
Tight, Medium, and Loose. The identification efficiencies in the energy range of 20 GeV<
ET <50 GeV are 93%, 87%, and 79% for the Loose, Medium and Tight operating points, respec-
tively, and gradually increase from low to high ET. Despite the reduced efficiency for Medium
and Tight operating points compared to the Loose operating point, they have a better rejection
of background processes; a factor of 1.9 (3.1) better background rejection for Medium (Tight)
operating points with respect to the Loose operating point.

Non-prompt electrons, which are not from the primary vertex, are emitted by other physics ob-
jects like semi-leptonically decaying heavy hadrons in jets. While some fraction of non-prompt

4Such as the number of hits in the pixel and SCT detectors, ratio of the energy measured in the first ECal layer to
the total electromagnetic energy, etc.
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electrons are rejected from identification selections, an isolation selection is additionally required
to further separate prompt electrons from and non-prompt electrons. The isolation can be ap-
plied based on the energy deposits in the calorimeter (known as calorimeter isolation), or using
tracks of nearby charged particles (known as track isolation), or from a combination of both the
calorimeter energy deposits and tracks (More details in Appendix D.1).

4.2.3 Electron calibration

For simulated electrons, the digitized energy output from the ECal need to be calibrated using
data. The energy of an electron candidate is built by combining the energy of the cells in the
presampler and the first three electromagnetic calorimeter layers5 assigned to the supercluster.
The electron energy is calibrated as described in [119] using a boosted decision tree regression
algorithm.

The difference in energy scale between the data and simulation (parameterized by a multiplica-
tive term), and the mis-modelling in energy resolution (parameterized by a constant additive
term) is derived for different η regions. Electron energy scale corrections are applied to data,
while the energy resolution corrections are applied to the simulated samples. Both corrections
are determined using Z → ee events, and in the low η region the energy scale correction is
around 1 (corresponding to no correction), while the energy resolution correction is around
0.05%.

4.3 Muons

Muon candidates are reconstructed primarily based on information from the inner detector and
themuon spectrometer (MS) tracking detectors. Information from the calorimeters is also used
in determination of track parameters, to account for cases of large energy loss in calorimeters,
and for muon spectrometer independent selection of inner detector tracks of the muon candi-
date[120].

4.3.1 Muon reconstruction

Muon reconstruction starts with the short straight-line6 local track segments reconstructed from
hits in individual muon spectrometer (MS) stations[120]. Segments in the different stations
are combined into preliminary track candidates, and then information from precision measure-
ments in the bending plane (from MS tracking detectors) are combined with a second coordi-
nate (from MS trigger detectors) to obtain a 3D track candidates. Finally, a global χ2 fits the
muon trajectory through the magnetic field, taking into account the muon interactions with the
detector material and effect of possible misalignment between detector chambers.

The reconstruction of muons using the full detector information is done next, following five
main reconstruction strategies that lead to different types of muons.

• Combined (CB)muons are reconstructed bymatchingMS tracks to inner detector tracks,
and then performing a combined track fit based on the inner detector and MS hits, while

5However, in the transition region 1.4 < |η| < 1.6 between the ECal barrel and endcap, the energy measured in
the scintillator between calorimeter cryostats is also added.

6Muons are straight lines in the r − φ plane, since the toroid magnet bends muons in the r − z plane.
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also accounting for the energy loss in the calorimeters.

• Inside-out (IO) muons are reconstructed using an algorithm which extrapolates inner
detector tracks to theMS, and searches for≥ 3 loosely-alignedMS hits. The inner detector
hits, the energy loss in the calorimeters, and theMS hits are then used in a combined track
fit.

• MS extrapolated (ME) muons are reconstructed when a MS track cannot be matched to
an inner detector track, and the muon candidate parameters are extrapolated to the beam
line. Suchmuons are used to extend the acceptance to |η| < 2.7, beyond the inner detectors
acceptance of |η| < 2.5.

• Segment tagged (ST) muons are reconstructed by extrapolating an inner detector track
to the MS, and requiring the a tight angular matching to at least one reconstructed MS
segment. A successfully matched inner detector track is identified as a muon candidate,
and the muon parameters are taken directly from the inner detector track fit.

• Calorimeter tagged (CT)muons are reconstructed by extrapolating inner detector tracks
to calorimeter energy deposits consistent with a minimum-ionizing particle. Such energy
deposits are used to tag the inner detector track as a muon, and the muon parameters are
taken directly from the inner detector track fit.

CB and IO muons cover the majority of the acceptance region of |η| < 2.5. However, a gap
in the muon spectrometer in |η| < 0.1 leads to loss of reconstruction efficiency for CB muons,
and therefore CT and ST muons are used in this region. Finally, the acceptance is extended to
|η| < 2.7usingMEmuons, and a subset of CBmuons that are reconstructed in the 2.5 < |η| < 2.7

region by combining MS tracks with short tracks segments from pixel and SCT detectors.

4.3.2 Muon identification and isolation

Similar to electrons, muons are also required to pass a set of quality criteria referred to as identi-
fication criteria to increase the purity of high-quality muon candidates. The muon identification
is done through a set of requirements, known as selection working points, on several variables
based on the inner detector and muon spectrometer. Several selection working points are de-
fined, but in general the Loose, Medium and Tight working points are used (More details are
found in Appendix D.3). The efficiency for the selections (as a function of η) is shown in Fig-
ure 4.4.

The Loose selectionworking point accepts all five types of muons described in Section 4.3.1, with
about 97% of prompt muons selected being CB and IO muons, and approximately 1.5% are CT
and ST muons in the |η| < 0.1 region. TheMedium selection working point accepts only CB and
IO muons within the inner detectors acceptance of |η| < 2.5, while in the 2.5 < |η| < 2.7 region,
ME muons and some CB muons are accepted. 98% of prompt muons passing the Medium
selection working point are CB muons.

The muon isolation criteria, similar to electrons, aims to discriminate prompt muons from non-
prompt muons7 coming from hadronic sources by measuring the amount of hadronic activity

7Similar to prompt electrons, promptmuons aremuons coming from the primary vertex, and non-promptmuons
are from hadron decays in flight, pile-up interactions, and cosmic muons.
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Figure 4.4: Simulated identification efficiency for muons and hadrons as a function of η [120].

in the vicinity of a muon. Similar to electrons, there are different muon isolation working point
criteria. More details are found in Appendix D.3.

4.3.3 Muon calibration

The first step in calibrating the muon momentum is to measuring and correcting charge depen-
dant biases in the scale of muon momentum measurement. Then, J/ψ → µµ and Z → µµ

events are used to measure the muon momentum resolution and scale, and compare that with
the prediction by simulation. Then a calibration procedure is applied to the simulated events
in order to improve the agreement between the simulation and data [121].

The muon momentum calibration is performed according to Equation 4.1

pCorT =
pMC
T +

∑1
n=0 sn(η, φ)

(
pMC
T
)n

1 +
∑2

m=0∆rm(η, φ)
(
pMC
T
)m−1

gm
, (4.1)

where pMC
T is the uncorrected muon transverse momentum, gm are normally distributed ran-

dom variables, and terms sn(η, φ) and∆rm(η, φ) describe the muon momentum scale and mo-
mentum resolution corrections. The term s0(η, φ) corrects the energy loss effects in the detec-
tor, and s1(η, φ) corrects the inaccuracy in the magnetic field description. The denominator of
Equation 4.1 accounts for momentum resolution smearing on the relative muon pT, which can
be parameterised as,

σ(pT)

pT
=
r0
pT

⊕ r1 ⊕ r2 · pT (4.2)
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with ⊕ denoting the sum in quadrature. r0 accounts for the fluctuations of energy loss in tra-
versed material, r1 accounts for the effects such as multiple scattering or local magnetic field
modeling, and r2 accounts for effects such as spatial resolution of hits or detector misalign-
ments. The corrections are derived in 18 pseudo-rapidity η regions as described in [121].

4.4 Jets

The QCD partons created in physics processes from proton-proton collisions will be observed
as a jet of particles in the detector, due to fragmentation and hadronization. These will manifest
themselves as particle tracks in the inner detector and energy deposits in the calorimeters.

4.4.1 Jet reconstruction

Objects from the Particle Flow (PFlow) algorithm, which combines the calorimeter energy de-
posits with inner detector tracks, are combined into jets using the anti-kt algorithm. This section
gives a brief overview of these two algorithms, but details can be found in Appendix D.6 and
the given references.

Before being used in jet reconstruction, calorimeter cells are first clustered into massless 3D
topo-clusters. Cells are added to the topo-cluster according to the ratio of the cell energy to the
expected noise in each cell, using threshold controlling the growth of each topo-cluster [72].
The resulting energy of the topo-cluster is defined at the electromagnetic (EM) scale, that is the
baseline calorimeter energy scale.

Object definition using the particle flow algorithm

The particle flow algorithm combines the capabilities of the inner detector in reconstructing
charged particles, and the calorimeter’s ability to reconstruct both charged and neutral particles
[59]. However, since the inner detector has an acceptance for |η| < 2.5, jets reconstructed in the
forward region (2.5 < |η| < 4.5) uses topo-clusters from the calorimeter to reconstruct particle
flow jets.

Particle flow requires a special procedure; to avoid double counting the energy of a particle dur-
ing reconstruction, the correct signal in the calorimeter needs to be identified for the tracks used
for reconstruction. Therefore, for particle tracks that are determined to be used for reconstruc-
tion, the corresponding energy deposits in the calorimeter are subtracted. Above ptrkT = 100GeV
no track information is used, and the the particle flow algorithm relies on the good calorimeter
performance at high energies. Final jet reconstruction is done using an ensemble of particle flow
objects consisting the remaining calorimeter energy deposits and the tracks that are matched to
the hard interaction.

Jet clustering using the anti-kt algorithm

Jet reconstruction is done using the anti-kt algorithm [122], using the four-vector objects re-
constructed with the Particle Flow algorithm. The anti-kt algorithm is an algorithm used to
iteratively merge particle flow objects, which is infrared safe and collinear safe; an algorithm is
deemed infrared safe if the reconstructed jet properties, such as the four-momentum, are stable
in the case of emission of additional soft (i.e low energy) particles such as gluons, and collinear
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safe implies that the reconstructed jet properties are stablewith respect to the number of emitted
collinear particles.

kt stands for the transverse momentum pT, where the term k2pt is used when determining the
smallest distance between clusters. The p parameter can take various values, and p = −1which
translates to k−2

t → 1/p2T is referred to as the anti-kt algorithm. Using a value of p = −1 en-
sures that the particle flow objects are associated to hard (high-energy) objects compared to
soft objects.

4.4.2 Jet calibration

The fully reconstructed jets will next be calibrated through a dedicated jet calibration procedure
that aims to determine the jet energy scale (JES) accurately, while achieving the best possible
energy and angular resolution. Figure 4.5 shows an illustration of the jet energy scale calibra-
tion procedure implemented in ATLAS, which is done in four main steps. At each step, the
corrections/calibrations are applied to the reconstructed 4-momentum of the jets, scaling the jet
pT, energy, and the mass [72].
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Figure 4.5: An illustration of the different stages in jet energy scale calibration. Each calibration is
applied to the 4-momentum of the jet. The illustration is based on the original diagram in [72]

The first step in the calibration procedure involves two pile-up corrections to remove the excess
energy due to additional proton-proton interactions within the same (in-time) bunch crossing,
or nearby (out-of-time) bunch crossings. The first pile-up correction is based on the jet area
(A) and the transverse momentum density (ρ) of the event. The second pile-up correction is
a residual correction derived from the MC simulation, and parameterized as a function of the
mean pile-up (µ) and the number of reconstructed primary vertices in the event (NPV).

Next, the absolute JES calibration step corrects the 4-momentum of the jets such that the jet agrees
in energy and direction with truth jets from MC simulations. A global sequential calibration then
improves the jet pT resolution and the associated uncertainties by removing the dependance
of the reconstructed jet response on the observables constructed using the information of the
inner detector, calorimeter, and the muon spectrometer. Finally an in-situ calibration is applied
only to data, to correct for residual differences in the Data and the MC simulation. The insitu-
calibration scale factors are derived using well measured objects such as photons and Z-bosons
as a reference.

Once the full JES calibration is done, the jet energy resolution (JER) expressed as in Equation 4.3,
is measured from objects including photons, Z-bosons, and calibrated jets.



4.5. Jet flavor tagging 57

20 30 210 210×2 310 310×2
 [GeV]jet

T
p

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15 
M

C
R

 / 
da

ta
R

ATLAS-1 = 13 TeV, 80 fbs
 = 0.4 (PFlow+JES)R tkAnti-

+jetγ
 + jetee → Z
 + jetµµ → Z

Multijet

Total uncertainty
Statistical component

(a) Jet response ratio as a function of pT.

20 30 210 210×2 310 310×2
 [GeV]jet

T
p

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4T
p

) 
/ 

T
p(

σ
Je

t e
ne

rg
y 

re
so

lu
tio

n,
 in situDijet 

T
p/N, in situNoise term 

C ⊕ 
T

p/S ⊕ 
T

p/N
 combination,In situ

MC prediction

 = 0.4 (PFlow+JES)R tkAnti-
| < 0.7η |≤0.2 

ATLAS
-1 = 13 TeV, 44 fbs

(b) JER as a function of pT.

Figure 4.6: Left plot shows the jet response ratio as a function of pT for fully calibrated (JES) particle
flow (PFlow) jets, that is obtained at the final in-situ calibration step. The right plots shows the
relative JER as a function of pT for fully calibrated PFlow jets[72].

σ(pT)

pT
=
N

pT
⊕ S

√
pT

⊕ C, (4.3)

where N is the noise term, S is the stochastic coefficient and C is a constant term.

4.4.3 Jet selections to suppress pile-up and fake jets

The Jet Vertex Tagger (JVT) algorithm is used to suppress jets arising from pile-up interac-
tions, while correctly identifying jets attributed to the hard-scattering vertex. The JVTprocedure
builds a multivariate discriminant for each jet within |η| < 2.4 based on tracks ghost-associated
with the jet [123]. In simulation, the efficiency for picking jets arriving from the primary vertex
is estimated to be 92%. However, since the rate of pile-up jets with pT ≥ 60 GeV is sufficiently
small, the JVT requirement is not applied for jets with pT ≥ 60 GeV. Due to the lack of tracking
information in the forward region (i.e |η| > 2.5), the JVT algorithm cannot be used for forward
jets. Hence, another algorithm known as the forward Jet Vertex Tagger (fJVT) is applied for
forward jets with pT < 120 GeV [124].

4.5 Jet flavor tagging

After the reconstruction of jets, it is important to identify the initial particle that the jet is at-
tributed to. This is possible due to the different substructure in jets containing b-hadrons, c-
hadrons, or τ -leptons, and the jets can be classified into a b-jet, c-jet, light-flavor jets8, or τ -jets.
This classification of jets in b-jets, c-jets, and light-jets is called jet flavor tagging (FTAG), and
the identification of τ -jets falls under the framework described in Section 4.6. More details on
jet flavor tagging can be found in Appendix D.7.

The ATLAS experiment uses a set of algorithms for identifying b-jets and c-jets, referred to as
8Light-flavor jets are hadronic jets initiated by light quarks u, d, s, or gluons.
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flavor-tagging algorithms [36]. These algorithms exploit the long lifetime9, high mass and high
decay multiplicity of b-hadrons and c-hadrons. The long lifetime of b-hadrons will lead to at
least one measurable displaced vertex a few millimeters from the primary vertex.

Jet flavor tagging is based on the vertices, tracks, and jets reconstructed in the ATLAS detector;
Only tracks with pT larger than 500MeV is considered for flavor tagging, with further selections
applied to reject fake or poorly reconstructed tracks. The primary vertex (PV) serves as the
reference point from which tracks and vertex displacements are computed, and each event is
required to have at least one PV, while jets are reconstructed from particle flow objects using
the anti-kt algorithm, as explained in Section 4.4. It should be noted that jets with pT < 20 GeV
or |η| > 2.5 are not considered for jet flavor tagging, since low-pT jets are outside the valid
calibration range, and high |η| jets are outside the tracking fiducial volume.

Tracks are matched to jets by requiring a maximum allowed ∆R between the track momenta
defined at the perigee, and the jet axis; since decay products of high-pT heavy hadrons are more
collimated, the ∆R requirement varies as a function of pT. The requirement is ∆R = 0.45 at
pT = 20 GeV, and reaches the requirement of ∆R = 0.26 at pT = 150 GeV. If more than one jet
fulfills the matching criteria, tracks are matched to the jet to which the tracks are closest in∆R.

4.5.1 Jet flavor tagging algorithms

In ATLAS, jet flavor tagging takes a two stage approach. First, low level flavor tagging al-
gorithms are used to reconstruct characteristic features of b-jets and c-jets through two com-
plementary approaches; one approach uses properties of individual tracks associated with a
hadronic jet, while another approach combines tracks to explicitly reconstruct displaced ver-
tices. To maximise the flavor tagging performance even further, the output values of the low
level flavor tagging algorithms are used for high level flavor tagging algorithms that are based
on multivariate classifiers [36].
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Figure 4.7: An illustration of the flavor tagging algorithms used in ATLAS

Low level flavor tagging algorithms fall into two broad categories. The first category consists
of the IP2D and IP3D algorithms, and are based on exploiting the large impact parameters of
the tracks from b-hadron and c-hadron decays. The RNNIP algorithm, a new algorithm used in
the V H,H → bb̄/cc̄ analysis, uses a recurrent neural network that learns track impact parameter

9Since b-hadrons have a mean lifetime of < cτ >≈ 450 µm, they have a measurable mean flight length < l >=

βγcτ in the detector.
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correlations to further improve the jet flavor discrimination. The second category consists of the
SV1, that attempts to reconstruct a secondary vertex inside a jet, and the JETFITTER algorithms,
which aims to reconstruct the full b-hadron and c-hadron decay chains.

Figure 4.7 illustrates the flow of jet flavor tagging in ATLAS, which is explained more in the
following sub-sections.

Low level flavor tagging algorithms

The IP2D tagger uses the signed transverse impact parameter significance (d0/σd0) of tracks to cre-
ate a discriminant that can be used to tag b-jets. The IP3D tagger uses both the signed transverse
impact parameter significance (d0/σd0) of tracks, and the longitudinal impact parameter signif-
icance (z0/σz0) in a 2D template to account for their correlation. Probability density functions
(PDF), obtained from reference MC simulated histograms based on the signed transverse and
longitudinal impact parameter significance of tracks associated with b-jet, c-jet and light-jets,
are used to calculate the ratio of b-jet, c-jet and light-jet fractions on a per-track basis. Using the
PDF’s, log likelihood ratio (LLR) discriminants are defined as the sum of the probability ratios
for each jet-flavor hypotheses.

In heavy hadron decays, charged particles emerge from secondary or tertiary vertices with large
impact parameters. Since the impact parameters of such charged particle tracks are intrinsically
correlated10, the RNNIP algorithm is trained to exploit the correlation in order to better discrim-
inate between b-jets, c-jets, and light-jets [36].

The secondary vertex tagging algorithm (SV1) reconstructs a single displaced vertex in a jet.
First, possible two-track vertices that can be built from tracks associated with the jet are identi-
fied, while rejecting two-track vertices compatible with K0

S meson or Λ baryon decays, photon
conversion to e+e−, and hadron interaction with the detector material. The SV1 algorithm runs
iteratively on all tracks of the identified two track vertices, combining each track using a χ2

approach to fit one secondary vertex, with an invariant mass less than 6 GeV. This approach
typically assigns the decay products of b-hadrons and c-hadrons to a single common secondary
vertex. Finally, eight discriminating variables associated with the SV1 algorithm will be used as
inputs to the high level flavor tagging algorithms.

The JETFITTER, also known as the topological multi-vertex finding algorithm, exploits the topo-
logical structure of b-hadron and c-hadron (referred to as heavy hadrons) decays inside the
jet to reconstruct the full decay chain [36]. Similar to the SV1 algorithm, there are eight b-jet
discriminating variables associated with the JETFITTER. However, by further exploiting c-hadron
decay properties such as only a single reconstructed secondary vertex, intermediate charged
decay multiplicity and moderate decay length with respect to b-hadron decays, nine c-jet dis-
criminating variables associated with the JETFITTER are defined. Altogether, these 17 variables
serve as inputs to the high level flavor tagging algorithms.

High level flavor tagging algorithms

High level flavor tagging algorithms are based onmachine learning based classifiers like boosted
decision trees and neural networks. The high level flavor tagging algorithm used in the current

10In heavy hadron decays, if one track with large impact parameter is found, it is likely to find another track with
a large impact parameter as well.
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analysis is based on a deep feed-forward neural network, and commonly referred to as the DL1r
algorithm.

The inputs to the DL1r algorithm, the output of the low level flavor taggers and the jet kinematic
variables, have varying levels of correlation. In general, for heavy flavors the IP2D, IP3D, SV1
and JETFITTER algorithms have a large correlation between them. However, this is significantly
reduced for light-flavor jets, and at high pT regions. In addition to this, the output probabilities
from the RNNIP algorithm are not strongly correlated between each other. The DL1r algorithm
is trained to exploit this correlation differences, in order to reach the best flavor tagging per-
formance. Furthermore, the use of the RNNIP algorithm is the specialty of the DL1r algorithm,
where r denotes for the RNNIP algorithm.

The DL1r algorithm has a multi-dimensional output corresponding to probabilities for jet to be
a b-jet, c-jet, or a light-flavor jet. Since all the jet flavors are treated equally during training, the
trained network can be used for both b-jet tagging and c-jet tagging. The DL1r discriminant for
b-jet tagging is defined as

DDL1r = ln
(

pb
fc · pc + (1− fc) · plight

)
(4.4)

where pb, pc and plight represent the probabilities for jet to be a b-jet, c-jet, or a light-flavor jet,
respectively. fc denotes the effective fraction of c-jets in the background training samples. Sim-
ilarly, the DL1r discriminant for c-jet tagging is defined as

Dc
DL1r = ln

(
pc

fb · pb + (1− fb) · plight

)
(4.5)

where fb denotes the effective fraction of b-jets in the background training sample. The DDL1r
andDc

DL1r discriminants are used to define optimized working points for tagging b-jets or c-jets,
also known as working points. The efficiency of tagging a flavor f in a specific working point is
defined as

εf =
The number of jets of flavor f in a specific working point
Total number of jets of flavor f in all working points (4.6)

Using εf , the rejection for the corresponding jet flavors f is quantified as 1/εf .

Figure 4.8(a) shows the efficiency of b-jet tagging (εb), and Figure 4.8(b) shows the efficiency
c-jet tagging (εc), together with the rejection power for different flavors f . Compared to the
previous DL1 algorithm (not using RNNIP for the input) or MV2 algorithm (based on a boosted
decision tree, and not using RNNIP for the input), the new DL1r algorithm is seen to have a
good improvement in performance for both b-jet tagging and c-jet tagging due to improved
background rejection at the same b-jet/c-jet tagging efficiencies.

4.5.2 Calibration of the high-level flavor tagging algorithms

The imperfect description of the detector response and physics modelling effects in MC sim-
ulations requires the measurement of the flavor tagging performance with real collision data.
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(a) b-tagging performance vs the b-jet efficiency.
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Figure 4.8: The top panel of the left (right) plot shows the b-jet (c-jet) tagging performance as a
function of the b-jet (c-jet) efficiency. The bottom panels show the rejection power of the algorithm
for c-jet (b-jet) and light-flavor jet backgrounds [36].

However, due to varying levels of statistics for the jet flavors b, c and light in the regions opti-
mized for flavor tagging, each jet flavor needs to be calibrated in dedicated procedures.

The calibration derives a scaling factor given in Equation 4.7 for the flavor f , to account for
the difference between data and the MC simulation. These scaling factors are then applied to
simulated events to calibrate the flavor tagging effects.

SFf =
εdataf

εMC
f

(4.7)

b-jet tagging efficiency calibration

Given the abundance of top pair production (tt̄) in proton-proton collisions at the LHC, and the
t→Wb branching ratio is almost 100%, an abundant source of b-jets can be obtained by selecting
the tt̄ process, which then can be used to extract the b-jet tagging efficiency (εb). A very pure
sample of tt̄ is obtained through requiring both W -bosons decay leptonically to electrons or
muons plus a neutrino, referred to as the di-leptonic tt̄ process.

For calibrating the scale factor, tt̄ events are binned into nine bins according to the pT of the
leading jet (i.e jet with the highest pT, labeled as j1), and the pT sub-leading jet (i.e jet with the
second highest pT, labeled as j2). Then in each pT bin, events are assigned to a signal region
(SR) and control regions (CR). The combinations with non b-jets from the top decay, labeled l,
are bl, lb, ll, are constrained from the CRs, which have a larger non-bb sample fraction compared
to the SR. Then finally the SR events are classified into the different b-jet tagging working points
of the DL1r algorithm [125], to measure the εb in each DL1r working point as a function of pT
through a combinatorial likelihood approach.
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In ATLAS there are four default regions used for b-jet taggingwith different εb. In these regions,
εb is 60%, 70%, 77%, and 85% where 70% (for example) implies that 70% of the true b-jets are
estimated to be correctly tagged as b-jets in this working point. Regions with less b-jet tagging
efficiency have better c-jet and light-flavor jet rejection, making these regions ideal for obtaining
pure b-jet samples. Figure 4.9 shows the data to MC scale factors for the measured b-jet tagging
efficiencies εb in four different DL1 algorithmworking points, with the associated uncertainties.
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Figure 4.9: The measured εb for the 70% working point of the DL1 algorithm [125]

c-jet tagging efficiency calibration

Similar to calibrating b-jet tagging efficiency, c-jet tagging efficiency calibration also uses tt̄
events, but one of the W -bosons is required to decay hadronically, while the other W -boson
is required to decay leptonically to electrons or muons plus a neutrino (referred to as the semi-
leptonic tt̄ process) [126].

After event selections are applied to reduce the non-semi-leptonic tt̄ processes, an algorithm
using a likelihood function assigns the four jets to the tt̄ decay topology; either the b-jets from
the top decay, or the jets from the W -decay. After further selections, including a tight b-jet
selection for the jets from the top decay, a sample that is 99.8% pure in true b-jets coming from a
top-decay is obtained, with a good reduction in the non-tt̄ background for the jets coming from
theW -boson.

The jets from theW -boson decay are then classified into four pT regions (20-40 GeV, 40-65 GeV,
65-140 GeV, and 140-250 GeV), and working points defined using the DL1r discriminant. Next,
the εb (εlight) scale factors are applied to the true b-jets (light-flavor jets), and the remaining c-jets
are corrected to real collision data through aχ2minimization fit to obtain the c-jet scaling factors.
This same calibration procedure was used when calibrating working point defined using the
Dc

DL1r discriminant.
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Light-flavor jet tagging efficiency calibration

Calibrating the light-flavor jet tagging efficiencies εlight (also referred to as mis-tagging efficien-
cies) is challenging as a consequence of the good rejection of light-jets in the flavor taggingwork-
ing points; there is limited statistics of light-flavor jets to determine εlight accurately. Therefore,
a sample enriched in light-flavor jets is constructed using a modified DL1r algorithm, known
as the DL1rFlip algorithm, that achieves a lower εb and εc with a moderate εlight, to enhance the
light-flavor jet ratio in the sample.

The modified DL1r tagger method, commonly referred to as the negative tag method, first de-
termines the negative tag rate εdataneg,light in a data sample enriched in light-flavor jets, and then
extracts the real mis-tagging rate εlight in the relevant flavor tagging working points [127]. For
extracting εdataneg,light, a Z+jets sample with the Z-boson decaying to two leptons is used.

The negative tag method is based on the assumption that light-flavor jets are mis-tagged as b-
jets due to the finite resolution of the reconstructed inner detector track trajectories and impact
parameters. Under this assumption, signed impact parameters d0 and z0 are expected to be
almost symmetric around zero for light-flavor jets, but not for b-hadrons or c-hadrons due to
their longer decay lengths as seen in Figure 4.10. Hence, the probability for light-flavor jets to
be mis-tagged remains almost the same after flipping the sign of the impact parameters, and
a good approximation of the light-flavor jet mis-tag rates can be obtained by running the IP2D
and IP3D algorithms with the flipped signs.
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Figure 4.10: The signed-longitudinal impact parameter z0 [127].

Similar features are expected for secondary vertices and signeddecay length significance (which
are seeded from tracks), and hence, the negative tag method can be extended to SV1 and JETFIT-
TER algorithms. It should be noted that the flavor tagging algorithms are not retrained, and uses
the same input types but the modified values that are determined from the flipped version of
the low level flavor tagging algorithms11.

11The flipped versions of the low level flavor tagging algorithms are referred to as IP2DNeg, IP3DNeg, SV1Flip,
and JetFitter-Flip
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The DL1rFlip algorithm achieves a similar εlight in the flavor tagging working points, but with
less b-jet and c-jet fractions. This is seen in the comparison of theDL1r andDL1rFlip discriminant
scores in Figure 4.11, where less b-jets and c-jets are there at larger DL1rFlip discriminant score.
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Figure 4.11: The different jet flavors in the DL1r and DL1rFlip discriminant bins [127].

Similar to εb and εc calibration, the εlight calibrations are performed independently in different
pT bins for the different working points of the DL1r algorithm, but utilizing the DL1rFlip dis-
criminant templates. The εdataneg,b, εdataneg,light, and the εlight scale factors are extracted from a binned
fit to the secondary vertex mass (mSV) templates, while εdataneg,c and the corresponding scale fac-
tor is fixed to the MC simulation value with a 30% uncertainty due to limited sensitivity. The
extracted εlight scale factors are used in the end, with an extrapolation uncertainty fromDL1rFlip

to DL1r.

4.6 Tau leptons

τ leptons decay either leptonically as τ → ντνll, or hadronically as τ → ντ + hadrons after a
mean decay length of 87 µm. Hence, due to the short decay length, most τ leptons decay before
reaching the innermost layer of the pixel detector system, and only the decay products of the
τ leptons can be observed. Leptonic decays will produce isolated electrons or muons, with a
missing transverse energy (Emiss

T ) due to neutrinos. Hadronic decays, accounting to 65% of the
τ lepton decays, willmostly include one charged pion (one prong) or three charged pions (three
prong). Therefore, a hadronic jet from a τ lepton decay will have a signature corresponding to
that of a narrow jet with one or three tracks in the inner detector. Since the neutrino from the
hadronic τ lepton decay cannot be reconstructed, a set of all the visible τ lepton decay products
is referred to as τhad−vis.

τhad−vis candidates are reconstructed as jets formed using the anti-kt algorithm, with the dis-
tance parameter R = 0.4. After reconstruction and calibration, a recurrent neural network
(RNN) based on track and calorimeter information is used to identify the true τhad−vis from
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fake τhad−vis that could originate from quark or gluon initiated jets [128]. Similar to electrons
and muons, several working points are defined for the τhad−vis identification. More details on τ
lepton reconstruction is found in Appendix D.5.

4.7 Overlap removal

After the reconstruction and calibration of leptons and jets, the overlap removal procedure is
used to avoid double counting multiple objects being reconstructed from the same detector
responses. The overlap removal is done in the following sequence of steps, where objects con-
sidered at a given step are ones that were not removed in the previous step.

• τ -leptons vs electrons: If a τ -lepton and and electron satisfies∆R(τ, e) < 0.2, the τ -lepton
is removed from the event.

• τ -leptons vs muons: If a τ -lepton and a muon satisfies ∆R(τ, µ) < 0.2, the τ -lepton is
removed from the event. However, if the τ -lepton has a pT > 50 GeV, and the muon is not
a combined muon, then the τ -lepton is not removed.

• Electrons vs muons: If a combined muon shares an inner detector track with an electron,
then the electron is removed from the event. If a calorimeter tagged muon shares an inner
detector track with an electron, then the muon is removed from the event.

• Electrons vs jets: If an electron and jet satisfies ∆R(jet, e) < 0.2, then the jet is removed
from the event. For the remaining jets, if ∆R(jet, e) < 0.4, then the electron is removed
from the event.

• Muons vs jets: If a muon and jet satisfies∆R(jet, µ) < 0.2, or if the muons inner detector
track is ghost associated to a jet having less than three tracks with pT > 500 MeV12, the
jet is removed from the event. For the remaining jets, if ∆R(jet, µ) < min(0.4, 0.04 +

10 GeV/pµ
T), then the muon is removed from the event.

• τ -leptons vs jets: If a τ -lepton and jet satisfies ∆R(τ, jet) < 0.2, the jet is removed from
the event.

4.8 Missing transverse energy

The missing transverse momentum pmiss
T (commonly referred to as Emiss

T ) is an important ob-
servable in ATLAS, since it can account for the momentum carried by undetected particles, like
neutrinos, in the ATLAS detector.

The missing transverse momentum in ATLAS is calculated in two types [129]. The first type
is called the hard term, phard term

T , which is calculated using hard objects; reconstructed and cal-
ibrated electrons, photons, τ -leptons, muons, and jets. The other type is called the soft term,
psoft term
T , which is calculated using reconstructed charged particle tracks that are not associ-

ated with a hard object. The total missing transverse momentum vector pmiss
T = (pmiss

x , pmiss
y ) is

calculated as the negative vector sum of phard term
T and psoft term

T as
12Such tracks could be due to the final state radiation from the muon.
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pmiss
T = −

(
phard term
T + psoft term

T

)
= −

( ∑
selected
electrons

pe
T +

∑
selected
photons

pγ
T +

∑
selected

τ−leptons

pτ
T +

∑
selected

µ

pµ
T +

∑
selected

jets

p
jet
T

︸ ︷︷ ︸
hard term

)

−
∑

unused
tracks

ptracks
T

︸ ︷︷ ︸
soft term

.

(4.8)

With the calculated pmiss
T , the magnitude pmiss

T (≡ Emiss
T ) is defined as

pmiss
T ≡ Emiss

T = |pmiss
T | =

√
(pmiss

x )2 +
(
pmiss
y

)2
. (4.9)

and another observable called the Emiss
T significance, ST , is defined using the scalar sum of all

jet pT as

ST =
Emiss

T√
HT

where HT =
∑
i

pT,i. (4.10)

The validation of theEmiss
T calculation is donemainly usingZ → ll+jets events, since this topol-

ogy is ideal to evaluate fake Emiss
T effects due to no real sources of Emiss

T in the process. Further,
semi-leptonic tt̄ events, orW → µν+jets events are used to evaluate the presence of real Emiss

T .
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4.9 Object selection in the V H,H → bb̄/cc̄ analysis

The leptons used in the V H,H → bb̄/cc̄ analysis are electrons, muons, and hadronically de-
caying τ -leptons that are used to reconstruct the vector boson candidate, while jets are used
to reconstruct the Higgs boson candidate. The object reconstruction follows the general proce-
dures described so far, and analysis specific selections are explained in this section.

4.9.1 Leptons

After the initial reconstruction explained in Sections 4.2 to 4.6, a selection criteria detailed in
Table 4.1 is used to define the lepton candidates to reconstruct the vector boson candidate. To
ensure high trigger efficiency, leptons selected using the single electron and singlemuon triggers
are required to have an offline reconstructed pT which is 5% larger than the trigger threshold.
Therefore, the lepton pT is required to be greater than 27 GeV.

Table 4.1: The lepton selection requirements for the V H,H → bb̄/cc̄ analysis.

Lepton Label pT η Identification Isolation

Electrons VH-Loose >7 GeV

|η|<2.47

Loose Calorimeter
and tracks

ZH-Signal >27 GeV Tight Only
WH-Signal calorimeter

Muons
VH-Loose >7 GeV |η|<2.7 Loose Calorimeter

and tracks

ZH-Signal >27 GeV
|η|<2.5 Medium Only tracksWH-Signal >27 GeV (pVT < 150 GeV)

>25 GeV (pVT > 150 GeV)

τ leptons - >20 GeV |η|<2.5 Loose 1-prong | 3-prong

Using the selections given in Table 4.1, electrons and muons are classified into VH-Loose, ZH-
Signal, and WH-Signal lepton labels, and Section 5.1.1 describes how the labels are used in se-
lecting the vector boson candidate of the V H,H → bb̄/cc̄ process. For the identification of the
hadronically decaying τ -leptons, the looseworking point of the RNN τ identification algorithm
is used; this working point has 85% (75%) τ -jet identification efficiency, with a background
rejection factor of 21 (90) for 1-prong (3-prong) events.

4.9.2 Jets

The jets used in the the analysis are small radius jets, reconstructed with the anti-kt algorithm
with R = 0.4. Small radius jets are used to reconstruct the Higgs candidate for the V H,H → cc̄

analysis, and for the V H,H → bb̄ analysis in the low pVT region13. The jets are further classified
into,

13There are two more jet collections used in the high pVT region, but is not discussed in detail since that analysis is
out of scope of this thesis.
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• Signal jets - These are jets in the central region of the detector, where |η| < 2.5. These jets
are required to have pT >20 GeV.

• Forward jets - These are jets in the forward region of the detector, for 2.5 < |η| < 4.5.
These jets are required to have a pT >30 GeV.

To reduce the background not associated with the primary vertex, the jet-vertex-tagging tech-
nique (discussed in Section 4.4.3) is applied to central (forward) jets with pT < 60(120) GeV.
Jet cleaning is also applied in all the charged lepton channels to reduce the background from
non-collision processes.

Jet energy and momentum corrections

Due to the semi-leptonic decay of b-hadrons and c-hadrons, and different energy response of
b-jets and c-jets compared to light-jets, corrections are applied to the pair of small radius jets
chosen to build the Higgs boson candidate; the steps to build the Higgs boson candidate is
explained in Section 5.2.

For themuon vs jets overlap removal procedure explained in Section 4.7, the 4-vector of themuon
removed from the∆R(jet, µ) < min(0.4, 0.04+ 10 GeV/pµ

T) selection is added to the 4-vector of
the jet. In the two charged lepton channel, two more techniques are employed to improve the
mass resolution of the Higgs boson candidate. One technique applied only for events with less
than four jets, exploits the good energy and momentum resolution of reconstructed electrons
and muons, and corrects the jet 4-vector utilizing the event topology information of the trans-
verse plane balance using a kinematic likelihood fit. Another technique, applied for events with
more than three jets, aims to add back the jet from final state radiation.

The combined improvement in the Higgs mass resolution of all these techniques yield up to
12% in the 0-lepton and 1-lepton channels, and up to 40% improvement in the 2-lepton channel.

4.9.3 Jet flavor tagging
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Figure 4.12: The 2D flavor tagging scheme used in the V H,H → bb̄/cc̄ analysis.

The analysis uses the DL1r high-level flavor tagging algorithm, introduced in Section 4.5, to
classify jets into the V H,H → bb̄ and V H,H → cc̄ working points. The DL1r flavor tagging
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algorithm has significantly improved tagging performance for b-jets and c-jets, compared to the
(DL1) algorithm used in the previous V H,H → cc̄ analysis. For example, as seen from Fig-
ure 4.8(b) for the 40% c-jet tagging efficiency, there is a 1.17 times better b-jet rejection and 1.13
times better light-flavor jet rejection for the DL1r algorithm compared with the DL1 algorithm.

The working points for the V H,H → bb̄/cc̄ analysis are defined using a custom 2D scheme,
where one dimension is the DDL1r discriminant of Equation 4.4, and the other is the Dc

DL1r dis-
criminant of Equation 4.5. Figure 4.12 depicts this custom 2D scheme (known as the 2D flavor
tagging scheme), where DDL1r and Dc

DL1r are used as scores to classify jets into five working
points.

In the 2D flavor tagging scheme, the working point B is optimized for tagging b-jets, while
the two bins CT and CL are optimized for tagging c-jets. The corresponding jet-flavor tagging
efficiencies for a flavor f (εf) in each of the DL1r working points is given in Table 4.2. The
calibration of εb, εc, and εlight scale factors for these working point are also done according to the
same methods explained in Section 4.5.2.

Table 4.2: The jet-tagging efficiencies of b-jets, c-jets, light-jets, and τ -jets, in different bins of the
2D flavor tagging scheme.

Bin Bin name εb εc εlight ετ

1 c-loose (CL) 11.5% 20.5% 6.5% 18.5%

2 c-tight (CT ) 4.8% 24.2% 0.9% 19.5%

3 b-loose (BL) 11.2% 5.2% 0.13% 1.7%

4 b-tight (BT ) 58% 2.65% 0.051% 0.49%
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Chapter 5

The event selection and event
categorization

The search for the V H,H → cc̄ process is challenging due to the large background from other
standard model processes, as discussed in Chapters 1 and 3. Therefore event selections aimed
at rejecting the background processes while maximising the signal is essential. After event
selections, a jet-flavor tagging selection will categorize the events further into the V H,H → cc̄

and V H,H → bb̄ signal regions. Finally, a categorization based on ∆R =
√

∆φ2 +∆η2 will
classify events to a signal region to further maximise the significance.

5.1 The general event selections

The events that pass the trigger selection (discussed in Section 3.1.1) will first undergo selec-
tions to reconstruct the vector boson candidate, and are channel specific in order to increase the
significance in each channel.

5.1.1 Vector boson candidate selections

The reconstruction of the vector boson is specific to each charged lepton channel, since the final
state of the vector boson is different. The leptons used in the reconstruction of the vector bo-
son are mainly neutrinos, electrons and muons. A summary of all the vector boson selections,
together with the trigger selections, are summarized in Table 5.1.

Zero charged lepton channel

The expected signal process in the zero charged lepton channel is ZH → νν̄cc̄ (and ZH →
νν̄bb̄), and the neutrinos appear as a missing transverse momentum in the detector. Therefore,
the transverse momentum of the Z-boson is represented by the Emiss

T . The Emiss
T is required to

be larger than 150 GeV to ensure a good trigger efficiency, as discussed in Section 3.1.1.

Scale factors in the range 0.9 to 1 are applied to events using the Emiss
T trigger to account for the

Data and MC difference in the Emiss
T trigger turn on region from 150 GeV to 200 GeV. Further, a

criterion adopted from the previous analysis, where the scalar sum (ST) of the pT of the jets in
the event are required to be ST > 120 GeV(ST > 150 GeV) for events with 2 jets(3 or more jets).
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The ST cut removes the mis-modelling in simulation due to non-trivial dependence on the jet
activity.

Table 5.1: The trigger selections and the events selections for reconstructing the vector boson.

Channel Event Selection Description

Zero charged
Leptons 0 V H-loose leptons

lepton channel
Emiss

T > 150 GeV
ST > 120 GeV (2 jets), > 150 GeV (≥ 3 jets)

One charged Leptons 1WH-signal lepton

lepton channel
Veto ≥ 1 V H-loose lepton

ST (µ channel with Emiss
T trig.) > 120 GeV (2 jets), > 150 GeV (≥ 3 jets)

Two charged Leptons 2 V H-loose leptons (≥ 1ZH-signal lepton)

leptons channel
Same flavour, but opposite in charge (for µ)

mll 81 GeV <mll < 101 GeV

One charged lepton channel

The expected signal process in the one charged lepton channel isWH → lνcc̄ (andWH → lνbb̄),
and the transverse momentum of the W -boson (pWT ) is reconstructed as the vectorial sum of
the lepton transverse momentum and the Emiss

T . The reconstructed pWT is required to satisfy
pWT > 75 GeV. For the muon events obtained using the Emiss

T trigger, the same selections on ST
as described in Section 5.1.1 is required.

The final state of the process WH → τντ cc̄ is similar to V H → νν̄cc̄ when the τ -lepton de-
cays hadronically (as τ -jets), and therefore this process can end up in the zero charged lepton
channel. Events with one or more reconstructed τ -jets are classified in the one charged lepton
channel, with the W boson reconstructed as the vectorial sum of the Emiss

T and the τ -jet with
the larger pT.

Two charged leptons channel

The expected signal process in the two charged leptons channel is ZH → l−l+cc̄ (and ZH →
l−l+bb̄), where the two leptons are required to have the same flavour, and the lepton with the
larger pT is required to satisfy pT > 25GeV (pT > 27GeV) for electrons (muons). Further, for di-
muon events, the muons are required to have opposite charge. This requirement is not applied
for di-electron events since the misidentification rate of the electron charge is non-negligible1.
To suppress backgrounds having non-resonant lepton pairs, a cut on the reconstructed di-lepton
mass is also applied; 81 GeV< mee(mµµ) <101 GeV.

1The reconstruction of the electron charge relies on the measurement of the curvature of its associated track in
the inner detector. Hence, mis-identification can happen due to the incorrect determination of the track curvature,
or by the choice of an incorrect track. The probability for charge misidentification can vary from a few percent to
around 8% in higher η regions [114].
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5.1.2 Event selections to suppress background processes

Several event selections (detailed in Table 5.2) are applied in the analysis to suppress the QCD
multi-jet and the top quark process backgrounds.

Supressing QCD multi-jet processes
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Figure 5.1: Examples of leading order multi-jet processes from proton-proton collisions.

Figure 5.1 shows some examples of leading order diagrams for QCD multi-jet processes at the
LHC. QCD multi-jets are created back-to-back in the transverse plane, and therefore specific
cuts to exploit themulti-jet topology can suppress this background greatly in the analysis phase
space. Further, QCDmulti-jet background contributes to the analysis phase space mainly from
the high Emiss

T of mis-measured jets in the calorimeters. In the two charged leptons channel,
requiring the reconstructed mass of the two charged leptons to match the Z boson mass can
reduce the QCD multi-jet contribution to a negligible level.

In the zero charged lepton channel, QCD multi-jet background can be efficiently removed, to
around 1% of the total background, by requiring below selections using the azimuthal angle φ.

• The difference in azimuthal angle between the two jets forming the Higgs candidate,
|∆φ(j1, j2)|, to be less than 140◦.

• The difference in azimuthal angle min
(
|∆φ(|Emiss

T , ji)|
)
between the Emiss

T vector and the
closest jet to be more than 20◦ (30◦) for events with 2 jets (≥ 3 jets), since the multi-jet
contribution is confined to low values of min

(
|∆φ(|Emiss

T , ji)|
)
.

• The difference in azimuthal angle between Emiss
T and the Higgs candidates four-vector,

|∆φ(Emiss
T ,H)|, to be greater than 120◦.

In the one charged lepton channel, the QCDmulti-jet backgrounds are suppressed by requiring
the transverse mass of the reconstructedW -boson,

mW
T =

√
2plTE

miss
T (1− cos(∆φ(l, Emiss

T ))), (5.1)

to be larger than 20 GeV in the low pVT region (75 GeV< pVT <150 GeV). Further,

• For the electron channel, the Emiss
T is required to be larger than 30 GeV.

• For hadronically decaying τ -jet events re-classified to the one charged lepton channel from
the zero charged lepton channel, themulti-jet background is suppressed by the same three
cuts on the azimuthal angle described above, while also requiringmW

T > 10GeV to remove
the fake τ contamination from jets.
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Supressing top processes in the one charged lepton channel

Two additional event selections in the one charged lepton channel are aimed at reducing the
dominant background processes from the decay of the top quark, where one of theW bosons
decays leptonically.

• When one of the W -bosons from the tt̄ process decays in the electron or muon channel,
and the otherW -boson decays to a τ -lepton and a neutrino, and the τ -lepton subsequently
decays hadronically, such events can end up in the V H,H → cc̄ (or V H,H → bb̄) signal
regions. Hence, events with one or more τ -jets in the one charged lepton channel are
discarded. It should be noted that this selection is independent to the re-classification
of τ -leptons from the zero charged lepton channel, and does not discard the re-classified
events.

• Events with more than one additional jet are rejected in the V H,H → cc̄ signal regions
(described in Section 5.2), since top quark processes are likely to contain more than 3 jets
in the event.

Table 5.2 summarizes all the general selections listed above.

Table 5.2: Events selections to suppress QCD multijet and top quark processes.

Channel Event Selection Description

mW
T > 10 GeV (for ≥ 1 had. τ events)

Zero charged |∆φ(j1, j2)| < 140◦

lepton channel min|∆φ(Emiss
T , ji)| > 20◦ (2 jets), > 30◦ (≥ 3 jets)

|∆φ(Emiss
T ,H)| > 120◦

One charged
Hadronic τ veto No hadronically decaying τ ’s

lepton channel
Emiss

T (e channel) > 30 GeV
mW

T > 20 GeV (for 75GeV < pVT < 150GeV)

After the above event selections, 8.4% of the ZH → νν̄cc̄ events recorded by the ATLAS experi-
ment (i.e in 140.1 fb−1) will remain in the zero-charged lepton channel, and the contribution of
ZH → νν̄cc̄ to the one and two charged leptons channels is negligible. Further, around 1% of
WH → lνcc̄ events will also end up in the zero charged lepton channel, before the migration of
hadronically decaying τ -leptons to the one charged lepton channel. 7.9% ofWH → lνcc̄ events
in 140.1 fb−1 will be retained in the one charged lepton channel, while less than 2% of the total
ZH → l−l+cc̄ events end up in the one charged lepton channel (which is negligible compared
to WH → lνcc̄). Finally, the two charged leptons channel retains 12.9% of the ZH → l−l+cc̄

events in 140.1 fb−1, with the contribution ofWH → lνcc̄ to be negligible. The acceptance for
V H,H → bb̄ events in the different charged lepton channels is also similar to the V H,H → cc̄

events mentioned above.
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5.2 The jet-flavor tagging selection

To reconstruct the H → cc̄ (or H → bb̄) candidates (also referred to as the Higgs boson candi-
date), ideally only two jets that are identified as c-jets (or b-jets) are required. However, due to
limitations in jet flavor tagging, and since there are cases where there are more than two jets in
the final state that come from initial state radiation (ISR), final state radiation (FSR), or pile-up
events, the jet-flavor tagging selection depicted in Figure 5.2 is required to reconstruct the Higgs
candidate, and is defined using the custom 2D flavor tagging scheme discussed in Section 4.9.3.
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Figure 5.2: The flavor tag regions used in the V H,H → bb̄/cc̄/ analysis to classify events based on
the two Higgs candidate jets.

Before the jet-flavor tagging selection, the jets in each event are assigned to the flavor tag bin
in the order B,CT , CL, N . Therefore, the bin B has the highest priority, and jets that are not
assigned B will be assigned CT , CL, or N , with CT having the highest priority. Finally, jets that
are not assigned to any of the bins B, CT , or CL, fall into the bin N .

The jets that are assigned to the bin B are called b-tagged, and jets assigned to bins CT , CL are
called c-tagged. If an event contains exactly two b-tagged jets, then this event enters the BB
region shown in Figure 5.2. From all two jet events having true b-jets, such as the V H,H → bb̄

process with exactly two b-jets, the BB region will contain roughly 50% of the events2. For
events with greater than two jets, the BB region still has a higher purity of true b-jets, and
therefore, the BB region is defined as the signal region for the V H,H → bb̄ process.

Events that do not contain any b-tagged jets will be selected to define regions such as CTCT ,
CTCL, CTN , etc. However, the definition of the V H,H → cc̄ signal region using the non b-
tagged regions is slightly complex. As seen from Table 5.3, the CTN , CLN , or NN regions
contain most of the V H,H → cc̄ signal, but these regions also contain a lot of background.

Therefore, considering also the contributions from background processes in the flavor tag re-
gions, the poisson significance in each flavor tag regions (calculated using Equation 5.2 [26]) is
used as a figure-of-merit in determining the V H,H → cc̄ signal regions.

2This is evident from Table 4.2, where the selection efficiency for two b-jets in the BB region can be calculated as
εb(B)× εb(B) = 69.2%× 69.2% = 47.9%
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Table 5.3: Relative acceptance of V H,H → cc̄ signal processes in the different flavor tag regions.

Lepton Flavor tag region

Channel BB BCT BCL BN CTCT CTCL CTN CLCL CLN NN

Zero 0.67% 3.33% 3.35% 7.73% 4.04% 8.44% 19.94% 4.46% 20.97% 27.07%

One 0.66% 3.05% 3.18% 7.97% 3.68% 7.91% 20.02% 4.20% 21.19% 28.14%

Two 0.85% 3.65% 3.73% 8.02% 3.94% 8.64% 19.20% 4.757% 20.80% 26.39%

S =

√∑
i

2

[
(si + bi) ln

(
1 +

si
bi

)
− si

]
, (5.2)

where si and bi are the total number of signal and background3 events, respectively, contained in
the ith bin of the Higgs candidate mass distribution4. Table 5.4 shows the poisson significance
in each flavor tag region for the V H,H → cc̄ process, and it is seen that the CTCT , CTCL,
and the CTN regions have the highest significance for the V H,H → cc̄ process. Hence, the
CTCT +CTCL +CTN region is defined as the signal region of the V H,H → cc̄ process.

Table 5.4: The poisson significance for theV H,H → cc̄processes in the different flavor tag regions.

Lepton Flavor tag region

Channel BB BCT BCL BN CTCT CTCL CTN CLCL CLN NN

Zero 0.002 0.014 0.011 0.011 0.068 0.059 0.056 0.023 0.027 0.015

One 0.002 0.011 0.008 0.009 0.056 0.048 0.046 0.021 0.026 0.015

Two 0.002 0.018 0.011 0.010 0.051 0.044 0.038 0.017 0.019 0.010

The two b-tagged jets, labelled as j1 and j2, are used to build the V H,H → bb̄ candidate. Here
j1 is the jet with the larger transverse momentum (pT) (referred to as the leading jet), and is
required to satisfy pT > 45 GeV. j2 is the sub-leading jet (i.e the jet with the second largest pT)
which is required to satisfy pT > 20 GeV. Similar to the BB region, in the CTCT , CTCL, and
the CTN regions, j1 (j2) is assigned to the leading (sub-leading) jet used to build the Higgs
boson candidate. For events containing more than two jets, the additional jets are referred to as
non-Higgs boson candidate jets, are ordered in pT and labeled ji, where i > 2. Additional jets are
also required to satisfy pT > 20 GeV.

Table 5.5 summarizes all the jet-flavor tagging related selections, including selections listed be-
low to avoid regions that showdata and simulation disagreement, and far from the V H,H → cc̄

(and V H,H → bb̄) signal regions.
3Note that QCD multi-jet contribution is not included in the calculation of the poisson significance for the one

charged lepton channel.
4The Higgs candidate mass distribution is suitable to determine the significance since it provides a good signal

to background discrimination, due to the V H,H → cc̄ process peaking at 125 GeV.
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• The Higgs boson candidate mass, which is the invariant mass reconstructed from j1 and
j2 is required to satisfy mH ≡ mj1j2 > 50 GeV. This is due to difficulty in simulating the
gluon splitting in the V+jets process at low mH , which was identified in the previous
analysis.

• The angular separation between Higgs candidate jets j1 and j2 defined as ∆R(j1, j2) =√
∆φ(j1, j2)2 +∆η(j1, j2)2, is required to satisfy ∆R(j1, j2) < π.

Table 5.5: Common events selections and lepton channel specific events selections for reconstruct-
ing the Higgs boson candidate. 0L, 1L, 2L stand for the zero, one, and two charged leptons chan-
nels. Hcand is an abbreviation for higgs candidate, and FTAG is an abbreviation for flavor tag.

Type Event Selection V H,H → bb̄ V H,H → cc̄

Common

Number of jets ≥ 2 signal jets

Signal region BB CTCT + CTCL + CTN

pT of leading Hcand jet (j1) > 45 GeV

pT of sub-leading Hcand jet (j2) > 20 GeV

Hcand massmH > 50 GeV

Solid angle∆R(j1, j2) < π

0L channel
Number of non-Hcand jets ≤ 2 jets ≤ 1 jet

Non Hcand jet (ji) FTAG bin Not B or CT Not B

1L channel
Number of non-Hcand jets ≤ 1 jet

Non Hcand jet (ji) FTAG bin Not B or CT Not B

2L channel Non Hcand jet (ji) FTAG bin Not B Not B

After the above mentioned selections, the contribution of the signal and background processes
in the flavor tag regions used in the analysis are shown in Figure 5.3, where it is seen that the
dominant background contribution to the V H,H → cc̄ signal region is from V+jets processes,
and the second dominant contribution comes from top quark processes.

5.2.1 Control regions for top and V+jets background

As seen from Figure 5.3, the BCT region is enriched with top quark processes, and the CLN

region is enriched with V+light jet processes. Therefore, these two regions are used as control
regions for the top quark and V+light jet processes in the analysis.

Top quark process control region

The top quark processes with a b-jet and c-jet (or light-jet), from the same hadronically decay-
ing top quark, is a dominant background in the zero and one charged lepton channel of the
V H,H → cc̄ signal regions (as seen from Figure 5.3). Hence, the top bq control region is de-
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Zero charged lepton channel One charged lepton channel Two charged lepton channel

Figure 5.3: The percentage of events in the flavor tag regions of the zero, one, and two charged
leptons channels. The yields are obtained using simulated events that pass the event selections,
but before additional categorization. The flavor combination bq + qq is an abbreviation for (bc +
bl+cl+cc+ ll) flavors, and hf ,mf , lf are abbreviations for the heavy flavor combination (bb+cc),
mixed flavor combination (bc+ bl + cl), and the light flavor combination (ll), respectively.

fined to constrain this background, and consists of events with at least one b-tagged jet and one
tight c-tagged jet (i.e the BCT region). It is important to note that this region is completely or-
thogonal and avoids overlap with the BB and CTCT +CTCL+CTN signal regions. The Higgs
candidate is reconstructed from the leading pT jet of the jets that are classified into the bin B,
and the leading pT jet of the jets that are classified into bin CT .

In the two charged leptons channel, the top quark background arisesmainly from the di-leptonic
tt̄ process. Therefore, this control region is defined in the two charged leptons channel, with the
same selection as that of the signal region, but requires an electron and muon (instead of the
same flavor leptons). This significantly increases the fraction of top quark events since other
backgrounds are expected to give same flavor leptons from the Z-boson decay. This region
provides the top quark background prediction in the V H,H → bb̄ signal region in a data-driven
method. In the V H,H → cc̄ signal regions, due to low statistics, the top quark eµ control region
is used to constrain the normalization on the simulated background templates.

V+light jet process control region

The V+light jet control region consists of Higgs candidate jets with one being loose c-tagged,
and one being not tagged (i.e the CLN region). Since this region is dominant in the V+light
flavor component as seen from Figure 5.3, it is used to constrain the W+light flavor processes
from the one charged lepton channel, andZ+light flavor processes from the two charged leptons
channel.
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5.3 The event categorization

After the general event selections and the jet-flavor tagging selections, the events are catego-
rized into different regions based on the number of selected jets in the event, the transverse
momentum of the vector boson (pVT ), signal regions, and additional control regions. This cat-
egorization is aimed at maximizing the H → cc̄ and H → bb̄ sensitivity in the signal regions,
while constraining the modeling of background processes in the control regions. This section
gives a detailed explanation on the event categorization, while a visual representation of the cat-
egorization is shown in Figure 5.4. Plots showing the contribution of the different background
processes in the categorized regions can be found in Appendix E.3.
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Figure 5.4: The V H,H → cc̄ and V H,H → bb̄ analysis regions. SR and CR stands for the signal
region and the control region, respectively.

5.3.1 Number of jets and pVT categorization

The number of selected jets (referred to as n-jets) in the event is the sum of the signal jets (|η| <
2.5), and forward jets (2.5 < |η| < 4.5). The V H,H → cc̄ signal regions are categorized in the jet
multiplicities of 2 jets, 3 jets, 4 jets, or ≥ 5 jets, depending on the charged lepton channel. In the
zero and one charged lepton channels, events with more than 3 jets are rejected due to the large



5.3. The event categorization 79

tt̄ background. In the two charged leptons channel, there is no requirement on the number of
selected jets since the tt̄ background is small; the background is from tt̄ di-lepton events, where
two jets are expected to b-jets. The n-jet categorization in V H,H → bb̄ signal regions are also
similar, except for the zero charged lepton channel, where the 4 jet category is also included due
to sufficient sensitivity.

As described in Section 4.9.2, the signal jets are required to have a pT > 20 GeV. Further, to
reduce the signal migration between the jet multiplicity bins, the non-Higgs candidate signal
jets are required to have a pT > 30 GeV. It is important to note that this cut does not reject events,
but re-categorizes such events from higher jet multiplicity to lower jet multiplicity.

The V H,H → cc̄ signal regions are further categorized in three regions based on pVT ; 75 GeV <

pVT < 150 GeV, 150 GeV < pVT < 250 GeV, and pVT > 250 GeV regions. The pVT can be used
in place of the transverse momentum of the Higgs boson (pHT ), since the Higgs boson and the
vector boson in the V H process are created back to back in the transverse plane. However,
using pVT is preferred due to the better resolution in the reconstructed pVT , compared with the
pHT reconstructed using jets.

The pVT region categorization in the V H,H → bb̄ signal region (the BB region) is similar to the
V H,H → cc̄ signal regions, but the pVT > 250 GeV region is split further into 250 GeV < pVT <

400 GeV, 400 GeV < pVT < 600 GeV, and pVT > 600 GeV regions5.

5.3.2 The signal region and ∆R control regions

The opening angle ∆R(j1, j2) (of Equation 2.4) between the Higgs candidate jets is expected
to follow the relation ∆R(j1, j2) ≈ 2mH/pHT , where mH and pHT are the Higgs candidate mass
and transverse momentum, respectively. Replacing pHT with pVT , it is possible to introduce a
continuous cut based on ∆R(j1, j2), which can be used to separate the H → cc̄ and H → bb̄

processes from background processes which does not show such a relation. Hence, the signal
regions for the V H,H → cc̄ process (CTCT + CTCL + CTN) and V H,H → bb̄ process (BB)
are split further into a ∆R signal region and ∆R control regions, based on the ∆R(j1, j2) of
the Higgs candidate jets. Note that the∆R signal region will be referred to as simply the signal
region in the rest of the text in this thesis.

In the previous V H,H → cc̄ analysis, the split of the regions were based on a fixed ∆R(j1, j2)

valuewhich resulted in 80%of signal events entering the signal region below the fixed∆R(j1, j2)

cut [30]. In the new V H,H → bb̄/cc̄ analysis, the split of the signal and the ∆R regions is fur-
ther optimized using a continuous cut based on ∆R(j1, j2), which retains more V H,H → cc̄

signal events in the signal region. There are two types of ∆R control regions in the analysis.
The high∆R control region is used to constrain the shape and normalization of the V+jets and
tt̄ background processes, while the low ∆R control region is used to constrain the shape and
normalization of theW+jets in the one charged lepton channel.

5The 400 GeV < pVT < 600 GeV and pVT > 600 GeV regions fall under the boosted V H,H → bb̄ analysis,
which is not discussed in this thesis. However, due to the concern of double counting the data from V H,H → cc̄

signal regions in the pVT > 250 GeV region, and the boosted V H,H → bb̄ signal region, the overlap of events was
investigated and was concluded to be negligible; 99.6 % of V H,H → cc̄ signal regions events do not overlap with
the boosted V H,H → bb̄ signal regions.
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The high ∆R control region

The continuous cut functions of Table 5.6 are derived in the two charged leptons channel of the
V H,H → bb̄ signal region, where 95% (85%) of signal events are taken to end up below the
∆R(j1, j2)

high
cut cut for the 2 jet (≥3 jets) regions. These continuous cuts are then applied to all

charged lepton channels in both the V H,H → bb̄ signal region and V H,H → cc̄ signal regions,
to split the events to the signal region and the high ∆R control region. Figure 5.5 illustrates
these cuts for the V H,H → cc̄ signal process in the 2-lepton channel.

Table 5.6: The∆R(j1, j2) cut used to separate the signal and the high ∆R control region.

Jet category Cut function

2 jets ∆R(j1, j2)
high
cut = 0.787 + e1.387−0.00700×pVT

3 jets ∆R(j1, j2)
high
cut = 0.684 + e1.204−0.00600×pVT

4 jets ∆R(j1, j2)
high
cut = 0.863 + e0.984−0.00408×pVT

≥ 5 jets ∆R(j1, j2)
high
cut = 1.667 + e0.519−0.00504×pVT
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Figure 5.5: The ∆R(j1, j2) cut to separate the signal region and the high ∆R control region. The
CTC region is the merged CTCT + CTCL regions. The cut at ∆R = π is added to remove the
region with Data-MC disagreement, as explained in Section 5.2.

The motivation behind harmonization of the∆R(j1, j2) cuts between the charged lepton chan-
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nels, and the V H,H → cc̄ and V H,H → bb̄ signal regions is to correlate the SR-CR extrapolation
uncertainties and normalisation factors between different regions. Further, it was investigated
how much signal events are contained in the signal regions of the zero and one charged lepton
channels, and the V H,H → cc̄ signal regions. It is seen that the for the BB and CTCT regions,
95% (85%) of the 2 jet (≥3 jets) signal is contained in the signal region, in all charged lepton
channels. However, for the CTCL and CTN regions, jets not originating from the Higgs boson
are likely to get tagged, giving a larger ∆R(j1, j2). The details of this study can be found in
Appendix E.2.

The low∆R control region

The low ∆R control region is only defined in the one charged lepton channel of the BB tag
region (i.e the V H,H → bb̄ signal region), and is below the continuous cuts given in Table 5.7.
This cut is defined such that 90% of the V Z,Z → bb̄ events remain in the signal region, since
the same signal region is also used in the di-boson validation analysis.

Table 5.7: The continuous ∆R(j1, j2) cut which is applied to separate the signal and the low ∆R

control region.

Jet category Cut function

2 jets ∆R(j1, j2)
low
cut = 0.410 + e0.818−0.01056×pVT

3 jets ∆R(j1, j2)
low
cut = 0.430 + e0.399−0.00931×pVT

4 jets ∆R(j1, j2)
low
cut = 0.411 + e1.204−0.0006×pVT

≥ 5 jets ∆R(j1, j2)
low
cut = 0.501 + e1.192−0.00753×pVT

Figure 5.6 shows the low ∆R cuts in the one charged lepton channel BB region for di-boson
events, where it is seen most events remain in the signal region.
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Figure 5.6: The ∆R(j1, j2) cuts in the one charged lepton channel of the BB tag region. The low
∆R control region is defined for the events that enter the region below the bottom curve. Above
this region is the signal region, and above the signal region is the high ∆R control region.

The low∆R control region is enriched in V+ heavy flavor jets (bb+ cc), with low mixed flavor
(bc+ bl+ cl) jet contamination. Hence, the low∆R control region is used to constrain theW+
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heavy flavor background component in the BB, CTCT + CTCL and CTN signal regions. The
low∆R control region is not used in the zero and two charged leptons channels to constrain the
Z+ heavy flavor component, since the impact was found to be negligible.

Figure 5.7 shows how theW+ heavy flavor component is distributed more closer to the lower
∆R cut, while the W+ mixed flavor component is distributed at relatively higher ∆R(j1, j2)
values.
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Figure 5.7: The distribution of W+jets in the one charged lepton channel of the BB regions. hf
andmf refer to heavy flavor and mixed flavor respectively.
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Chapter 6

Truth flavor tagging for enhancing
simulated statistics

As discussed in Section 5.2, the Higgs candidate selection will be based on the jet-flavor tagging
selection. Using the DL1r bins CT or CL to define the V H,H → cc̄ working points will reject
most events with true b-jets and light-jets, and increase the relative fraction of true c-jets. A
similar scenario holds true for the DL1r bin B used to define the V H,H → bb̄ working point,
where it is necessary to reject events with true c-jets and light-jets, and increase the relative
fraction of true b-jets.

While this direct flavor tagging selection is essential to reject the background events and enhance
the signal events in the selected data sample, it is not ideal for the simulated samples. The high
rejection factor (or in other words, low flavor tagging efficiency as seen in Table 4.2) for true b-
jets and light-jets in the V H,H → cc̄ working points (or c-jets and light-jets in the V H,H → bb̄

working point) lead to non-smooth distributions with large statistical uncertainties attributed
to the simulated samples. The top diagram in Figure 6.1 shows an illustration of the direct flavor
tagging creating a statistically limited distribution.

Events before
jet-�avor

tagging selection

Direct flavor
tagging selection

Truth flavor
tagging selection

Tagged events

Un-tagged
events

Tagged events

Un-tagged
events

Event
weight

Figure 6.1: An illustration of the usual direct flavor tagging selection, and the event weighting
technique that is also known as truth flavor tagging. Green represents eventswhich originally pass
the flavor tagging selection, and red represents events which originally failed the flavor tagging
selection. While only the green events enter the final distribution for direct flavor tagging (top
illustration), all the green and red events will be used to fill the final distribution in the truth flavor
tagging technique (bottom illustration).
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An alternate method to the direct flavor tagging selection for simulated samples is an event
weighting technique illustrated in the bottomdiagramof Figure 6.1. The eventweightingmethod
effectively uses all the simulated samples, and re-weights them based on the probability of the
event entering a particular working point. This probability is calculated using the per jet flavor
tagging efficiency estimated using truth flavor information of the jet, and hence, this method is
referred to as truth flavor tagging.

6.1 Truth flavor tagging theory

The flavor tagging efficiency for a jet of flavor f to be tagged in a working point defined using
a classifier trained on a set of variables denoted as x can be denoted as εf (x). In the V H,H →
cc̄ analysis, this classifier is the DL1r flavor tagging algorithm, and the variables x are tracks
or secondary vertices introduced in Section 4.5. In truth flavor tagging, it is assumed that εf
(denoted below as ε for simplicity) can be parametrised as a function of a set of variables θ (for
example, pT or η of a certain jet) [130].

The parametrised flavor tagging efficiency ε(x|θ) can be used to define a probability (or weight)
for each simulated event to pass the flavor tagging selection. This probability is expressed as

P =

C∑
i

εtag(Ti, x,θ) · εnot−tag(�T i, x,θ), (6.1)

where i is the jet under consideration, C is the total number of jets in the event, and

εtag(Ti, x,θ) =
∏
j∈Ti

εj(x|θ) and εnot−tag(�T i, x,θ) =
∏
j∈�T i

(1− εj(x|θ)). (6.2)

The set of tagged jets are represented as Ti, and the set of non-tagged jets are represented as
�T i. Once the probability P is calculated for each event, then each event is weighted by P before
filling the final kinematic distributions.

6.1.1 Determining the event weight and permutation

For eventswith two jets, the probabilityP can be simply expressed as the product of the parametrised
flavor tagging efficiencies; P = εjet1(x|θ)·εjet2(x|θ). After the probability is computed, this prob-
ability will be used as a weight and applied to the permutation of jets chosen to build the Higgs
candidate. For events with only two jets, it suffices to simply apply the weight P to the event,
since there exists only one permutation.

For events with three jets, the probability is expressed as shown in Equation 6.3, which takes
into account the three permutations for tagging two jets in three jets. Similarly this calculation
can be extended to events with four or more jets.
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P (2tag3jet|θ) =P (j1 is tagged|θ) · P (j2 is tagged|θ) · P (j3 is not tagged|θ)+
P (j1 is tagged|θ) · P (j2 is not tagged|θ) · P (j3 is tagged|θ)+
P (j1 is not tagged|θ) · P (j2 is tagged|θ) · P (j3 is tagged|θ)

=εj1(x|θ) · εj2(x|θ) · (1− εj3(x|θ)) + εj1(x|θ) · (1− εj2(x|θ)) · εj3(x|θ)
+ (1− εj1(x|θ)) · εj2(x|θ) · εj3(x|θ)

(6.3)

However, the choice of the event to which the weight will be applied is a bit more complex
for events with three jets; since there exists three permutations as seen in Equation 6.3, it is
necessary to determine which event the weight will be applied to1.

Therefore, a permutation will be randomly sampled from a 1D distribution. Figure 6.2 shows
an example for an event with three jets, where the 1D distribution is constructed using the
three probabilities P1, P2 and P3 for each of the three permutations given in Equation 6.3; P1 =

εj1(x|θ) · εj2(x|θ) · (1− εj3(x|θ)), P2 = (1− εj1(x|θ)) · εj2(x|θ) · εj3(x|θ), and P3 = εj1(x|θ) · (1−
εj2(x|θ)) · εj3(x|θ).

N ⋅ ϵj1ϵj2(1 − ϵj3) N ⋅ ϵj2ϵj3(1 − ϵj1) N ⋅ ϵj1ϵj3(1 − ϵj2)

10 P1 P2 P3

Figure 6.2: The 1D distribution when picking the permutation for truth flavor tagging.

The factor N is applied to normalize the 1D distribution to 1. Once the permutation is deter-
mined, the computed probability P (2tag3jet|θ) is applied to the permutation and filled in the
kinematic distributions.

Expanding to multiple flavor tagging bins

The probability shown in Equation 6.3 for the example for three jet events only considers the
case where both jets classified into the same flavor tagging bin. This holds for flavor tagging
choice in the V H,H → bb̄ two charged lepton channel, where all jets are required to pass or
fail the DL1r bin B only. However, the zero and one charged leptons channels in V H,H → bb̄

analysis, and all the charged lepton channels in the V H,H → cc̄ analysis follow a slightly more
complicated selection (Table 5.5).

The probability can be expanded to include multiple DL1r bins, and Equation 6.4 shows the
probability for an examplewhere it is required for two jets tagged in binsCT orCL, and the third
jet should not be tagged in the binB; this represents a scenario in the V H,H → cc̄ analysis. Here
P1 is the same probability of the first permutation of the example in Equation 6.3, but expanded
to multiple DL1r bins.

1The likelihood fit used in the analysis assumes poisson statistics in each bin of the distribution used to extract
the V H,H → cc̄ signal strength, and events are uncorrelated between the bins. However, filling a distribution with
all available permutations does not satisfy this assumption, since permutations in one event can be filled in multiple
bins, and hence create a correlation between bins.
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P1 =ε
CL
j1
εCL
j2

(1− εCL
j3

− εCT
j3

− εBj3) + εCL
j1
εCT
j2

(1− εCL
j3

− εCT
j3

− εBj3)

+εCT
j1
εCL
j2

(1− εCL
j3

− εCT
j3

− εBj3) + εCT
j1
εCT
j2

(1− εCL
j3

− εCT
j3

− εBj3)

=P1.1 + P1.2 + P1.3 + P1.4.

(6.4)

Since the number of permutations now increase to 12, the 1D distribution also needs to be
adapted to this increase as illustrated in Figure 6.3.
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Figure 6.3: The 1D distribution when picking the permutation for truth flavor tagging, expanded
to multiple DL1r bins.

6.2 Parametrising the flavor tagging efficiency

The output of the DL1r flavor tagging algorithm (i.e pb, pc and pu explained in Section 4.5) can
only be used to determine the DL1r bin the jet is tagged into. However, as evident from the
description in Section 6.1, truth flavor tagging requires the flavor tagging efficiency per jet, in all
the DL1r bins used to compute the probability P .

While εf (x) is the accurate flavor tagging efficiency required for the truth flavor tagging tech-
nique, it is not feasible to determine this directly; since there are a lot of x parameters, some
regions are statistically in-sufficient to accurately determine εf (x). Hence, the flavor tagging ef-
ficiency εf (x) is parametrised by jet variables and events variables θ as εf (x|θ), and the goal is
to achieve a εf (x|θ) as close as possible to εf (x).

6.2.1 2D map based truth flavor tagging

Acommonmethod to parametrise the flavor tagging efficiency is the use of 2Dmap of kinematic
variables. The 2D maps are based on the two most dominant θ parameters affecting εf (x|θ)
parametrisation; the transverse momentum pT of the jet, and the η direction of the jet.

Figure 6.4 shows examples for the 2D maps in the DL1r bin CT , for the four flavors c-jets, b-jets,
light-jets and τ -jets. It should be noted that the shown 2D maps are not distributions used in
analyses, since prior to use a much coarser re-binning will be applied to avoid the statistical
fluctuation in the statistically limited bins (for example, the rightmost bins in Figure 6.4(c)).

The 2D map based parametrisation was used for truth flavor tagging in the previous V H,H →
cc̄ analysis, but the limitation of 2D maps in accurately parametrising εf (x|pT, η) contributed to
a normalization effect on the kinematic distributions obtained through truth flavor tagging. In
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Figure 6.4: The 2Dmaps used to parametrise the flavor tagging efficiency derived using simulated
tt̄ events.

addition to the normalisation effect, a∆R(j1, j2) dependant shape effectwas also present in the
obtained distributions. Corrections to the two effects contributed to two dominant experimental
uncertainties2 in the previous analysis [30]. However, despite these systematic uncertainties,
truth flavor tagging was able to bring an overall 10% increase in the significance (compared
to not using truth flavor tagging), since it was able to reduce the statistical uncertainty of the
simulated samples.

The normalisation effect and the∆R(j1, j2) dependant shape effect can be attributed mainly to
the below reasons.

• Maps only take into consideration the two parameters pT and η which are the dominant
contributions to the parametrisation of εf (x|θ). However, other parameters like pile-up
also affect the parametrisation, and hence, limits the accuracy of parametrising εf (x|θ)
only using pT and η.

• At low ∆R(j1, j2), which is when the two jets j1 and j2 are very close by, fragmentation
from one jet can affect the other. When the jet under consideration is a c-jet, and the
nearby jet is a b-jet, a b-hadron leaked to the c-jet could mis-tag the c-jet as a b-jet. Further,
additional tracks from a b-jet can also affect the tagging efficiency of a c-jet or a light-jet
nearby.

• The efficiency maps are constructed per jet flavor as seen in Figure 6.4. However, as dis-
2The impact on the V H,H → cc̄ signal strength is 1.7 for the normalisation correction, and 3.3 for the∆R(j1, j2)

based correction. The impact of the total systematic uncertainty was 11.5.
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cussed in the previous point, the presence of different flavors in an event also needs to be
taken into consideration when parametrising εf (x|θ).

• Clusters in a calorimeter for a jet under consideration can be affected by energy deposits
from a nearby jet at low∆R(j1, j2). This could shift the jet axis and affect the performance
of the JETFITTER algorithm, which assumes that the jet axis is on the flight path of the heavy
hadron. Such effects are not taken into consideration in the εf (x|pT, η) parametrisation
using 2D maps.

6.2.2 Graph neural network based truth flavor tagging

The limitations of parametrising εf (x|θ)using 2Dmapswas discussed in Section 6.2.1. However,
given the need for a more accurate parametrisation of εf (x), the current analysis uses a new
technique utilizing graph neural networks.

Parametrizing flavor tagging efficiency using graph neural networks

A graph neural network (GNN) is a type of neural network used in deep learning where data
points, called nodes, are linked by lines, called edges. GNNs are powerful deep learning tools
suited for data structures with data points exhibiting some relation between them [131, 132].
GNNs have grown in popularity in high energy physics in recent years, with some examples
being the ParticleNet flavor tagging algorithm from the CMS experiment [133], and the GNx
flavor tagging algorithms from the ATLAS experiment [134].

A GNN is a good tool for parametrising the εf (x|θ), since it is able to handle multiple input
parameters θ to parametrize εf (x|θ)more closer to εf (x). Since neural networks are also able to
perform regression3, this leads to smoother εf (x|θ) distributions in statistically limited regions
seen in 2D maps.

c jet 
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light jet ( )j4 b jet ( )j5 Node 5 ➡ j5

Node 2 ➡ j2

Node 3 
➡ j3

Node 4 ➡ j4

Node 1 
➡ j1

→Rj1, j5

→Rj1, j3

→Rj1, j4

→Rj1, j2

 
edge

N1 ≥ N4  
edge

N1 ≥ N5

 
edge

N1 ≥ N2

 edgeN1 ≥ N3

Figure 6.5: The representation of an event topology with jets using a graph. The left illustration
is of an event with a c-jet, b-jet, and three light-jets. The right diagram illustrates how this event
topology is expressed as a graph, with jets assigned to the nodes, and ∆R(jm, jn) between the
jets assigned to the respective edges.

3Regression is where an algorithm can predict a continuous outcome y, based on different input variables x.
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The event topology with jets can be represented using the nodes and edges of a graph as illus-
trated in Figure 6.5. Jets in the event are assigned to the nodes of the graph, while the edges
are the angular separation∆R(j1, j2) between the jets, representing the natural topology of the
event. Another merit of using a GNN is the flexibility in the number of nodes, depending on
the number of jets in the event. The use of∆R(j1, j2) to define the edges takes into account the
separation between the jets when training the algorithm, thereby also parametrising εf (x|θ) to
∆R(j1, j2). This is a good improvement over the ∆R(j1, j2) limitation of 2D maps.

Training the graph neural network

The inputs to the GNN are fully connected graphs, with each node representing a jet in the
event with nine input features. It should be noted that the jets used in the training are only jets
in the central region of |η| < 2.5. Eight out of the nine input features are variables related to
each jet, while one input feature, the average pile-up, is a variable related to the event (i.e. this
variable is common to all the jets).

Table 6.1: The list of input features to the GNN used for parametrisation of εf (x|θ).

Jet features Type of variable

pT of the jet
η of the jet
φ of the jet

Flavour label (b, c, light, or τ) of the jet Jet level variable
Mass of the b or c hadron with the largest pT in the jet
pT of the b or c hadron with the largest pT in the jet
η of the b or c hadron with the largest pT in the jet
φ of the b or c hadron with the largest pT in the jet

Average number of interactions per event, 〈µ〉 Event level variable

Angular separation between two jets,∆R Jet-pair variable

To maximise the simulated statistics used for training the GNN, the samples are merged in the
charged lepton channels, pVT regions, and the jet multiplicity regions. Further merging is done
for the physics processes made with the same MC generator, with the assumption that there is
no difference in jet properties between the processes. However, merging of physics processes
made using differentMC generators is not possible, since different flavor tagging scaling factors
(discussed in Section 4.5.2) are derived for differentMC generators. Therefore, oneGNNmodel
is trained inclusively for V+jets and di-boson. For tt̄, single-top and V H,H → bb̄/cc̄ signal
samples, three independent models are trained after observing better performance compared
to one model that is inclusively trained.

The GNN is built using the Deep Graph Library [135], and trained using PyTorch [136]. The
GNN model architecture is described briefly in Appendix F.1, and discussed in more detail in
[130, 137]. The GNNmodel is then implemented into the analysis code using the Open Neural
Network Exchange, commonly known as ONNX [138].
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6.2.3 General performance of GNN-based truth flavor tagging

The performance of truth flavor tagging is evaluated by comparing the truth flavor tagged dis-
tributions to the direct flavor tagged distributions. If εf (x|θ) is accurately parametrised, then
the yield and shape of the truth flavor tagged distributions should match to the direct flavor
tagged distributions, within the statistical uncertainties of both distributions; this is referred to
as the closure.

Figure 6.6 shows the closure of several kinematic distributions that are truth flavor tagged us-
ing the GNN model (red line) and the 2D maps (blue line) for V+jets. It is noticed that the
overall closure for GNN-based truth flavor tagged distributions is better compared to the 2D
map-based truth flavor tagged distributions. Further, in Figures 6.6(c)-(d), a shape-based non-
closure effect is seen for the average pile-up |µ|, and ∆R(j1, j2) which was also noticed in the
previous V H,H → cc̄ analysis. However, in GNN-based truth flavor tagging such shape based
non-closure effects are not seen, showing the εf (x|θ) is parametrised with sufficient accuracy
for |µ| and∆R(j1, j2) as well.
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Figure 6.6: The closure between direct flavor tagging, 2D map based truth flavor tagging, and
GNN based truth flavor tagging for four different θ parameters used to parametrise εf (x|θ). 0L
and 1L are abbreviations for the zero charged lepton and one charged lepton channels.
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6.3 Truth flavor tagging in the V H,H → bb̄/cc̄ analysis

While GNN-based truth flavor tagging has a good performance as seen from the plots in Fig-
ure 6.6, it is still not perfect; some specific regions were observed to have a small degree of non-
closures of up to 5%. Therefore, the analysis adopts a special strategy for truth flavor tagging
as discussed in this section, and illustrated in Figure 6.7.

Truth flavor tagging is applied independently to the V H,H → bb̄ and V H,H → cc̄ analysis
regions due to the difference in tagging strategies (mainly for non-Higgs candidate jets). In
the V H,H → bb̄ analysis regions, the choice of the DL1r working point is simply the bin B,
since both Higgs candidate jets need to be classified in the BB region. Truth flavor tagging in
the V H,H → cc̄ analysis regions is more complex and was studied in depth, and is explained
briefly below. Details on this study can be found in Appendix F.4.
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Figure 6.7: A summary of the flavor tagging selections used forMC samples. The green regions are
populated by truth flavor tagging, and the yellow regions are populated with direct flavor tagging.
Grey regions are also populated with direct flavor tagging, but are not used in the analysis.

The final strategy adopted for the V H,H → cc̄ analysis regions is to apply truth flavor tagging
to theCTCT region only, since it is themost sensitive region to the V H,H → cc̄ signal; reduction
of the MC statistical uncertainties are crucial in the CTCT region through truth flavor tagging.
All other regions CTCL, CTN , BCT and CLN requires to be populated through direct flavor
tagging. However, to avoid an overlap between events from CTCL, CTN , BCT , CLN regions
entering the CTCT region, a percentage of events will be split for truth flavor tagging, and the
remaining events are used for direct flavor tagging4.

Finally, considering the available MC statistics, not all the samples required to be truth flavor
tagged. Truth flavor tagging is only applied to V+jets and single top s/t channel samples, since
the largest impact to MC statistical uncertainty was seen from including these two samples; a
study was done using the fit framework discussed in Chapter 9, where the MC statistical un-
certainty reduced by 70% when truth flavor tagging only V+jets and single top s/t channel
samples, compared to 83% when truth flavor tagging all the background samples. For the V H
signal samples, another reason not to use truth flavor tagging is to avoid introducing any biases
to the measurement of the signal strengths µV H,H→bb̄ and µV H,H→cc̄, since non-closure intro-
duced from truth flavor tagging can directly impact the signal strength measurement.

4Another merit of splitting the sample is that it reduces the burden on the number of times the flavor tagging
selection is repeated.
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6.3.1 Evaluation in the analysis categories

Truth flavor tagging is finally evaluated for the distributions in the analysis categories for BB
andCTCT . Figures 6.8(a) and 6.8(b) showmj1j2 distributions in the one charged lepton channel
of the BB region. Figure 6.8(a) is another good example of how the GNN has achieved a good
parametrisation of the εf (x|θ), since the truth flavor tagged distribution has a good closure with
the direct flavor tagged distribution. Then, Figure 6.8(b) is a good example of how truth tagging
helps in generating smooth distributions; the direct flavor tagged distribution shown has a large
uncertainty due to the limited statistics and large MC event weights. Smoothing out kinematic
distributions helps with the stability of the fit as well.
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Figure 6.8: The closure between direct flavor tagging and the GNN based truth flavor tagging in
the BB and CTCT working points. Figures (a) to (c) shows the reconstructed mass mj1j2 of the
Higgs candidate jets, and (d) shows the BDT output distribution. mf , lf , 0L and 1L are abbrevia-
tions for mixed flavor, light flavor, zero charged lepton and one charged lepton channels.

Figures 6.8(c) and 6.8(d) shows two distributions in the CTCT region, where similar good clo-
sure is seen. Further, it is also worth noting that while the truth flavor tagged distributions are
modelled smoother, the MC statistical uncertainties are also smaller for the truth flavor tagged
distributions, which helps in reducing the impact of the MC statistical uncertainty when mea-
suring the signal strengths. Additional closure distributions can be found in Appendix F.
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Chapter 7

The multivariate analysis

The signal regions in the V H,H → cc̄ analysis are dominated by the background processes, and
hence, methods to gain a better signal to background separation is crucial. This can be achieved
through applying further selections to maximise the significance, but can lead to a reduction in
the overall signal yields. On the other hand, multivariate analysis (MVA) algorithms are useful
tools in separating signal events from background events, while also maximising the signal
yield.

MVA approach based on a boosted decision tree (BDT) algorithm was used in the previous
V H,H → bb̄ analysis [34] to extract the V H,H → bb̄ signal strength, while in the previous
V H,H → cc̄ analysis, the V H,H → cc̄ signal strength was extracted from the invariant mass of
the Higgs boson candidate jetsmj1j2 [30]. Since the current analysis simultaneously measures
the signal strengths of the V H,H → bb̄ and V H,H → cc̄ processes, the MVA based approach is
harmonized for the V H,H → bb̄ and V H,H → cc̄ analyses, with the same set of input variables
used to train the BDT algorithm. The output of the BDT algorithm will be used as the final
discriminant to extract the V H,H → cc̄ signal strength in the signal regions.

The output of a dedicated BDT training is used for extracting the signal strengths of the V Z,Z →
cc̄ process as well, and serves as a good validation of theMVA framework used for the V H,H →
cc̄ process. Further, a dedicated BDT training is done on the low ∆R control region of the
one charged lepton channel BB region. This is to separate the W+heavy flavor1 events from
the other backgrounds, since low ∆R control region is used to constrain the W+heavy flavor
jet component. More information regarding the multivariate analysis in the V H,H → bb̄/cc̄

analysis, especially on the V H,H → bb̄ analysis which is outside the focus of this thesis, can be
found in Appendix G.

7.1 Boosted decision tree (BDT) algorithm

The MVA algorithm used in the analysis, to classify the signal and background events, is a
boosted decision tree (BDT) classifier from the ROOT-based TMVA framework [139]. A deci-
sion tree is similar to a flowchart; the decision tree starts from a root node, and branches from
the root node feed into internal nodes (also known as decision nodes) [140]. Each node classi-

1These are jets with the final state being bb or cc



7.1. Boosted decision tree (BDT) algorithm 94

fies events based on the input features that have discrimination power for the signal against the
background. Finally the output is given by the terminal nodes (also known as leaf nodes).

Boosting is amethod to improve the performance of a decision tree, where newdecision trees are
iteratively created on improving the performance of the previous decision tree, and the obtained
set of decision trees (also known as a forest) are merged to get one classifier known as a boosted
decision tree (BDT).

The BDT is trained on a simulated (MC) training sample set, with the input features assigned
the kinematic input variables discussed in Section 7.2, to classify the events into signal or back-
ground. On each decision node, the events are classified to the subsequent nodes in the next
layer based on the Gini index. The Gini index is a measure of the purity of a sample set, with a
lower Gini index indicating a well separated signal to background [141].

7.1.1 Hyperparameters when optimizing the BDT training

Hyperparameters are external parameters that can be tuned when building a decision tree, in
order to get the best performance while avoiding overtraining. Overtraining is where the algo-
rithm has learned the training dataset too well, and does not performwell on a larger and more
general data set. Hence, the available dataset is split into a subset used for training and a subset
used for evaluating, and it is ensured the BDT performance is consistent between both subsets.

The hyperparameters described below need to be tuned case by case since the optimum con-
figuration can be different based on the input statistics, input variables, or the use case of the
decision tree.

The boosting methods for decision trees

The boost type is the boosting method used for building the BDT, and in the analysis the two
methods utilized are adaptive boosting and gradient boosting.

In adaptive boosting (or AdaBoost) the training sample is re-weighted, where for example a
signal event which ends up in the background node is given a larger weight than those ending
in a signal node, andnewdecision trees are trained. The final BDT is obtained from theweighted
average of the set of decision trees.

The gradient boosting (or GradBoost) method is similar to a function expansion approach
where each tree corresponds to a summation. The parameters of this summation are deter-
mined one tree at a time by the minimization of an error function. In gradient boosting, the
predictions from new decision trees are given a weighting factor before adding to the existing
sequence of decision trees. Thisweighting factor, also known as the learning rate, will slowdown
the learning, and can enhance the performance of the BDT.

The BDT model related parameters

Parameters related to the decision tree model can be optimized to achieve the best performance
for the intended use case. The number of trees used to build the decision tree is a parameter
typically set to be in the range of 100 to 600 trees. The maximum depth is the maximum layers
allowed for the decision tree before further splitting. Having too many layers can lead to over-
training since the statistics are branched into leaves on each subsequent layer. The number of
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steps (for each leaf) in determining the optimum cut before branching to new leaves is referred
to as number of cuts, and to avoid leaves having a small sample set when branching, the min-
imum node size parameter is set for a leaf to contains more than a set percentage of training
events. Pruning a decision tree reduces branches that does not bring much performance, and
simplifies the BDT model. This is generally good to avoid overtraining the model (since large
trees are likely to get overtrained), but in the current analysis no pruning method is adopted.

7.2 BDT input variables

Kinematic variables which exhibit a difference in shape for the signal and the background are
used to train the BDT. Several candidate kinematic variables were tested, and based on the im-
provement on the significance, the list described below (and shown in Table 7.1) are utilized as
the final set of input variables used to train the BDT. These variables are shown in Figures 7.1 to
7.10, where the signal and sub-dominant backgrounds are scaled by n times2 to match the peak
height of the dominant background.

7.2.1 Input variables common to all channels

• mj1j2 is the invariant mass of the Higgs candidate system, and the V H,H → cc̄ signal is
expected to have a peak atmj1j2 = 125 GeV as seen in Figure 7.1. Hence, in generalmj1j2 is
the variable which has the highest discriminating power when separating the signal from
background. j1 and j2 are the leading and sub-leading Higgs candidate jets.

• mj1j2j3 is the invariant mass of the Higgs candidate system, and the additional leading jet.
mj1j2j3 can be used to distinguish the V H,H → cc̄ signal from the hadronically decaying
top-quark background, since the invariant mass for the top decay should get closer to the
top-quark mass of 172.5 GeV. A V H,H → cc̄ signal event with final state radiation (FSR)
would also have anmj1j2j3 of value closer to 125 GeV. The additional peak at 200 GeV for
the V H,H → cc̄ signal arise for events having the additional leading jet originating from
initial state radiation (ISR).
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Figure 7.1: The general variablesmj1j2 andmj1j2j3 used for training the BDT algorithm.

• pT(j1) and pT(j2) is the transverse momentum of the leading and sub-leading Higgs can-
didate jets. For the V H,H → cc̄ signal, it is likely that both jets coming from the Higgs

2An exception is for the top quark template in the two charged leptons channel which is statistically limited, and
hence it is scaled less to avoid overlap with other templates.
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boson decay have a high transverse momentum (pT). However, for background processes
such as V+jets, if a high pT leading jet is selected, it is unlikely a high pT sub-leading
jet is present in the event. Hence, pT(j1) and pT(j2) are effective in discriminating the
V H,H → cc̄ signal from V+jets background.

•
∑

i 6=1,2 pT (ji) is the sum of the transverse momentum pT of the non-Higgs candidate jets
that have pT > 20 GeV. Additional jets in the V H,H → cc̄ signal process comes from ISR,
FSR, or pile-up. For the background processes, the additional jets can come from hard
scattered partons or from the top quark decay (in the case of the Top quark processes),
and such events tend to have a higher

∑
i 6=1,2 pT (ji) compared to the V H,H → cc̄ signal.
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Figure 7.2: The general variables pT(j1), pT(j2), and
∑

i 6=1,2 pT (ji) used for training the BDT algo-
rithm.

• ∆R(j1, j2) is the∆R =
√

∆φ2 +∆η2 between the Higgs candidate jets. Since the angular
separation between two jets follows the relation∆R(j1, j2) ≈ 2m/pVT , this variable is use-
ful in discriminating the V H,H → cc̄ signal from the background processes as discussed
in Section 5.3.2.

• binDL1r(j1) and binDL1r(j2) are the DL1r working points to which the leading and sub-
leading jets fall into. The bins values are the ones shown in Table 4.2, with zero corre-
sponding to the untagged (N) bin. This variable contains the tagging information of the
jets, and hence, is useful in separating the V H,H → cc̄ signal from the V H,H → bb̄ signal,
and backgrounds containing a different fractions of b-jets or light-flavor jets with respect
to the V H,H → cc̄ signal.
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Figure 7.3: The general variables∆R(j1, j2), binDL1r(j1), and binDL1r(j2) used for training the BDT
algorithm.
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• pVT is the transversemomentum of the vector boson, where the V H,H → cc̄ signal process
has relatively higher pVT with respect to the background. In the zero lepton channel, pVT
is equivalent to the missing transverse energy Emiss

T . In the one lepton channel, pVT is the
vector sum of the Emiss

T and the charged lepton pT. In the two lepton channel, pVT is the
vector sum of the two charged lepton pT.

• |∆φ(V ,H)| is the difference in azimuthal angle φ between the reconstructed vector boson
and the Higgs candidate. For the V H,H → cc̄ signal process, since the Higgs boson and
vector boson are created back to back in the transverse plane x − y, |∆φ(V ,H)| peaks
towards 180◦ (or π).
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Figure 7.4: The general variables pVT and |∆φ(V ,H)| used for training the BDT algorithm.

7.2.2 Input variables specific to charged lepton channels

Input variables specific to the zero charged lepton channel

• |∆η(j1, j2)| is the difference in pseudo-rapidity η between the two Higgs candidate jets.
This variable is effective in distinguishing the signal from the V+jets background that can
have a Higgs candidate jet from ISR or FSR, and the other jet from gluon splitting. Such
V+jets backgrounds are expected to have a larger |∆η(j1, j2)| compared to the two jets
from the Higgs boson.

• meff is the scalar sum of pT of all the jets, the Emiss
T and (if present) the leading hadronic

tau-jet in the event, and has more than twice the pVT threshold of the region under consid-
eration. Sincemeff has information of the pVT and pHT , the ZH → νν̄cc̄ signal is expected to
have highermeff compared to the background.

Input variables common to the zero and one charged lepton channel

• Emiss
T is the missing transverse energy, and is computed from the negative sum of the

transversemomenta of all the hard objects; electrons, muons, hadronic τ -leptons, photons,
and jets. In the zero charged lepton channel, Emiss

T is equal to the pVT . In the one charged
lepton channel, Emiss

T represents the pT of the neutrino.

• ∆R(c, j)min is the minimum∆R between the Higgs candidate jets and the additional jets.
This variable is useful in separating the top quark processes from the V H,H → cc̄ process,
since the additional jets in top quark processes are likely to come from theW boson decay,
giving a smaller ∆R(j1, j2) between the jets. For the V H,H → cc̄ process, the additional
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Figure 7.5: The variables |∆η(j1, j2)| andmeff used in the zero charged lepton channel.

jets coming from ISR or pile-up are likely to have a larger ∆R(j1, j2) separation with the
jets from the Higgs boson decay. The peak at low ∆R(c, j)min for the V H,H → cc̄ signal
can be attributed to the∆R(j1, j2) between FSR jets and the c-jet which emitted the gluon
radiation.
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Figure 7.6: The variables Emiss
T and∆R(c, j)minused in the zero and one charged lepton channels.

Input variables specific to the one charged lepton channel

• |∆φ(l, b or c)|min is the azimuthal angle φ between the lepton and the closest b/c-tagged
jet. TheWH → lνcc̄ signal has a defined angular separation between the two jets from the
Higgs boson, and a defined angular separation between the neutrino and the lepton from
theW boson decay. Hence, |∆φ(l, b or c)|min is expected to have a peak towards ∆φ = π.
ForW+jets, the jets from the radiated gluon does not have a well defined angular separa-
tion, giving a broader |∆φ(l, b or c)|min as seen in Figure 7.7. Hence, |∆φ(l, b or c)|min is
effective in separating the theWH → lνcc̄ signal from theW+jets background.

• mW
T is the transversemass of theW boson candidate reconstructed using Equation 7.1. For

processes with the lepton and the neutrino coming from the W boson decay, mW
T peaks

toward theW boson mass of 80 GeV. Hence,mW
T is effective in separating theWH → lνcc̄

signal from QCD multijet processes that are confined to lower values ofmW
T .

mW
T =

√
2plTE

miss
T (1− cos(∆φ(l,Emiss

T ))) (7.1)

• mtop is the reconstructed mass of the leptonically decaying top quark. For the reconstruc-
tion of the top quarkmass, first it is necessary to reconstruct themass of theW boson. This
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Figure 7.7: The variable |∆φ(l, b or c)|minused for in the one charged lepton channel, in two dif-
ferent pVT regions.

requires the determination of the longitudinal component of the neutrino momentum pνz .
This is determined by solving the quadratic Equation 7.2, withmW as a constraint.

pνz =
1

2(plT)
2

[
plzX ± El

√
X2 − 4(plT)

2(Emiss
T )2

]
(7.2)

whereX = m2
W +2(plxE

miss
x +plyE

miss
y ).Next,mtop is reconstructed using the Higgs candi-

date jet, and the solution for pνz that minimizes themtop. If X2 < 4(plT)
2(Emiss

T )2, then the
magnitude of Emiss

T is corrected such that X2 = 4(plT)
2(Emiss

T )2. The reconstructed mtop
from the W boson and b-jet from the top quark has a peak around the top quark mass
of 172.5 GeV 3. Since theW boson and Higgs candidate jet in theWH → lνcc̄ signal are
almost back to back, the reconstructedmtop is expected to have a higher peak (away from
172.5 GeV) owing to the larger angular separation.
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Figure 7.8: The variablesmW
T andmtop used in the one charged lepton channel.

Input variables common to the one and two charged lepton channel

• |∆y(V ,Hcand)| is the the difference in rapidity between the reconstructed vector boson
and the Higgs candidate. For the V H,H → cc̄ signal, the Higgs boson and the vector bo-
son tend to have similar rapidities, since they are producedmostly back to back in the hard
scattered process. Hence, the V H,H → cc̄ signal is expected to have a smaller difference
in rapidity |∆y(V ,Hcand)|, and peaks towards zero.

3However, the reconstructed mtop using theW boson from one top quark, and a jet from the other top quark is
expected to have a higher value than 172.5 GeV, similar to theWH → lνcc̄ signal.
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Input variables specific to the two charged lepton channel

• mll is the invariant mass of the two lepton system. mll is useful when separating the top
quark di-lepton background from Z → ll processes (such as the ZH → l−l+cc̄ signal)
that create a peak at the Z boson mass of 91 GeV.
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Figure 7.9: The variables |∆y(V ,Hcand)| used in the one and two charged lepton channels, and
mll used for training the BDT in the two charged leptons channel.

• Emiss
T /

√
ST is the quasi-significance of the Emiss

T , where ST is the scalar sum of pT of the
leptons and jets in the event. Top quark processes in the two charged lepton channel is
expected to have a relatively larger Emiss

T , compared to other processes where no Emiss
T is

expected. Hence, this variable is effective in discriminating the ZH → l−l+cc̄ signal from
the top quark background.

• cos θ(l−,Z) is the Z boson polarization sensitive angle, and is the cosine of the angular
distance between the negatively charged lepton direction in the Z boson rest frame, and
the flight path of the Z boson in the lab frame. The Z boson is almost 100% longitudinally
polarized for the ZH → l−l+cc̄ signal process, and the Z boson is transversely polarized
for the Z+jets and di-boson processes. As a consequence, the leptons in the ZH → l−l+cc̄

signal process are emitted mostly transverse to the Z boson direction, while the leptons
in the Z → l+l− decay of Z+jets and di-boson processes are emitted mostly along the
direction of the Z boson [142, 143]. Hence, cos θ(l−,Z) can be used to discriminate the
signal with the Z+jets and di-boson background.
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Figure 7.10: The variables Emiss
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ST and cos θ(l−,Z) used in the two charged leptons channel.
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TheBDTvariables described abovewere validated to confirm there is a good agreement between
the data andMC, and some distributions (after performing the fit) can be found in Section 10.1.

Table 7.1: The input variables used to train the resolved V H,H → bb̄ and V H,H → cc̄ MVA
algorithms. The checkmark represents the respective variables used in the zero lepton, one lepton
and two leptons channels. V stands for the vector boson,H stands for the Higgs boson candidate,
and l stands for the lepton.

Variable Description
Lep. channel

0L 1L 2L

mj1j2 Invariant mass of Higgs boson candidate X X X
mj1j2j3 Invariant mass of H , and the additional leading jet X X X
pT(j1) Transverse momentum (pT) of the leading jet X X X
pT(j2) Transverse momentum (pT) of the sub-leading jet X X X∑

i 6=1,2 pT (ji) Scalar sum of the pT of non-H jets X X X

∆R(j1, j2) ∆R between the H jets X X X
binDL1r(j1) The DL1r bin of the leading jet X X X
binDL1r(j2) The DL1r bin of the sub-leading jet X X X

pVT pT of the vector boson (V ) X X X
|∆φ(V ,H)| Difference in φ angle between V and H X X X

|∆η(j1, j2)| ∆η between the H jets X
meff Scalar sum of the pT of all small-R jets and Emiss

T X

Emiss
T Missing transverse energy X X

∆R(c, j)min ∆R between the closest H jet and the additional jet X X

|∆φ(l, b or c)|min φ angle between the l and the closest b/c tagged jet X
mW

T Transverse mass of theW boson candidate X
mtop Reconstructed mass of the leptonically decaying top quark X

|∆y(V ,Hcand)| Difference in rapidity between V and H X X

mll Invariant mass of the di-lepton system X
Emiss

T /
√
ST Quasi-significance of the Emiss

T X
cos θ(l−,Z) Z boson polarization sensitive angle X
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7.3 Training the BDT

Maximizing the training statistics when training a BDT algorithm is essential to avoid overtrain-
ing the model. Hence, the truth flavor tagging discussed in Chapter 6 is utilized to generate
more statistics to train the BDT. To further increase the statistics needed for training, the CTCT

andCTCL tag regions aremerged, the low and high∆R control regions aremerged to the signal
region, the n-jet regions with ≥ 3 jets for the two lepton channel are merged, and the regions
having pVT > 150 GeV are merged. Hence, the BDT training regions in the V H,H → cc̄ analysis
shown in Figure 7.11 are different from the categories shown in Figure 5.4. However, during
inference of the BDT, the original categorization in Figure 5.4 is utilized.
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Figure 7.11: The regions used for training the BDT in the V H,H → cc̄ analysis, where dedicated
trainings are done for each of the regions shown. 0L, 1L, 2L are abbreviations for the zero, one,
and two charged lepton channels.

The BDT is trained with the V H,H → cc̄ process set as the signal, and all other backgrounds
plus the V H,H → bb̄ process set as the background. However, the assignment of signal and
background is different for the two other dedicated BDT trainings on the V Z,Z → cc̄ process
and the low∆R control region, as explained in the paragraphs below. The hyperparameters for
training the BDT, given in Table 7.2 are optimized to maximise the significance in the different
BDT training regions4 and the three different BDT trainings; the V H,H → cc̄ process, V Z,Z →
cc̄ process, and the low ∆R control region.

Gradient boostingmethod is utilized formost of the regions for training the BDT for theV H,H →
cc̄ process, since this method is good at capturing effects outside the bulk of the distribution.
Overall, the gradient boosting method gives a better signal to background separation over the
adaptive boosting method. However, this method requires the region outside the bulk (i.e the
tails) to be well populated, or it leads to overtraining. This is the case for V Z,Z → cc̄ process
in all regions, and V H,H → cc̄ process in the ≥ 3 jet, 75 GeV ≤ pVT ≤ 150 GeV region, two
charged lepton channel. Hence, the adaptive boosting method with a different number of trees
and a learning rate is used in those specific BDT trainings.

When training the BDT, k-fold method with k = 2 is used for splitting the MC sample set into
4Each region shown in Figure 7.11 have dedicated trainings
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Table 7.2: The hyperparameters used when training the BDT for the V H,H → cc̄ regime.

Parameter
V H,H → cc̄ as signal V Z,Z → cc̄ as signal

0L, 1L and some 2L regions 2L, ≥ 3-jets, low pVT 0L, 1L and 2L channels

Boost type Gradient boost AdaBoost AdaBoost
Number of trees 600 200 200
Maximum depth 4 4 4
Learning rate (β) 0.5 0.15 0.15
Number of cuts 100 100 100

Minimum node size 5% 5% 5%
Separation method Gini index Gini index Gini index
Pruning method None None None

sub-trainings. This ensures that the all the MC samples are utilized when training the BDT,
while avoid an overlap in the events used for training and evaluating the BDT.

7.3.1 BDT model for the di-boson processes

The di-boson processes V Z,Z → bb̄ and V Z,Z → cc̄ are used as a validation of the V H,H →
bb̄/cc̄ analysis framework, which includes the MVA framework. For the V Z,Z → cc̄ process, a
dedicated BDT model is trained to classify V Z,Z → cc̄ events as signal, and all other processes
(including theV H,H → cc̄, V Z,Z → bb̄ andV H,H → bb̄processes) as background. In the final
fit framework used to extract the V Z,Z → cc̄ signal strength, the output from the dedicated BDT
model will be used as the final discriminant in the signal regions (similar to the V H,H → cc̄

analysis). Note that the same input variables used in training the BDT for the V H,H → cc̄

process are used for training the BDT for the V Z,Z → cc̄ process, and the same input variables
are also used for the BDT trainings for V Z,Z → bb̄ and V H,H → bb̄ processes due to the
harmonization.

7.3.2 BDT model for the low ∆R control region

The low ∆R control region in the BB tag region is enriched withW+heavy flavor events, and
hence, this region is used to constrain theW+heavy flavor component in both the V H,H → bb̄

and V H,H → cc̄ analyses. However, the abundance of tt̄ events at low pVT degrades the purity
of the W+heavy flavor events in the low ∆R control region. Therefore, through a dedicated
BDT training to separate the W+heavy flavor process from the remaining background, bins
with highW+heavy flavor purity can be obtained.
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7.4 The MVA evaluation

The trained BDT (using the training samples) is evaluated (with the evaluation samples) to
ensure no overtraining is present. Then the performance of the trained BDT is assessed based
on the poisson significance of Equation 5.2, and this is used as the figure of merit to optimize the
hyperparameters and the input variables discussed in the previous section. To further optimize
the sensitivity in the BDT output, a special re-binning method referred to as Transformation D
is applied to the default output of the BDT that originally has equidistant bins.

7.4.1 Overtraining evaluation

The evaluation samples (also known as test samples) will be classified using the trained BDT
into signal and background, at a given BDT output score. If the BDT is overtrained, then the
classification of the signal and background will not be the same as that of the training sample.
Hence, the overtraining is assessed based on the closure of the evaluated distribution on the
trained distribution. Figure 7.12 shows and example for the BDT training in the zero lepton
channel, CTCT + CTCL tag 2 jet, pVT > 150 GeV region, where the good closure (within uncer-
tainties) between the training and testing sub sets for the signal and background shows the BDT
is not overtrained.
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Figure 7.12: The overtraining check for the trained BDT. The plot shows the BDT output distribu-
tion for signal and background samples, that are split into the training and testing sub sets. The
good closure within uncertainties is an implication that the BDT is not overtrained.

To complement the overtraining evaluation of the BDT output distributions, the signal and back-
ground efficiency curves (Figure 7.13(a)), and the ROC curves (Figure 7.13(b)) between the
training and testing subsets are also assessed. The good closure for the curves between the
training and testing samples indicates that the BDT is not overtrained.
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Figure 7.13: The overtraining checks for the trained BDT. The two graphs for the training sample
and testing sample closing on one another indicates there is no overtraining of the BDT.
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(a) The BDT output before Transformation D.
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(b) The BDT output after Transformation D.

Figure 7.14: The output of the BDT, with and without Transformation D applied, for the vh signal
and the total background. The top panel shows the vh signal scaled by n times to match the
maximum of the total background distribution. The bottom panel shows the poisson significance
calculated with n = 1 for the vh signal template.

7.4.2 Significance after transformation D

Prior to the calculation of the poisson significance of the BDT output distribution, a merging
(or re-mapping) of bins in the distribution is done to maximise the signal and background sep-
aration5, which is known as Transformation D. Through transformation D, the aim is to achieve a
smoother binning for both the signal and background, while also having a fine enough binning

5The default binning of the BDT output distribution does not always provide the optimal binning since the bin-
ning is equidistant. The optimal binning, which transformation D aims to achieve, needs to take into consideration
that bins with higher BDT output score have good signal-to-background ratio.
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in the bins with the largest signal contribution (usually the right-most bins). During merging,
the statistical uncertainty is set to be under a certain threshold for each bin. More details on the
transformation D can be found in Appendix G.2.

Figure 7.14 depicts two distributions in the two charged lepton channel of the CTCT + CTCL

tag category, with andwithout the transformation D applied. The ratio panel in the below plots
show the poisson significance. For comparison with the BDT output distributions, the mj1j2

distribution for the same region is shown in Figure 7.15, which clearly shows how the BDT
output has better signal to background separation, and hence, a better significance.
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Figure 7.15: The mj1j2 distribution for the vh signal and the total background. The top panel
shows the vh signal scaled by n times to match the maximum of the total background distribution.
The bottom panel shows the poisson significance calculated with n = 1 for the vh signal template.

7.4.3 The MVA performance

Since mj1j2 distribution was used previous analysis to extract the V H,H → cc̄ signal strength,
the performance of the MVA method is expressed as the relative improvement of the signal to
background separation of the BDT. This improvement can be expressed as the relative increase
in the poisson significance between of the BDT output distribution with respect to the mj1j2

distribution. Table 7.3 shows the comparison of the BDT andmj1j2 poisson significances for the
training regions of Figure 7.11. Overall there is a good improvement in using the MVAmethod,
with some regions showing improvement up to 84%.
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Table 7.3: The performance of the BDT compared to themj1j2 distribution. The low and high pVT
regions refer to the 75 GeV < pVT < 150 GeV, and pVT > 150 GeV regions respectively.

Channel
Regions Poisson significance

Tag pV
T No. of jets mj1j2 BDT Difference

Zero charged
CTN High 2 jets 0.047 0.073 +55%

3 jets 0.027 0.038 +40%

lepton
CTCT + CTCL High 2 jets 0.079 0.131 +66%

3 jets 0.040 0.067 +68%

One charged

CTN

Low 2 jets 0.023 0.032 +39%

3 jets 0.012 0.015 +25%

High 2 jets 0.038 0.061 +61%

3 jets 0.019 0.028 +47%

lepton

CTCT + CTCL

Low 2 jets 0.037 0.056 +51%

3 jets 0.018 0.024 +33%

High 2 jets 0.063 0.108 +71%

3 jets 0.026 0.048 +84%

Two charged

CTN

Low 2 jets 0.021 0.030 +42%

≥ 3 jets 0.014 0.018 +29%

High 2 jets 0.031 0.048 +55%

≥ 3 jets 0.021 0.029 +38%

lepton

CTCT + CTCL

Low 2 jets 0.032 0.052 +63%

≥ 3 jets 0.022 0.035 +59%

High 2 jets 0.052 0.088 +69%

≥ 3 jets 0.033 0.057 +73%
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Chapter 8

Systematic uncertainties

The systematic uncertainties are mainly classified into the experimental systematic uncertainties
and the modeling systematic uncertainties discussed in this chapter. Systematic uncertainties ac-
count for systematic effects which modify the signal and background distributions for the BDT
output, or other kinematic variables. The modification of the overall yield in a distribution is
referred to as a normalisation effect, while the modification of the shape of the distribution (with
constant yield) is referred to as a shape effect.

8.1 Experimental systematic uncertainties

The experimental systematic uncertainties are uncertainties attributed to the luminosity, pile-
up, trigger, objects used in the analysis (leptons, jets, and Emiss

T ), and jet-flavor tagging. These
uncertainties can have both a normalisation effect and a shape effect.

8.1.1 Uncertainties on the luminosity and pile-up

The integrated luminosity is used in the scaling of the generated MC events to the expected
number of events, of the different signal and background processes. Hence, the uncertainty in
determining the integrated luminosity is propagated to the simulated templates of the signal
and background samples.

Table 8.1: The integrated luminosity and the corresponding uncertainties for the years 2015 2018
in the Run 2 period of the LHC [55].

Year Integrated luminosity (fb−1) Uncertainty (fb−1)

2015 3.24 ±0.04
2016 33.40 ±0.30
2017 44.63 ±0.50
2018 58.79 ±0.64

Combined 140.07 ±1.17
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The absolute luminosity scale is determined through beam separation scans during dedicated
LHC running periods, and then it is extrapolated to physics data taking runs based on mea-
surements from several luminosity-sensitive detectors [55] such as the LUCID-2 detector [81].
The uncertainty on the integrated luminosity for each year is shown in Table 8.1, with the un-
certainty on the total integrated luminosity of 140.07 fb−1 being 1.17 fb−1.

The pile-up (i.e the number of interactions per bunch crossing) affects the reconstruction of
physics objects such as jets, leptons, etc. Therefore, the pile-up inMC is adjusted to data by scal-
ing the MC events using a pile-up re-weighting factor. The pile-up re-weighting has a nominal
data scale factor of 1.0/1.03, and as per recommendations provided by the ATLAS experiment,
an uncertainty is computed by changing the nominal data scale factor to 1.0/0.99 for the up
variation, and 1.0/1.07 to get the down variation.

8.1.2 Trigger related uncertainties

As discussed in Section 3.1.1 (and detailed in Appendix C), the trigger efficiency is relatively
low near the trigger thresholds, before reaching a plateau at high Emiss

T or pT. Therefore, most
trigger related uncertainty terms are attributed to scale factors applied to MC events, to correct
the trigger efficiencywith respect to data. Altogether, there are seven trigger related uncertainty
terms as explained below; three for single lepton triggers, and four for Emiss

T triggers.

Lepton triggers

The electron trigger systematics and muon trigger systematics can be attributed to the statisti-
cal and systematic uncertainty on the trigger scale factors. For electrons, the total of both the
statistical and systematic uncertainties are considered as one systematic uncertainty, while for
the muon trigger, the two systematics are considered separately.

Emiss
T trigger

The Emiss
T trigger scale factors used in the analysis are derived using the tt̄ events triggered by

a single muon. To account for biases when deriving the Emiss
T trigger scale factors, two effects

are considered as systematic uncertainties for the Emiss
T trigger. First effect is the statistical error

on the dataset used to derive the Emiss
T trigger scale factors, which is used as a systematic un-

certainty on the scale factor. The second effect is the systematic uncertainty on the MC samples
used, which is assessed by using alternate MC samples to derive the scale factors. Alternate
scale factors are derived using W → µν+ jets and Z → µ+µ−+ jets events, and the difference
with respect to the scale factor derived using tt̄ events is defined as a systematic uncertainty.

The efficiency of the Emiss
T trigger used in 2017 has a kinematic dependence on the offline scalar

sum of the transverse momentum of all jets in the event, ST =
∑N

i=1 pT(ji). Hence, the Emiss
T

trigger scale factors as a function of ST is used as an additional systematic uncertainty.

8.1.3 Uncertainties on lepton and Emiss
T reconstruction

Electrons

Systematic uncertainties for electrons takes into account the impact on the electron energymea-
surement depending on the transverse energy ET and the pseudo-rapidity η. Table 8.2 summa-
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rizes the different types of systematic uncertainties related to the overall electron reconstruction
and energy calibration.

Table 8.2: The experimental systematic uncertainties related to electron reconstruction, identifi-
cation, etc.

Type Uncertainty on

Electrons

Reconstruction efficiency
Identification efficiency
Isolation efficiency
Energy scale
Energy resolution

The systematic uncertainty for electron identification efficiency is around ±2% at ET = 5 GeV,
and decreases with transverse energy, reaching lesser than ±1% for 30 GeV< ET <250 GeV
[118]. The complete systematic uncertainty model for calibrating the electron energy scale con-
siders 64 systematic variations, and the achieved calibration uncertainties for the energy resolu-
tion (scale) are typically 0.05% (between 0.2% to 1%) for electrons from Z-boson decays [118].
However, the V H,H → bb̄/cc̄ analysis is not sensitive to the electron energy scale and resolu-
tion, and hence, the uncertainty in the electron energy scale and resolution are not dominant
systematic sources. Therefore, one systematic uncertainty for the energy scale, and one system-
atic uncertainty for the energy resolution, which wraps the total of the systematic variations is
considered.

Muons

Table 8.3 summarizes the seven different types of systematic uncertainties related to the overall
muon reconstruction and momentum calibration.

Table 8.3: The experimental systematic uncertainties related to muon reconstruction, identifica-
tion, etc.

Type Uncertainty on

Reco. and ID efficiency
Isolation efficiency

Muons Track-to-vertex association efficiency
Charge dependant local mis-alignment effects
Combined momentum resolution
Combined momentum scale

Themuon reconstruction (reco.) and identification (ID) efficiencies are determined from J/ψ →
µµ and Z → µµ events. For medium IDmuons in the lowmuon pT region, the combined statis-
tical and systematic uncertainty is around 0.2% to 1%, and reduces to less than 0.2% in the high
muon pT region [120].
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Z → µµ are also used for determining the isolation and track-to-vertex association efficiencies.
The uncertainty in the isolation efficiencies also differ between the working points; for example,
in the tightworking point, the combined statistical and systematic uncertainty onmuon isolation
is around 4% at low muon pT , but reduces to a negligible level at high muon pT .

J/ψ → µµ and Z → µµ events are used to measure the resolution and scale of the muon mo-
mentum. Since momentum resolution and momentum scale corrections are derived for differ-
ent pseudo-rapidity bins, the uncertainties are different in pseudo-rapidity regions as detailed
in [121].

Hadronically decaying τ -leptons

The reconstruction efficiency and identification efficiency measurement, the τ -lepton energy
scale calibration, and the related uncertainties are obtained using the Z → ττ events. The four
systematic uncertainties listed in Table 8.4 is attributed to the hadronically decaying τ -leptons.

Table 8.4: The experimental systematic uncertainties related to τ reconstruction, identification,
etc.

Type Uncertainty on

τ -leptons

Reconstruction efficiency
RNN ID efficiency
τ -lepton energy scale correction
Electron veto efficiency

Missing Transverse Energy

The uncertainties affecting the scale and resolution of the reconstructed Emiss
T are considered in

the analysis, and are determined using Z → ee events as detailed in [129]. TheEmiss
T uncertain-

ties are dominated by the MC modelling uncertainty on the soft term, and therefore, only the
resolution and scale uncertainties affecting the soft term are considered in the analysis, as listed
in Table 8.5.

Table 8.5: The experimental systematic uncertainties related to missing traverse energy Emiss
T .

Type Uncertainty on

Emiss
T

Longitudinal resolution of Soft Term
Transverse resolution of Soft Term
Scale of Soft Term

8.1.4 Uncertainties related to jet reconstruction

Since small radius jets are used to reconstruct the Higgs boson candidate (as described in Sec-
tion 4.9.2), the total uncertainty on jet reconstruction and calibration is the dominant exper-
imental systematic uncertainty affecting the V H,H → bb̄ and V H,H → cc̄ signal strength
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measurement. The different systematic uncertainties attributed to the overall reconstruction of
jets is summarized in Table 8.6, and can be attributed to mainly the uncertainty in the jet energy
scale (JES), jet energy resolution (JER), and the jet vertex tagger (JVT) [72, 123, 124].

Table 8.6: The experimental systematic uncertainties related to jet reconstruction.

Type Uncertainty on

Jet Energy Scale for b-jets
Jet Energy Scale insitu-calibrations
Flavor composition on Jet Energy Scale

Small Jet Energy Scale due to pile-up effects
Radius Jet Energy Scale due to punch-through effects
Jets Jet Energy Scale due to behavior of high-pT jets

Jet Energy Resolution

The efficiency of Jet Vertex Tagger (JVT)
The efficiency of the forward Jet Vertex Tagger (fJVT)

8.1.5 Uncertainties on jet-flavor tagging

Jet-flavor tagging uncertainties account for the second dominant experimental systematic un-
certainties affecting the V H,H → bb̄ and V H,H → cc̄ signal strength measurement, and are
attributed to the efficiency scale factor calibration for b-jets, c-jets, light-flavor jets, and τ -jets
[125, 126, 127]. The uncertainties originate from statistical uncertainties on the data and simu-
lated samples, the uncertainty on modeling of the physics processes used to calibrate the scale
factors, and the systematic uncertainties related to the detector calibration.

Table 8.7: The experimental systematic uncertainties related to jet-flavor tagging.

Type Uncertainty on

Flavor tagging efficiency for b-jets (εb)
Jet Flavor Flavor tagging efficiency for c-jets (εc)
Tagging Flavor tagging efficiency for light-flavor jets (εlight)

Flavor tagging efficiency for τ -jets (ετ)
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8.2 Modeling systematic uncertainties

The modeling systematic uncertainties are uncertainties attributed to the MC based simulation
of the signal and background processes used in the analysis, and are mainly categorized into
three types; normalisation, shape-based, and MC statistical uncertainties. When estimating
modeling uncertainties related to the parton shower (PS) and the matrix element (ME), a set
of alternative generators described in Table 8.8 are used.

Table 8.8: Summary of the nominal and alternate MC generators used in the V H,H → bb̄/cc̄

analysis, and the types of systematic effects that are calculated from the alternate generators. Had.
is an abbreviation for hadronisation in the below table.

Process Nominal Generator Alternate Generators Systematic Effects

V H,H → bb̄/cc̄ Powheg + Pythia 8 Powheg + Herwig 7 PS, UE, Had.,
µR, µF , PDF

tt̄ & Powheg + Pythia 8 Powheg + Herwig 7, PS, UE, Had., ME,
single-top MadGraph + Pythia 8 µR, µF , DS/DR

V+jets Sherpa 2.2.11 MadGraph + Pythia 8, PS, ME, µR, µF , PDF,
Sherpa 2.2.1 EW Correction

Di-boson Sherpa 2.2.11 Powheg + Pythia 8, PS, ME, µR, µF , PDF,
Sherpa 2.2.1 EW Correction

8.2.1 Types of modelling uncertainties

Normalisation modeling uncertainties are attributed to the uncertainty in the cross-section,
branching fraction, or the acceptance between the analysis regions, and are categorized into
overall normalisation uncertainties and acceptance uncertainties. Overall normalisation uncer-
tainties are used to define a priori on the normalisation of signal and background templates,
in order to constrain the overall yield of the process in the analysis regions. Then acceptance
uncertainties account for the difference in the signal and background templates in the different
analysis categories or signal/background processes.

Shape-based modeling uncertainties affect the shape of the BDT,mj1j2 and pVT templates used in the
fit, directly varying the bin contents of the templates. Finally,MC statistical uncertainties account
for the limited sizes of the simulatedMC samples; as discussed inChapter 6, truth flavor tagging
is beneficial in reducing the impact of MC statistical uncertainties.

Modeling uncertainties affect the signal sensitivity, and hence, are parameterized in the fit
model as nuisance parameters (more details in Chapter 9).

Overall normalisation uncertainties

The overall normalisation uncertainties account for the normalization effects from the uncer-
tainty on cross-sections and branching fractions, and is calculated on the overall yield of a back-
ground process, affecting (in general) all the jet-multiplicity, pVT , and flavor-tag categories. In



8.2. Modeling systematic uncertainties 114

the V H,H → bb̄/cc̄ analysis, overall normalisation uncertainties constrain the yield of di-boson
and single-top s/t-channel processes, while V+jets, tt̄, and single-tipWt processes are allowed
to float freely in the fit, since dedicated control regions are used to constrain the normalisation.

Acceptance uncertainties

Acceptance uncertainties account for the possible relative differences in the number of expected
events in the analysis categories, due to the choice of Monte-Carlo generators and parameters.
Therefore, acceptance uncertainties are derived from the comparison of the nominal MC sam-
ples with the alternate MC samples, generated with alternate generators or parameters. Since
the normalisation uncertainties are used to change the overall yield of the distributions, only rel-
ative acceptance uncertainties between regions are considered. Hence, acceptance uncertainties
are computed using the double ratio formula 1

Acceptance uncertaintyvari =
(NB/NA)vari − (NB/NA)nom

(NB/NA)nom
, (8.1)

where NA (NB) are the number of events after selections in the region A (B). Region A is re-
ferred to as the anchor region, which has the highest purity for the signal/background process
considered, and regionB is the region under test, towhich the calculated acceptance uncertainty
is applied. For example, for top quark bq process the BCT control region is the anchor region,
while the signal region is the region under test, to which the top quark bq yield is extrapolated
to. The total acceptance uncertainty of all the variations considered is calculated as

Total acceptance =

√∑
i

(Acceptance uncertaintyvari)
2, (8.2)

where i accounts for each variation. The variations here include the difference of the nomi-
nal generator to the alternate generator, but also variations of the parameters of the nominal
generator. An example is for estimation of initial state radiation (ISR) or final state radiation
(FSR) that will affect the jet multiplicity categorization. For the calculation of the acceptance
uncertainties for ISR and FSR effects, variations in the renormalization scale factor (µR) and fac-
torization scale factor (µF ) with respect to the nominal value [µR/µ

nom
R , µF /µ

nom
F ] = [1, 1] are

considered. This results in varying µR or µF from half the nominal value to twice the nominal
value (i.e 0.5 → 1 → 2), resulting in a six point variation as shown in Equation 8.3. The ac-
ceptance uncertainty for such variations will be the maximum shift with respect to the nominal
value.

[
µR
µnomR

,
µF
µnomF

]
= [0.5, 0.5], [0.5, 1], [1, 0.5], [1, 2], [2, 1], [2, 2], (8.3)

If the statistical uncertainty on the calculated acceptance uncertainty is found to be larger than
the acceptance uncertainty itself, a conservative approach is taken to use the statistical uncer-
tainty in place of the acceptance uncertainty. The uncertainty in relative acceptance described
below are derived for the regions in Figure 5.4, and the different background processes.

1Using the double ratio formula prevents the double counting with the normalisation uncertainties affecting the
total yield.
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• Relative acceptance between the different pVT regions.

• Relative acceptance between the signal and control regions.

• Relative acceptance between the jet multiplicity regions.

• Relative acceptance between the charged lepton channels.

• Relative acceptance between the jet-flavor compositions.

• Relative acceptance between single-top Wt process, and tt̄ process, since these two pro-
cesses are merged as one template in the final fit.

Shape-based uncertainties

Shape-based modeling uncertainties are used to quantify a systematic variation of the shape
of final templates used in the fit, like the BDT output, mj1j2 , and the pVT distributions. These
uncertainties are estimated through an interpolation between the nominal distribution and an
alternate distribution created by alternate methods; either through an alternate MC generator
listed in Table 8.8, or through a variation of nominal parameters in the nominal generators.
However, samples made through alternate methods usually lack in statistics needed for an ac-
curate estimation of the shape-based uncertainties. To overcome this, the nominal distribution
is re-weighted to match the shape of the alternate distribution, estimated using the Calibrated
Likelihood Ratio Estimator (CARL) [144].
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Figure 8.1: An illustration of the re-weighting of the nominal MC distribution to the alternate MC
distribution using the output from the CARL neural network.

CARL is a re-weighting technique based on a deep neural network trained to discriminate be-
tween the nominal and alternate events, using the same kinematic variables listed in Table 7.1
used to train the MVA. For nominal (alternate) generators, events are sampled from a probabil-
ity distribution function fN (x) (fA(x)), which can be written in the machine learning nomen-
clature as f(x|y = 0) (f(x|y = 1)). The output of the neural network D(x), in the limit of
infinite training events, approaches the probability that the event is in the alternate distribution
D(x) → P(y = 1|x). This probability can be used to define a weight w(x) such that

w(x) =
f(x|y = 1)dx
f(x|y = 0)dx =

P(x|y = 1)

P(x|y = 0)

Bayes
−−−−−→
Theorem

P(y = 1|x)
P(y = 0|x) =

P(y = 1|x)
1− P(y = 1|x) ≈ D(x)

1−D(x)
. (8.4)

Theweightw(x) is then used to re-weight the nominal distribution, such thatwe obtain a similar
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alternate distribution as illustrated in Figure 8.1, but much larger statistics than can be used to
estimate the shape-based modelling uncertainties.

8.2.2 Modeling uncertainties for the V H signal process

The uncertainties with respect to the signal can be classified into five categories.

• Uncertainties on the QCD scale.

• Uncertainty on theH → bb̄ andH → cc̄ branching fractions (∆BR), described in Table 1.2.

• Uncertainties on the parton distribution function and αs.

• Uncertainties on parton shower, underlying event, and hadronisation models.

• Uncertainty on next-to-leading-order (NLO) electroweak corrections that modify the pVT
distribution.

Table 8.9 lists the different uncertainties related to the modeling of the signal2, while three cat-
egories are explained in detail below.

QCD Scale Uncertainties

The uncertainties mainly impacting the theoretical prediction of the V H,H → cc̄ signal pro-
duction cross section can be attributed to the variations from the renormalization scale µR, and
the factorization scale µF . QCD scale uncertainties are classified into the following types of
uncertainties.

• The uncertainty on the inclusive cross-sections,∆XS
QCD, which is applied separately for the

qq →WH , qq → ZH , and the gg → ZH processes as reported in [16].

• The acceptance uncertainty for the V H,H → cc̄ signal in the signal region, and high∆R

control region (∆SR-CR
QCD ). This uncertainty mainly varies the relative signal in the control

region, and the impact on the signal region is negligible.

• The BDT shape-based uncertainty on the QCD scale.

The signal-control region acceptance uncertainties are estimated following the procedure described
in [145]. This is done using the six correlated pairs of µR and µF , normalized to the same cross-
section as the nominal scales µnomR and µnomF as given in Equation 8.3. The largest variation from
all the six variations is considered as an acceptance uncertainty.

For the BDT shape-based uncertainty, the [2, 2] scenario of Equation 8.3 is used to estimate the
variation.

PDF and αs Uncertainties

The uncertainties on the parton distribution function (PDF) and αs are estimated following the
recommendations in [146], considering 30 PDF Hessian uncertainty variations and a two-sided

2Note that the QCD scale uncertainties between pVT regions and jet multiplicity regions are not included in the
table, since there uncertainties are cancelled out when measuring the signal strength of the V H,H → cc̄ process in
the merged pVT and jet multiplicity regions.
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αs variation. These uncertainties are estimated for the qq →WH , qq → ZH , and the gg → ZH

processes separately.

Parton Shower, Underlying Event, and Hadronisation Uncertainties

The uncertainty impacting the modeling ofH → bb̄ andH → cc̄ decays can be attributed to the
uncertainties in the parton shower, underlying event, and hadronisation models. These uncer-
tainties are estimated from the difference between the nominal samples and alternate samples
(described in Table 8.8), since the alternate signal sample is showered with Herwig 7 while the
nominal sample is showered with Pythia 8. These uncertainties will be considered as an accep-
tance uncertainty on the pVT regions and jet multiplicity regions, and as a shape-based uncertainty
on the BDT distribution.

Table 8.9: The uncertainties associated with the V H signal processes. The shape-based uncertain-
ties are not included in the Table below.

Uncertainty Size of the uncertainty

∆XS
QCD for qq →WH 0.7%

∆XS
QCD for qq → ZH 0.6%

∆XS
QCD for gg → ZH 25%

∆SR-CR
QCD -

∆BR for H → bb̄ +1.2− 1.3%
∆BR for H → cc̄ +5.5− 2.0%

∆PDF for qq →WH Up to ±2.5%
∆PDF for qq → ZH Up to ±3%
∆PDF for gg → ZH Up to ±4.5%

∆αs for qq →WH Up to ±2%
∆αs for qq → ZH Up to ±2%
∆αs for gg → ZH Up to ±3%

∆PS-UE From −5% up to +2%

8.2.3 Modeling of V+jets and related uncertainties

The V+jets processes are the dominant background in the analysis, withW+jets mainly affects
the one charged lepton channel, and Z+jets mainly affecting the zero and two charged lepton
channel. As explained previously, the V+jets normalisation listed in Table 8.10 are allowed to
float freely in the fit, since the normalisation is constrained through dedicated control regions.

The jet-flavors are merged into heavy, mixed, and light flavor components based on the similar
kinematic properties, and each flavor component is floated freely in the fit, with further splitting
them into the pVT and jet-multiplicity regions.
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Table 8.10: The V+jets background template normalizations used in the fit.

Process Component Flavors Lepton channel

Heavy flavor bb, cc

Z+jets Mixed flavor bc, bl, cl 0L, 2L

Light flavor ll

Heavy flavor bb, cc 0L, 1L

Mixed flavor bc, bl, cl 0L

W+jets bc, bl, cl, bτ, cτ 1L

Light flavor ll 0L

ll, lτ, ττ 1L

The high-∆R control region of the two charged lepton channel BB tag region is used to con-
strain the Z+jets heavy flavor component. Similarly, the high-∆R control region of the one
charged lepton channel BB tag region is a candidate for constraining the W+jets heavy flavor
component, but this region is dominated by the top quark processes3. However, there is suf-
ficientW+jets heavy flavor component in the low-∆R control region of the one charged lepton
channel BB tag region as well, with less contamination from the top-quark processes. There-
fore, the low-∆R control region of the one charged lepton channel BB tag region is used to
constrain theW+jets heavy flavor component.

For the V+jets mixed flavor component, it is constrained by the high-∆R control region in the
CTCL and CTN tag regions. Finally, as discussed in Section 5.2.1 the V+jets light flavor compo-
nent is constrained by the signal region4 of CLN tag region.

The acceptance uncertainties for the V+jets processes discussed below are calculated envelop-
ing the variations on the QCD scales µR, µF , the PS model, the ME, the PDF, and electroweak
corrections. The shape-based uncertainties are also derived for the different types of systematic
variations as described below.

V+jets acceptance uncertainties

The V+jets acceptance uncertainties can bemostly classified into the below four types. Since the
V+jets are floated in the three flavor components (heavy, mixed, and light), the acceptance un-
certainties are derived separately for the three flavor components. The acceptance uncertainties
are listed in Table 8.11.

• The charged lepton channel acceptance uncertainty: This is the uncertainty on the ex-
trapolation of the Z+jets yield from the two-charged lepton channel to the zero charged

3The two b-jet from the top decays are expected to have a large ∆R(j1, j2) between them, and therefore, end up
in the high-∆R control region.

4The CLN tag region does not have an actual signal region which is used in the fit, but this region is obtained
from the same∆R cuts satisfying the signal region in BB,CTCT ,etc.
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lepton channel, and the W+jets yield from the one-charged lepton channel to the zero
charged lepton channel.

• The flavor component acceptance uncertainty: This is the acceptance uncertainty between
the flavor combinations for the flavor components listed in Table 8.10. The acceptance un-
certainty for the heavy flavor component in derived in the BB region, and harmonized
with the other regions. Therefore, the bb component is taken as the higher purity com-
ponent due to the larger contribution in the BB region. The acceptance uncertainty for
the mixed flavor component is derived in the inclusive CTCT +CTCL +CTN region, and
therefore, the cl component is taken as the higher purity component due to the larger con-
tribution in this region. For the light flavor component inW+jets, ll is taken as the higher
purity component to estimate the acceptance uncertainty.

• The signal-control region acceptance uncertainty: This is the acceptance uncertainty be-
tween the signal region and the control regions. In the calculation, the higher purity com-
ponent is generally in the control regions, except in the extrapolation of the V+jets light
flavor component from the signal region to the high∆R control region. This is due to the
V+light jet CLN control region having the same ∆R categorization as the signal region.

• The jet-multiplicity region acceptance uncertainty: The 3-jet and 4-jet W+jets compo-
nents in the BB tag region of the zero-charged lepton channel is floated together. Hence,
an acceptance uncertainty is considered between the 3-jet and 4-jet regions.

Table 8.11: The acceptance uncertainties associated with the V+jets processes.

Process Acceptance uncertainty on Size of the uncertainty

Z+jets

Extrapolation from 2L to 0L 2% to 10%
Z + heavy flavor composition 8% to 12%
Z + mixed flavor composition 4% to 10%
Signal-Control region 5% to 30%

W+jets

Extrapolation from 1L to 0L 3% to 30%
W+ heavy flavor composition 4% to 25%
W+mixed flavor composition 8% to 29%
W+ light flavor composition 9%
Signal-Control region 2% to 50%
Jet multiplicity region 12% to 20%

V+jets shape-based uncertainties

Four types of shaped-based modeling uncertainties are considered for the V+jets processes.

• The CARL-based shape uncertainties: The CARL framework is used to derive the shape
variations between the nominal and alternate generators. The comparison with the al-
ternate samples generated with MadGraph + Pythia 8 accounting for the PS and ME
uncertainties.
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• The Sherpa 2.2.11 pVT shape uncertainties: It was observed that the Sherpa 2.2.11 pVT dis-
tribution has a disagreement with data, as seen in Figure 8.2. Hence, a shape-based un-
certainty derived by re-weighting the Sherpa 2.2.11 pVT spectrum tomatch the Sherpa 2.2.1
pVT spectrum is considered separately for the charged lepton channels, and the flavor com-
ponents.

• The QCD scale shape uncertainties: These uncertainties are derived from the nominal
Sherpa 2.2.11 samples, with the QCD scale variation of [µR/µnomR , µF /µ

nom
F ] = [2, 2] of

Equation 8.3 considered for the uncertainty, since it gives the largest variation.

• The electroweak correction shapeuncertainties: The additive electroweak correction scheme
of Figure 8.3 is used in the modeling of V+jets. Since the multiplicative electroweak cor-
rection scheme has the largest correction, this is used as a shape uncertainty. It should be
noted that the impact of these uncertainties are small.
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Figure 8.2: The normalized cross-section vs pVT spectrum using Sherpa 2.2.11 [106].

8.2.4 Modeling of top-quark processes and related uncertainties

The top quark processes are another dominant background in the V H,H → bb̄/cc̄ analysis re-
gions, mainly affecting the zero and one charged lepton channels. As discussed in Section 3.2.2,
the top-quark processes are modelled through MC simulations using Powheg +Pythia 8, ex-
cept in the two charged lepton channel of theBB tag region where the template is derived from
data.

The tt̄ and single-top Wt processes are merged into one component, but split into two flavor
components in the zero and one charged leptons channels; top-bb and top-bqqq. The top-bb
component is constrained by the high ∆R control region of the BB tag region, while the dedi-
cated top-BCT control region is used to constrain the top-bqqq component. The top process (i.e
tt̄ and single-topWt) in the two charged lepton channel of the CTCT , CTCL, CTN tag regions,
which is not estimated in a data drivenmethod due to low yield, is constrained by the dedicated
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Figure 8.3: The electroweak correction schemes in the pVT spectrum using Sherpa 2.2.11 [106].

top-eµ control region.

The single-top s/t channel processes have a sub-dominant contribution in the analysis regions,
and there is no dedicated control region to constrain this background in the analysis. A 17%
acceptance uncertainty is applied to the single-top t-channel process, and since the single-top
s-channel process has very small contribution, an overall cross-section uncertainty of 4.6% is
applied without additional acceptance uncertainties. Table 8.12 summarizes the overall nor-
malisation considered for the top quark processes.

Similar to V+jets, the acceptance uncertainties for the top-quark processes discussed below are
calculated enveloping the variations on the QCD scales µR, µF , the PS model, and the ME.
The shape-based uncertainties are also derived for the four types of systematic variations as
described below.

Top-quark process acceptance uncertainties

The acceptance uncertainties for the top-quark processes fall into the categories described be-
low. For themerged top component (tt̄ and single-topWt), the acceptance uncertainties are de-
rived for each pVT and jet-multiplicity region, and therefore no dedicated pVT and jet-multiplicity
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Table 8.12: The background template normalizations used in the fit. For the flavor components,
all refers to all the flavor combinations in that category.

Process Component Flavors Lepton channel Uncertainty

Top (tt̄ and Top-bb bb 0L, 1L -

single-top Top-bqqq bl, bc, cc, cl, ll 0L, 1L -

Wt-channel) Top (in CTCT , CTCL, CTN) all 2L -

Single-top Single-top s-channel all 0L, 1L, 2L 4.6%

s/t-channel Single-top t-channel all 0L, 1L 17%

acceptance uncertainties are considered for the merged top component.

• The charged lepton channel acceptance uncertainty: Since the one charged-lepton chan-
nel has the dominant top-quark contributions, the floating normalisation is mainly con-
strained from the one-charged lepton channel. Therefore, this acceptance uncertainty acts
on the extrapolation of the top-quark process yields from the one-charged lepton channel
to the zero-charged lepton channel.

• The flavor component acceptance uncertainty: This is the acceptance uncertainty between
the flavor combinations for the top-bqqq process as listed in Table 8.12, with the higher
purity component decided as the top-bq process.

• The signal-control region acceptance uncertainty: This is the acceptance uncertainty be-
tween the signal region and the ∆R control regions. Since the majority of top-bb events
and single-top t-channel events (with high pVT ) are in the high-∆R control region, the
acceptance ratio is calculated with high-∆R control region as the high purity region. Sim-
ilarly, the majority of top-bqqq events and single-top t-channel events (with low pVT ) are in
the signal region and top-BCT control region, and therefore, the high purity regions are
chosen as signal region and the top-BCT control region.

• The tt̄ and single-top Wt acceptance ratio uncertainty: tt̄ and single-top Wt are com-
bined into one component when fitting. Therefore, an acceptance uncertainty to account
for the difference in the relative yields is considered, and is derived as tt̄ being the higher
purity component.

• The pVT region acceptance uncertainty: This acceptance uncertainty is considered only for
the single-top t-channel process. Since the majority of the single-top t-channel process is
in the lower pVT regions (75 GeV< pVT <150 GeV and 150 GeV< pVT <250 GeV regions), the
low pVT regions are chosen as the higher purity regions.

• The jet-multiplicity region acceptance uncertainty: This acceptance uncertainty is also
considered only for the single-top t-channel process. Since the 3-jet region has themajority
of the single-top t-channel events, the 3-jet region is chosen as the high purity region in
the acceptance ratio.

Table 8.13 summarizes the acceptance uncertainties considered for the top quark processes.
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Table 8.13: The acceptance uncertainties associated with the top-quark processes. Top refers to
the tt̄ and single-top processes.

Process Acceptance uncertainty on Size of the uncertainty

1L to 0L 2% to 8%
tt̄ and Top-bqqq flavor composition 5% to 10%

single-topWt Signal-Control regions 2% to 10%
Wt to tt̄ ratio 12% to 48%

1L to 0L 6%
Single-top Signal-Control regions 3% to 17%
s/t channel pVT regions 7% to 15%

Jet multiplicity regions 15%

Top-quark process shape-based uncertainties

Three types of shaped-basedmodeling uncertainties are considered for the top-quark processes.

• TheCARL-based shapeuncertainties: CARL framework is used to derive the shape-based
uncertainties for tt̄, single-topWt and single-top t-channel processes, between the nom-
inal generator (Powheg +Pythia 8) and two alternate generators. The comparison with
Powheg +Herwig 7 accounts for the parton shower uncertainties, while the comparison
with MadGraph + Pythia 8 accounts for the matrix element differences.

• The single-top Wt DS-DR uncertainties: A shape uncertainty is attributed to the differ-
ence between interference of tt̄ and single-top Wt processes, discussed in Section 3.2.2.
Since the current analysis uses DS samples, the difference between DS and DR is taken as
a shape-based and normalisation uncertainty.

• The ISR and FSR shape uncertainties: These uncertainties are derived similarly to the
V H signal, with the QCD scale variation of [µR/µnomR , µF /µ

nom
F ] = [2, 2] of Equation 8.3

considered for the uncertainty since it gives the largest variation.

8.2.5 Modeling of di-boson processes and related uncertainties

Di-boson processes are a subdominant background in the analysis, and mainly classified into
four categories; theWW , WZ, and the ZZ processes, withWZ process further classified into
processes where the W -boson decays hadronically ans the Z-boson decays leptonically (de-
noted asWh-Zl), and vice-versa (denoted asWl-Zh).

ZZ process with a Z-boson decaying to two b-jets, and the Wl-Zh process with the Z-boson
decaying to two b-jets, are the two dominant di-boson components in the BB tag region. In the
CTCT , CTCL, and the CTN tag regions, the dominant di-boson components components differ
by the charged lepton channel;

• TheWW ,Wh-Zl, and ZZ processes dominate the zero-charged lepton channel through
the decay modes likeW → lν,W → cs, Z → νν,W → cs, and Z → νν, Z → cc.
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• The WW and Wl-Zh processes dominate the one-charged lepton channel through the
decay modes likeW → lν,W → cs andW → lν, Z → cc.

• TheWh-Zl and ZZ processes dominate the two-charged lepton channel through the de-
cay modes like Z → ll,W → cs and Z → ll, Z → cc.

Since there is no dedicated control region for constraining the di-boson processes, and overall
acceptance uncertainty is derived for the different di-boson components, as shown in Table 8.14.

Table 8.14: The background template normalizations for di-boson used in the fit.

Process Component Lepton channel Uncertainty

Di-boson

WW 0L, 1L, 2L 16%

ZZ 0L, 1L, 2L 17%

WZ 0L, 1L, 2L 19%

ggWW , ggZZ 0L, 1L, 2L 30%

Similar to V+jets, the acceptance uncertainties for the diboson processes discussed below are
calculated enveloping the variations on the QCD scales µR, µF , the PS model, the ME, the PDF,
and electroweak corrections. The shape-based uncertainties are also derived for the different
types of systematic variations as described below.

Di-boson acceptance uncertainties

Since the overall normalisation is applied to the overall di-boson components, four types5 of
di-boson acceptance uncertainties are considered in the analysis, which is summarized in Ta-
ble 8.15. The di-boson acceptance uncertainties are derived for the four components WW ,
Wl-Zh,Wh-Zl, and ZZ.

• The charged lepton channel acceptance uncertainty: This uncertainty covers the accep-
tance ratio between the dominant di-boson components in the charged lepton channels.
Since the WW and Wl-Zh processes have more yield in the one charge lepton channel,
the higher purity component for the calculation of the acceptance ratio is the one charged
lepton channel, and the uncertainty is applied to both the zero and one charged lepton
channels. Similarly for the Wh-Zl and ZZ processes, the higher purity component is
the two charged lepton channel, and the uncertainty is applied to both the zero and two
charged lepton channels.

• The jet-multiplicity region acceptance uncertainty: This uncertainty is considered for the
acceptance ratio between the jet-multiplicity regions. Since the 2-jet region has the higher
yield, the higher purity component for the calculation of the acceptance ratio is generally
the 2-jet region, and the uncertainty is then applied to other jet multiplicity regions.

• The signal-control region acceptance uncertainty: This is the acceptance uncertainty be-
tween the signal region and the control regions. Since majority of di-boson events are in

5There are actually 5 types of uncertainties, with the 5th one being the acceptance uncertainty between pVT and
jet-multiplicity regions. However, this uncertainty is ignored in the measurements for the V H,H → cc̄ process.
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the signal region, the higher purity component for the calculation of the acceptance ratio is
chosen as the signal region. The uncertainty is then applied to both the signal and control
regions.

• The pVT acceptance uncertainty: This uncertainty is considered for the acceptance ratio
between the pVT regions. In the calculation of the acceptance ratio, the higher purity com-
ponent is chosen as the 150 GeV< pVT <250 GeV region, since it is the common region in
all the three charged lepton channels.

Table 8.15: The acceptance uncertainties associated with the di-boson processes.

Acceptance uncertainty on Size of the uncertainty

Charged lepton channels 2% to 23%
Jet multiplicity regions 10% to 42%
pVT regions 3% to 16%
Signal-Control regions 6% to 50%

Di-boson shape-based uncertainties

• The CARL-based shape uncertainties: The CARL framework is used to derive the shape
variations between the nominal generator and alternate generators. As listed in Table 8.8,
two alternate generators are used for deriving the shape-based uncertainties; Powheg
+Pythia 8 accounts for the difference in the matrix element and the parton shower, while
Sherpa 2.2.1 is used to derive a pVT based shape uncertainty similar to V+jets.

• The QCD scale shape uncertainties: These uncertainties are derived similarly to the V H
signal, with the QCD scale variation of [µR/µnomR , µF /µ

nom
F ] = [2, 2] of Equation 8.3 con-

sidered for the uncertainty.

• The PDF + αs shape uncertainties: These uncertainties are derived similarly to the V H
signal, but applied as a combined PDF + αs shape-based uncertainty. It should be noted
that the impact of these uncertainties are negligible in the V H,H → bb̄/cc̄ analysis.

• The electroweak correction shapeuncertainties: Similar toV+jets, the additive electroweak
correction scheme is used in the modeling of the di-boson processes. Since the multi-
plicative electroweak correction scheme has the largest correction, this is used as a shape
uncertainty.
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Chapter 9

The fit framework and statistical
description of data

The signal strengths forµV H,H→bb̄ andµV H,H→cc̄ processes are extracted simultaneously through
a likelihood fit on the signal and background templates of all categories described in Section 5.3.

9.1 The fit model

The signal strength µV H,H→cc̄ and µV H,H→bb̄ are extracted by maximizing the likelihood of the
likelihood function given in Equation 9.1, by fitting the data to signal and background templates
in the V H,H → cc̄ and V H,H → bb̄ analysis categories as described in Section 9.1.1.

L(~µ, ~θ,~γ, ~τ) =
∏

i∈bins
Pois(Ni|~µsi(~θ) + bi(~θ,~γ, ~τ))

∏
θ∈~θ

1√
2π
e−θ2

∏
∈bins

Gauss(βi|γiβi,
√
γiβi) . (9.1)

The first term represents the Poissonian probability terms, based on the expected and observed
event yields in all the bins. Here, Ni, si and bi are the number of measured data events, the
number of expected signal events, and the number of expected background events in bin i. The
parameter µ is the signal strength described above. This term can also be represented using the
Poisson distribution as

L(µ) =
∏

i∈bins
Pois(Ni|µsi + bi) =

∏
i∈bins

(µsi + bi)
Ni

Ni!
e−(µsi+bi). (9.2)

Systematic uncertainties are introduced in the fit in the form of nuisance parameters ~θ. Hence
the second term of Equation 9.1 represents the nuisance parameters introduced as Gaussian
penalty terms with a mean value of zero and a variance of one.

LAux =
∏
θ∈~θ

1√
2π
e−

θ2

2 . (9.3)
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Free floating nuisance parameters are labelled as ~τ , and they modify the overall normaliza-
tions of the major backgrounds, and are determined from data. Also, uncertainties related
to the limited statistics of the simulated samples needs to be considered. These, known as γ-
parameters, are introduced per bin and can modify the background yield in the particular bin
as bi(~θ) → γibi(~θ). In the likelihood description γ-parameters are introduced as,

LBkgStat(~γ) =
∏

i∈bins
Gauss(βi|γiβi,

√
γiβi). (9.4)

Where βi = 1
σ2
rel
, and σ2rel is the relative statistical uncertainty on the expected total background

yield. Hence, nuisance parameters modify the expected background and signal yields as

si → si(~θ) bi → bi(~θ,~γ, ~τ). (9.5)

9.1.1 The fit regions and variables

The categories used in the fit are the regions that were discussed in Section 5.3 and illustrated in
Figure 5.4, including the V H,H → bb̄ boosted regions that are not discussed in this thesis. Dif-
ferent variables are used for building the signal and background templates in the fit categories,
which are detailed in Table 9.1. Some regions have just one bin, and hence no variable, since
these regions are only used for constraining the normalization of background components.

Table 9.1: The different variables used in the fit categories.

Region
Variable in lepton channel

Tagging category
0L 1L 2L

Signal region BDT output BDT output BDT output BB | CTCT + CTCL | CTN

High ∆R control region One bin pVT pVT BB | CTN

mj1j2 mj1j2 CTCT | CTCL

Low ∆R control region - BDT output - BB

Top control region mj1j2 mj1j2 One bin BCT

V+light jet control region One bin pVT pVT CLN

9.1.2 The parameters of interest and signal normalization

The default fit model used in the analysis will extract two parameters of interest (POI); the
signal strengths µV H,H→cc̄ and µV H,H→bb̄. The signal strengths are initially set to their standard
model expectations (i.e µV H,H→cc̄ = µV H,H→bb̄ = 1), but are allowed to vary in the fit.

The default two POI can also be changed or expanded depending on the parameters of interest
that need to be extracted. In the di-boson validation study, the fit will extract the signal strengths
for the di-boson processes; µV Z,Z→cc̄ and µV Z,Z→bb̄. When extracting µV Z,Z→cc̄ and µV Z,Z→bb̄,
the categories and variables are exactly the same as that of Figure 5.4 and Table 9.1, except for
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the signal regionswhere a dedicated BDT tomeasure the V Z,Z → cc̄ and V Z,Z → bb̄ processes
are used.

The default two POI can also be de-correlated (in otherwords, expanded) in different categories
to extract the signal strength in that category. In the analysis, de-correlated fits are done in the
charged lepton channels (six POI), and the vector boson channel (four POI). This de-correlation
is also be applied for the di-boson validation study, to measure the V Z,Z → cc̄ and V Z,Z → bb̄

signal strengths expanded in the charged lepton channels and vector boson channels.

Further, the uncertainty in the branching ratio for V H,H → bb̄ and V H,H → cc̄, and the ex-
trapolation uncertainty for the ggZH, qqZH,WH processes between signal and control regions,
are introduced as a normalization effect on the signal templates.

9.1.3 The background normalization

The background predictions in each region, other than multi-jet, have yields that are estimated
fromMC simulations using the theoretical cross sections and branching ratios. The uncertainty
from the theoretical cross section, branching fraction, or the acceptance between regions, will
manifest in the background templates as normalization effects on the template.

For the di-boson and single-top s/t-channel processes, normalization effects from the uncer-
tainty on cross-sections and branching fractions are parameterised by a Gaussian prior on the
distribution function of the nuisance parameter. Hence, the normalization of di-boson and
single-top s/t-channel processes are only allowed to changedwithin a given uncertainty as given
in Table 8.13 and Table 8.14. In the case of V+jets, tt̄ and single-topWt-channel processes, they
have dedicated control regions to constrain the normalization, and hence the normalization is
free to float without an additional likelihood penalty.

The acceptance uncertainty between the different categories, and associated with the differ-
ent background components (as discussed in Section 8.2) also affect the normalization of the
background templates. These uncertainties are also introduced in the fit model as nuisance
parameters parameterised using a Gaussian prior.

9.1.4 Other nuisance parameters

In addition to themodelling nuisance parameters that have normalization effects, there are three
other categories of nuisance parameters introduced to the fit; experimental systematic uncer-
tainties, shaped based modelling systematic uncertainties, and the uncertainty due to limited
simulated samples.

Experimental systematic uncertainties

Experimental systematic uncertainties are considered for the objects used in the analysis, and
can be broadly classified into uncertainties related to Emiss

T , leptons, jets, and flavor tagging.
These uncertainties are considered in the analysis by following the guidelines from dedicated
groups in the ATLAS experiment which work on the specific objects, and was discussed in
Section 8.1.
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Modelling shape systematic uncertainties

Modelling uncertainties that affect the shapes of the distributions used in the fit (BDT output,
mj1j2 , pVT ) are introduced to the fit model as nuisance parameters that vary the bin contents1
of the signal or background template. Similar to the acceptance uncertainties or experimental
systematic uncertainties, modelling shape uncertainties are also associated with an external
constraint parameterised by a Gaussian prior on the distribution on the nuisance parameter.

Uncertainty due to the limited simulated samples

The uncertainty due to the limited simulated samples (also known as the MC statistical uncer-
tainty), especially for the V+jets and single-top s/t templates, need to be considered in the fit
model; the impact of the MC statistical uncertainty in determining the signal strength is large
especially at higher BDT scores. These nuisance parameters are parameterised by Poisson pri-
ors.

9.2 Extraction of the significance and Limit

The likelihood of Equation 9.1 is maximized to determine the parameters of interest, which are
the signal strengths µV H,H→cc̄ and µV H,H→bb̄, and their uncertainties. To test a certain hypoth-
esis, the profile likelihood ratio is defined as

λ(~µ) =
L(~µ,

ˆ̂
~θ,
ˆ̂
~γ)

L(~̂µ , ~̂θ, ~̂γ)
(9.6)

where {~̂µ, ~̂θ, ~̂γ} are the values which maximise the likelihood for all the parameters, and {
ˆ̂
~θ,
ˆ̂
~γ}

are the values which maximise the likelihood for a fixed value of ~µ. This likelihood ratio is
defined in the range [0,1], and when the ratio is closer to one, this implies that there is a good
agreement between data and the chosen hypothesis.

From the likelihood ratio, the test statistic qµ can be defined as

q~µ =

{
−2 lnλ(~µ) µ̂ ≥ µ

0 µ̂ < µ
. (9.7)

For the case µ = 0, the background only hypothesis with no signal (i.e the null hypothesis) is
tested. Hence, it is possible to define the p-value for the µ = 0 hypothesis as

p~µ =

∫ ∞

q~µ,observed

f(q~µ|0)dq~µ , (9.8)

where f(q~µ|0) is the probability density function of q~µ under the assumption of µ = 0, and
q~µ,observed is the value of q~µ observed in data. Hence, the p-value of Equation 9.8 can be used as
a measure of the probability of data being incompatible with the hypothesis µ = 0. Using the

1Calculated from a linear interpolation between the nominal template and alternate template.
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p-value and the inverse Gaussian cumulative distribution Φ−1, the significance (the number of
Gaussian standard deviations above the background) can be calculate as

Z = Φ−1(1− p). (9.9)

For the V H,H → cc̄ process, an upper limit at 95% confidence level on the V H,H → cc̄ sig-
nal strength is calculated using the test statistic defined in Equation 9.10, based on a modified
frequentest approach CLs method.

q = −2 ln Ls+b

Lb
= −2 ln L(µ = 1,

ˆ̂
~θ(1),

ˆ̂
~γ(1))

L(µ = 0,
ˆ̂
~θ(0),

ˆ̂
~γ(0))

. (9.10)

Here Ls+b is the likelihood of the nominal signal (i.e µ = 1) plus background hypothesis, and
Lb is the likelihood of the background only hypothesis (i.e µ = 0). The 95% confidence level
limit corresponds to the signal strength µwith a p-value of 0.05.
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Chapter 10

The results

This chapter summarizes the results obtainedusing the combinedfit frameworkdiscussed in the
Chapter 9. Themain results presented in this chapter are themeasurement of the signal strength
on the V H,H → bb̄ and V H,H → cc̄ processes, and the interpretation of the measured signal
strengths in the κ-framework. In addition to the main results, the signal strength measurement
on the V Z,Z → cc̄ and V Z,Z → bb̄ processes, and the κc and κb measurement is also presented.

10.1 The agreement between data and background modelling

The validity of background modelling is assessed through the agreement between data and
background templates after the statistical analysis (i.e post-fit). Hence, this section presents
several important post-fit kinematic distributions. First, Figures 10.1 to 10.2 shows the agree-
ment between the data and backgroundmodelling in kinematic distributions of control regions
used in the fit.
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Figure 10.1: Postfit distributions in the top and V+jets control region in the one charged lepton
channel.
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In all the post-fit distributions, the blue dotted line is the total signal and background distribu-
tion before fitting. The hashed band shows the total uncertainty, which includes the statistical
uncertainty and all systematic uncertainties.

Figures 10.1(a) shows the post-fit distribution for mj1j2 in the top bq control region in the one
charged lepton channel, and Figures 10.1(b) shows the post-fit MVA distribution in the W+
heavy flavor control region. Then, Figures 10.2(a) and 10.2(b) shows the post-fit distribution
for pVT in the V+light flavor jet control region. All post-fit distributions are seen to have a good
agreement for the backgroundmodelling with data, within the total (statistical and systematic)
uncertainty.
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Figure 10.2: Post-fit distributions in the V+jets light flavor control regions in the one and two
charged lepton channels.
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Figure 10.3: Post-fit distributions for the high∆R control region in the of the one and two charged
lepton channels.
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Figure 10.3 presents also the post-fit distribution for mj1j2 (pVT ) in the high ∆R control region
of the one and two charged lepton channel. The high ∆R control regions are also seen to have
good agreement for background modeling with data, within the total uncertainty.

Finally, post-fit distributions for the agreement of the background modeling with data are also
presented for the kinematic variables mj1j2 , mj1j2j3 , ∆R(j1, j2), and pT(j1) in Figure 10.4. All
plots shown are in the signal region, where such kinematic variables are used as input for the
BDT, as described in Section 7.2. There is good agreement for backgroundmodeling for the post-
fit distributions, confirming the validity of the kinematic variables used for the BDT training.

60 80 100 120 140 160 180 200
 [GeV]ccm

200

400

600

800

1000

1200

1400

1600

1800

E
ve

nt
s 

/ 1
0.

0 
G

eV Data =0.92)µVH,Hbb ( Top(bb)

Top(bq/qq) VZ,Zcc W+lf

W+mf W+hf Z+ll

Z+mf Z+hf VW

VZ,Zbb Uncertainty Pre-fit bkg

VH,Hbb x50 VH,Hcc x50

C-tag
T

0 lepton, 3 jets, C

 < 250 GeVV
T

 p≤150 GeV 

SR

60 80 100 120 140 160 180 200
 [GeV]ccm

0.8
0.9

1
1.1
1.2

D
at

a/
P

re
d.

(a)mj1j2 , CTC-tag region, 0L channel.

0 100 200 300 400 500 600 700 800

 [GeV]bbjm

200

400

600

800

1000

1200

1400

1600

1800

2000

2200

2400

E
ve

nt
s 

/ 4
0.

0 
G

eV Data =0.92)µVH,Hbb ( Top(bb)

Top(bq/qq) W+lf VZ,Zcc

W+mf W+hf Z+ll

Z+mf Z+hf VW

VZ,Zbb Uncertainty Pre-fit bkg

VH,Hbb x750 VH,Hcc x750

C-tag
T

0 lepton, 3 jets, C

 < 250 GeVV
T

 p≤150 GeV 

SR

0 100 200 300 400 500 600 700 800
 [GeV]bbjm

0.8
0.9

1
1.1
1.2

D
at

a/
P

re
d.

(b)mj1j2j3 , CTC-tag region, 0L channel.

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

)
2

,b
1

R(b∆

200

400

600

800

1000

1200

1400

1600

E
ve

nt
s 

/ 0
.1

Data =0.92)µVH,Hbb ( Multijet

Top(bb) Top(bq/qq) W+lf

VZ,Zcc W+mf W+hf

VW VZ,Zbb Uncertainty

Pre-fit bkg VH,Hbb x670 VH,Hcc x670

C-tag
T

1 lepton, 2 jets, C

 < 250 GeVV
T

 p≤150 GeV 

SR

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
)

2
,b

1
R(b∆

0.8
0.9

1
1.1
1.2

D
at

a/
P

re
d.

(c) ∆R(j1, j2), CTC-tag region, 1L channel.

50 100 150 200 250 300

) [GeV]
1

(b
T

p

2

4

6

8

10

12

14

16

18

20

22

24

310×

E
ve

nt
s 

/ 2
0.

0 
G

eV

Data =0.92)µVH,Hbb ( VZ,Zcc

Z+ll Z+mf Z+hf

VW VZ,Zbb Uncertainty

Pre-fit bkg VH,Hbb x20 VH,Hcc x20

N-tag
T

2 leptons, 2 jets, C

 < 150 GeVV
T

 p≤75 GeV 

SR

50 100 150 200 250 300
) [GeV]

1
(b

T
p

0.8
0.9

1
1.1
1.2

D
at

a/
P

re
d.

(d) pT(j1), CTN -tag region, 2L channel.

Figure 10.4: Post-fit distributions for kinematic variables mj1j2 , mj1j2j3 , ∆R(j1, j2), and pT(j1)

used to train the BDT.
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10.2 The validation result using diboson samples

The signal strength measurement on the V Z,Z → cc̄ and V Z,Z → bb̄ is done as a validation
of the modelling of SM processes, and the signal strengths of V Z,Z → cc̄ and V Z,Z → bb̄

are measured using the same analysis strategy, but using a dedicated BDT template (i.e the
BDTV Z output) which is obtained with diboson trained as the signal processes (instead of the
V H,H → cc̄ or V H,H → bb̄ processes).

Figures 10.5 shows the post-fit distribution for the BDTV Z output in the one and two charged
lepton channel. As seen from the distributions, the V Z,Z → cc̄ signal is well separated from
the other diboson processes and other background processes in the high BDTV Z output bins,
and the overall modelling agrees well with data within the total uncertainty.
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Figure 10.5: Examples of the post-fit distribution of the BDTV Z output in the one and two charged
lepton channels. The black solid line shows the V Z,Z → cc̄ signal yield scaled by 20 (10) times in
the one (two) charged lepton channel.

The measured signal strengths for the V Z,Z → bb̄ and V Z,Z → cc̄ process in all three charged
lepton channels yield a central value and uncertainties as given below.

µV Z,Z→bb̄ = 0.92+0.13
−0.11 = 0.92 +0.05

−0.05 (statistical)
+0.12
−0.10 (systematic)

µV Z,Z→cc̄ = 0.98+0.25
−0.22 = 0.98 +0.13

−0.13 (statistical)
+0.22
−0.18 (systematic)

The obtained result is in good agreementwith the standardmodel prediction, and confirms that
the same analysis strategy can be adopted to measure the signal strengths of the V H,H → bb̄

and V H,H → cc̄ processes. For the V Z,Z → cc̄ process, the observed (expected) significance
is 5.2σ (5.3σ) over the background-only prediction, making this the first observation of the
V Z,Z → cc̄ process in the ATLAS experiment. The first observation of the V Z,Z → cc̄ process
in a hadron collider was achieved by the CMS experiment [31].
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10.3 The V H,H → cc̄ signal strength measurement

The main result of the analysis is the measurement of the signal strengths of the V H,H → bb̄

and V H,H → cc̄ processes through the combined fit discussed in Chapter 9. Figures 10.6 to 10.8
shows the post-fit BDTV H output distributions in some of the sensitive signal regions, which has
good agreement between the modelling and data, within the total uncertainty.
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Figure 10.6: BDTV H output post-fit distribution for the signal region in the zero charged lepton
channel. The pink solid line shows the scaled V H,H → cc̄ signal yield, while the grey solid line
shows the scaled V H,H → bb̄ signal yield.
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Figure 10.7: BDTV H output post-fit distribution for the signal region in the one charged lepton
channel. The pink solid line shows the scaled V H,H → cc̄ signal yield, while the grey solid line
shows the scaled V H,H → bb̄ signal yield.
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Figure 10.8: BDTV H output post-fit distribution for the signal region in the two charged lepton
channel. The pink solid line shows the scaled V H,H → cc̄ signal yield, while the grey solid line
shows the scaled V H,H → bb̄ signal yield.

The measured signal strengths for the V H,H → bb̄ and V H,H → cc̄ processes in all three
charged lepton channels yield a central value and uncertainties as shown below.

µV H,H→bb̄ = 0.92+0.16
−0.15 = 0.92 +0.10

−0.10 (statistical)
+0.13
−0.11 (systematic),

µV H,H→cc̄ = 1.0+5.4
−5.2 = 1.0 +4.0

−3.9 (statistical)
+3.7
−3.5 (systematic),

is in good agreement with the standard model prediction, within uncertainties. A correlation
of 5% is seen between the two signal strengths µV H,H→cc̄ and µV H,H→bb̄, since there is non-
negligible contribution of V H,H → bb̄ in the V H,H → cc̄ signal regions as seen in Figures 10.6
to 10.8. The two signal strengths are also measured by de-correlating in the ZH andWH pro-
cesses (referred to as four POIs). For the four POI fit, the signal strengths are observed as

µZH,H→bb̄ = 0.88+0.23
−0.20 = 0.88 +0.15

−0.15 (statistical)
+0.17
−0.14 (systematic),

µWH,H→bb̄ = 0.95+0.21
−0.20 = 0.95 +0.14

−0.14 (statistical)
+0.16
−0.14 (systematic),

µZH,H→cc̄ = −0.5+7.0
−6.8 = −0.5 +5.6

−5.5 (statistical)
+4.1
−4.0 (systematic),

µWH,H→cc̄ = 3.3+9.2
−8.8 = −3.3 +6.3

−6.2 (statistical)
+6.7
−6.2 (systematic),

and is in good agreement with the standard model prediction within uncertainties. A 7% cor-
relation between the ZH,H → bb̄ and ZH,H → cc̄ signal strengths, and a -5% correlation
between the WH,H → bb̄ and WH,H → cc̄ signal strengths is seen. The results of a fit de-
correlating µV H,H→cc̄ and µV H,H→bb̄ in the charged lepton channels (referred to as six POIs) is
summarized in Appendix H, together with correlation plots between the signal strengths, and
dominant nuisance parameters.
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10.3.1 Breakdown of uncertainties

The breakdown of uncertainties on the measurement of the signal strengths of V H,H → cc̄

process is given in Table 10.1. Note that the sum in quadrature of the uncertainties does not add
up to the total uncertainty due to correlations among the different uncertainty terms.

Table 10.1: The impact of statistical and systematic uncertainties on themeasurement ofµV H,H→cc̄.

Category Source of uncertainty Impact on µV H,H→cc̄

Total uncertainty 5.31

Overall Statistical uncertainty 3.94
Systematic uncertainty 3.57

Statistical

Data statistics 3.67
Top eµ control region 0.08
Background floating normalisation 1.24
V H,H → bb̄ signal strength 0.33

MC statistics 1.62

Luminosity 0.08
Pile-up 0.23
Leptons 0.25
Emiss

T 0.23
Jets 1.02
Flavor tagging (b-jets) 0.29

Systematic Flavor tagging (c-jets) 0.73
Flavor tagging (light-flavor jets) 0.66

Signal modelling 0.72
Z+jets modelling 1.77
W+jets modelling 1.42
tt̄ and single-topWtmodelling 1.02
Single-top s/tmodelling 0.16
Diboson modelling 0.52
Multijet modelling 0.55

The dominant sources of the systematic uncertainties can be attributed to the modelling of the
Z+jets andW+jets processes, since Z+jets andW+jets are the dominant background sources
in the V H,H → cc̄ phase space. Further, the uncertainty on the simulated statistics (i.e MC
statistics) is also relatively dominant, but should be noted that truth flavor tagging discussed in
Chapter 6 reduces this uncertainty by 10%.
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10.3.2 The upper limit on the V H,H → cc̄ signal strength

The analysis presented in this thesis searched for the V H,H → cc̄ process, but no significant
excess of the V H,H → cc̄ signal is observed. Hence, based on the measured value of the
V H,H → cc̄ signal strengths, 95% CL upper limits are set for µV H,H→cc̄, and the de-correlated
signal strengths in the three charged lepton channels. The expected and observed upper limits1,
including the expected limits of the previous publication, are shown in the Figure 10.9.
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0 lepton
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 SM×Obs.= 14.2 

1 lepton
 SM×Exp.= 17.2 
 SM×Obs.= 20.7 

2 lepton
 SM×Exp.= 18.4 
 SM×Obs.= 21.9 

Combination
 SM×Exp.= 10.6 
 SM×Obs.= 11.5 

Figure 10.9: The expected and observed 95% confidence level upper limits on the V H,H → cc̄

signal strength. The values for each channel, and well as for the combined value in all channels
are shown. Also shown as the values for the previous Run 2 measurement [30], and the standard
model (SM) expectation.

The observed upper limit on the signal strength µV H,H→cc̄ is 11.5 times the standard model
prediction, which is almost a factor of three times improvement on the previous upper limit
[30]. The observed upper limits in the zero, one and two charged lepton channels are 14.2, 20.7,
and 21.9 times the standard model prediction.

While all three charged lepton channels show a good improvement with respect to the previous
result, the improvement in the one charged lepton channel is the largest; a factor of 3.5 improve-
ment in the expected upper limit. This can be attributed to the different strategies implemented
in the current analysis in order to increase the sensitivity in the one charged lepton channel; the
additional signal region at low pVT , the migration of hadronically decaying τ -lepton candidates
to the one charged lepton channel, as well as better constraints on the background modelling
uncertainties from the new top andW+heavy flavor control regions.

1Expected upper limits are obtained through a fit to a theoretically built data representation assuming the stan-
dard model, while observed upper limits are obtained through a fit to the actual data [26].
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10.4 The interpretation in the κ-framework

Based on the κ-framework discussed in Section 1.2.4, the signal strength µV H,H→cc̄ of Equa-
tion 1.17 can be written as

µV H,H→cc̄ =

(
Γc/ΓH

ΓSM
c /ΓSM

H

)(
σV H

σSMV H

)
=
κ2cκ

2
V

κ2H
=

κ2cκ
2
V

ΣjB
SM
f κ2j

, (10.1)

whereBinv andBundect of Equation 1.14 are set to zero considering only standardmodel decays.
Further, setting all coupling modifiers other than κb and κc to their standard model prediction
(i.e κ = 1), the coupling signal strength µV H,H→cc̄, and similarly µV H,H→bb̄, is parameterised in
the κ-framework as

µV H,H→cc̄ =
κ2c

1 +BSM
H→bb̄

(κ2b − 1) +BSM
H→cc̄(κ

2
c − 1)

, (10.2)

µV H,H→bb̄ =
κ2b

1 +BSM
H→bb̄

(κ2b − 1) +BSM
H→cc̄(κ

2
c − 1)

. (10.3)

It should be also noted that the above parametrisation is done assuming the coupling modifiers
κb and κc only affect the Higgs boson decays.

Figure 10.10 shows the results of the simultaneous fit on the couplingmodifiers κb and κc, where
a best fit value of (κb, κc) = (0.90, 0.92) is observed. Figure 10.10 also shows the 68% CL and
95% CL contours that are extracted from the likelihood scan. By setting κb = 1, the observed
(expected) constraints on κc at 95% CL is obtained to be |κc| < 4.2 (|κc| < 4.1).
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Figure 10.10: The expected (observed) constraints on κb and κc at 68% (95%) confidence level.
The best fit value for (κb, κc) is (0.90,0.92).
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10.4.1 The measurement of κc relative to κb

It is also possible to parameterise the signal strengths µV H,H→bb̄ and µV H,H→cc̄ as

µV H,H→bb̄ =

(
κb
κH

)2

, (10.4)

µV H,H→cc̄ =

(
κc
κb

)2( κb
κH

)2

, (10.5)

which allows the determination of the ratio between the two coupling modifiers κb and κc. For
κH in Equations 10.4 and 10.5, no assumptions on the Higgs boson width are taken, allowing
µV H,H→bb̄ to be a free floating parameter in the fit.

The result for |κc/κb| is shown in Figure 10.11. The blue vertical lines represent the scenario
where the modified Yukawa coupling strength for Higgs to charm quarks is equal to the Higgs
to bottom quark coupling strength, allowing the |κc/κb| to be expressed as the ratio between the
quark masses as

∣∣∣∣κcκb
∣∣∣∣ = yb

yc
=
mb

mc
= 4.578, (10.6)

where the quark masses are evaluated using lattice QCD at a renormalization scale equal to the
Higgs boson mass of 125 GeV [19]. The observed 95% CL interval is |κc/κb| < 3.6, which is
smaller than 4.578. This confirms that the Higgs to charm quark coupling strength is weaker
than the Higgs to bottom quark coupling strength.
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Figure 10.11: The observed and expected values of the combined profile likelihood ratio as a func-
tion of the κc to κb ratio.
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Chapter 11

Discussion

Chapter 10 presented the results on the extracted signal strengths µV H,H→cc̄ and µV H,H→bb̄, and
the interpretation of themeasured values in the κ-framework. This chapter discusses additional
studies done using the combined fit, and prospects on the future H → cc̄ searches.

11.1 Truth flavor tagging in the analysis

As discussed in Section 6.3, the strategy adopted in the analysis is to apply truth flavor tagging
to the V+jets and single top s/t channel processes in the BB and CTCT regions. Direct flavor
tagging is applied to the remaining processes, as well as the remaining regions that are not
populated through truth flavor tagging. While this strategy was taken to minimize the mis-
modeling bias of truth flavor tagging in the background templates, as a consequence the benefit
of truth flavor tagging in reducing the MC statistical uncertainty is not maximized.

11.1.1 Evaluating the bias of truth flavor tagging

The truth flavor tagged templates used in the final fit are obtained following the strategy dis-
cussed above, and evaluated with direct flavor tagged templates as discussed in Section 6.3.1.
Since the agreementwith direct flavor tagged templates are not expected to be perfect, a pseudo-
data fit is performed to evaluate the impact on the extracted signal strengths when the truth
flavor tagged templates. In the pseudo-data fit, the real data is replaced with a data template
which is constructed using the truth flavor tagged templates.

It is important to note that the diboson signal strength µV Z,Z→cc̄ is used in this evaluation, since
this allows a better evaluation (i.e within smaller uncertainties) on the truth flavor tagging bi-
ases on the extracted signal strength. Further, only the MC statistical uncertainties and nor-
malisation factors are added as the nuisance parameters in the fit, to avoid other modelling or
experimental nuisance parameters to absorb mis-modelling effects of truth flavor tagging. The
obtained signal strength for the combined regions is

µV Z,Z→cc̄ = 0.989± 0.145,

and the signal strengths de-correlated in different charged lepton channels and flavor tag re-
gions is obtained as
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µV Z,Z→cc̄(0 Lepton, CTC) = 1.058± 0.223, µV Z,Z→cc̄(0 Lepton, CTN) = 0.998± 0.443,

µV Z,Z→cc̄(1 Lepton, CTC) = 0.977± 0.354, µV Z,Z→cc̄(1 Lepton, CTN) = 0.951± 0.806,

µV Z,Z→cc̄(2 Lepton, CTC) = 0.898± 0.269, µV Z,Z→cc̄(2 Lepton, CTN) = 0.973± 0.502.

The de-correlation is done to estimate the truth flavor tag biases for the different processes (i.e
W+jets are dominant in the one charged lepton channel, and Z+jets are dominant in the two
charged lepton channel), and different flavor components (i.e the V+jets mixed flavor is domi-
nant in the CTN region, while V+jets heavy flavor is dominant in the CTC region).

All the obtained signal strengths are consistent with one within the uncertainties. After con-
firming the postfit values of the nuisance parameters are also consistent with the nominal value
within the uncertainties, it was concluded that the truth flavor tagged templates used in the
final fit does not have a significant bias, within the current data statistical uncertainty.

11.1.2 Prospects of truth flavor tagging in Run 3

The adopted partial truth flavor tagging strategy (described above) was compared to the case
where all the background templates were made with truth flavor tagging (referred to as full
truth flavor tagging below), in all the signal regions BB, CTCT , CTCL, and CTN . It should be
noted that the signal templates are populated with direct flavor tagging in both scenarios. The
combined fit is done on a data representation built with the simulated samples (i.e the Asimov
templates [26]), and not real data.
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Figure 11.1: The left plot shows the impact on the signal strength µ from the total uncertainty,
expected data statistical uncertainty, total systematic uncertainty, and the statistical uncertainty of
simulated samples (i.e MC statistical uncertainty). The right plot shows the extrapolation of the
impact on the signal strength µ from the expected data statistical uncertainty and theMC statistical
uncertainty from Run 2 to Run 3.

The obtained impact on the signal strength µ from the total uncertainty, expected data statistical
uncertainty, total systematic uncertainty, and the statistical uncertainty of simulated samples (i.e
MC statistical uncertainty), is shown in Figure 11.1(a). The full truth flavor tagging strategy is
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clearly seen to reduce the MC statistical uncertainty, since it uses all background templates in
all signal regions to be truth flavor tagged. However, the impact on the total uncertainty is seen
to be negligible even if full truth flavor tagging is used, since the current analysis is limited in
the statistical uncertainty on data.

An extrapolation is done from the current Run 2 period result to a similar V H,H → cc̄ analysis
during the Run 3 period (2022 to 2026), and shown in Figure 11.1(b). The below assumptions
are made when calculating the extrapolated uncertainties.

• The Run 3 period is expected to have roughly twice the integrated luminosity of data,
compared to Run 2. This scales the expected data statistical uncertainty by 1/

√
2.

• The Run 3 period analysis is expected to use a better jet-flavor tagging algorithm, which is
expected to reject twicemore b-jets and light-flavor jets at the same c-jet tagging efficiency1.
This reduces the amount of MC statistics in the V H,H → cc̄ signal regions to roughly a
third of the original sample. Hence, this scales the MC statistical uncertainty by a factor
of

√
3.

• For the Run 3 period, it is expected to have twice more MC samples compared to the Run
2 period. This scales the MC statistical uncertainty by 1/

√
2.

From Figure 11.1(b), it is seen that although the expected data statistical uncertainty is the
dominating component in the Run 2 period, it is expected to get lower due to the increase in
collected data in the Run 3 period. However, the MC statistical uncertainty is expected to get
slightly larger due to the better jet-flavor tagging algorithms. Therefore, it is seen that using
the full benefits of truth flavor tagging can be helpful in reducing the MC statistical uncertainty
during the Run 3 period. This is expected to be even more important during the HL-LHCwhen
the ATLAS experiment expects to collect roughly 20 times the amount of data of the Run 2
period. However, the use of truth flavor tagging should be accompanied with a good truth
flavor tagging framework, which exhibits good modeling with respect to direct flavor tagging,
in order to avoid additional uncertainties that would limit the benefits in truth flavor tagging.

11.2 Signal strength extraction from the di-jet mass distribution

One of themain improvements in the current analysis, with respect to the previous V H,H → cc̄

analysis, is the use of a multivariate analysis (MVA) to separate the V H,H → cc̄ signal from
the background. The output of this MVA (i.e the BDTV H output) is used to extract the signal
strength, while in the previous ATLAS analysis, the di-jet mass (mj1j2) was used to extract the
signal strength µV H,H→cc̄ [30]. As discussed in Section 7.4, this is due to the MVA approach
bringing a good improvement in significance when compared to using themj1j2 distribution.

However, the impact of using themj1j2 distribution for extracting the signal strengths was eval-
uated using the same fit framework, and comparing with the results presented in Section 10.3.
Note that the only difference with respect to the nominal fit is the use ofmj1j2 templates in the
signal regions, where the nominal fit used the BDTV H output. The measured signal strength
combined (in all channels) is

1This will also impact the expected data statistical uncertainty, but it is not estimated in this extrapolation. Hence,
the shown uncertainty is a conservative number.
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µV H,H→cc̄ = 6.9± 9.0,

and the signal strengths de-correlated in the three charged lepton channels is

µV H,H→cc̄(0 Lepton) = −7.3± 12.4, µV H,H→cc̄(1 Lepton) = 18.7± 14.8,

µV H,H→cc̄(2 Lepton) = 14.2± 16.1.

All the measured signal strengths are consistent with the standard model within uncertainties.
Based on this, an observed (expected) 95% confidence level upper limit on the signal strength
is obtained as 23.6 (17.8) times the standardmodel prediction for the combined signal strength,
and 21.1 (25.9), 45.5 (29.0), and 45.5 (33.0) times the standard model prediction for the signal
strengths in the zero, one, and two charged lepton channels, respectively. Figure 11.2 shows
the comparison between the upper limits obtained from the MVA discriminant and the mj1j2

distributions in the current analysis.
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Figure 11.2: The expected and observed 95% confidence level limits on the V H,H → cc̄ signal
strength extracted using the MVA discriminant is shown together with the expected 95% confi-
dence level limits extracted using the mj1j2 distributions. For comparison, the previous ATLAS
Run 2 measurement [30] is also shown, which was also based on the measurements from amj1j2

distribution.

The combined improvement in the expected limit obtained using the MVA discriminant is 68%
compared to the expected limit obtained by fitting the di-jet mass distribution, which highlights
the merit of using a MVA in separating the V H,H → cc̄ signal process from the background.
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11.3 Comparison with other measurements

As presented in Section 10.3, the observed 95% CL upper limit on the signal strength µV H,H→cc̄

is 11.5 times the SM expectation. This is currently the worlds best observed upper limit on
the V H,H → cc̄ process; the latest CMS measurement described in [31] achieved an observed
upper limit of 14 times the SM expectation. However, the CMS measurement has a better ex-
pected upper limit of 7.6 times the SM expectation, a 39% better upper limit than the ATLAS
measurement.

A key difference in the CMS measurement and the ATLAS measurement (presented in this
thesis) can be attributed to the better sensitivity for the high pHT region (pHT > 300 GeV), where
pHT is the transverse momentum of the Higgs boson; in the pHT < 300 GeV region, the expected
upper limit is 19.0 times the SM expectation. A large part of this good sensitivity with respect to
the pHT < 300 GeV region can be attributed to the use of a Graph Neural Network (GNN) based
jet flavor tagging algorithm [133]. The ATLAS experiment did not utilize a dedicated jet flavor
tagging algorithm in the high pHT region, but plans to implement a GNN based flavour tagging
algorithm that is expected to improve the V H,H → cc̄ sensitivity in the high pHT region in the
future [147].

V H,H → bb̄/cc̄ analysis is complementary to the constraints on κb and κc provided by the
ATLAS H → ZZ, γγ analysis, which probed κb and κc by considering modifications to the pHT
distribution at low pHT (as described in Section 1.3.1). Figures 11.3 and 11.4 show the constraints
on κb and κc by the H → ZZ, γγ analysis, overlaid with the V H,H → bb̄/cc̄ analysis result.
Comparing with the H → ZZ, γγ shape only result shown in Figure 11.3, it is seen that the
V H,H → bb̄/cc̄ analysis is able to provide a better constraint on κb and κc.
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Figure 11.3: The expected (observed) constraints on κb and κc at 68% (95%) confidence level for
the V H,H → bb̄/cc̄ result vs the H → ZZ, γγ shape only result.

This also holds true for the H → ZZ, γγ shape+norm result shown in Figure 11.4, where κb is
constrained around ±1, while κc is constrained around zero. Therefore, similar to the combi-



11.3. Comparison with other measurements 146

nation of the previous ATLAS V H,H → cc̄ measurement with the H → ZZ, γγ measurement
on κc providing better constraints on κc [15], a future combination of the current V H,H → cc̄

measurement with the ATLAS H → ZZ, γγ measurement is expected further constrain κc.
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Figure 11.4: The expected (observed) constraints on κb and κc at 68% (95%) confidence level for
the V H,H → bb̄/cc̄ result vs the H → ZZ, γγ shape+norm result.

Finally, the measurement on the 95% CL upper limit on κc is added to Figure 1.9, and shown
in Figure 11.5. While the latest V H,H → bb̄/cc̄ result by itself does not provide a better con-
straint on κc than the CMS V H,H → cc̄ result [31] or the ATLAS H → ZZ, γγ result [15], it is
consistent with the previous measurements.
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Figure 11.5: A comparison of the constraints on κc from obtained from the current analysis, and
from several latest measurements. The Prev. ATLAS V H,H → cc̄, CMS V H,H → cc̄, ATLAS
combination, and ATLAS H → ZZ, γγ are the analyses described in [30], [31], [20], and [15].
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Conclusion

This thesis presented the results of the latest search on the Higgs boson decay to a cc̄ pair, using
140.1 fb−1 of proton-proton collision data collected by the ATLAS experiment, at a center of
mass energy of

√
s = 13 TeV. The analysis targeted the Higgstrahlung (i.e V H) production

channel of the Higgs boson, and the V H,H → cc̄ process was probed in three charged lepton
final states; ZH → νν̄cc̄,WH → lνcc̄, and ZH → l−l+cc̄. The combined signal strength for the
V H,H → cc̄was measured to be

µV H,H→cc̄ = 1.0+5.4
−5.2 = 1.0 +4.0

−3.9 (statistical)
+3.7
−3.5 (systematic),

which is in good agreement with the standard model prediction. The new measurement cor-
responds to an observed (expected) 95% confidence level upper limit on the signal strength at
11.5 (10.6) times the standard model prediction. Further, the new expected limit is a factor of
three times better than the expected limit of the previous V H,H → cc̄ analyses, which used the
same data set.

Finally, an interpretation in the κ-framework was also presented. The latest measurement ob-
tained an observed (expected) constrain on the Yukawa coupling modifier κc as |κc| < 4.2 (4.1)

at 95% confidence level. Further, the ratio between the coupling modifiers κc and κb was ob-
served to be 3.6 at 95% confidence level, which is less than the ratio between the bottom and
charm quark masses (4.578), confirming that the Yukawa coupling to charm quarks is weaker
than that to bottom quarks.
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A The standard model of particle physics

This section is compiled by referring to [2] and [3].

A.1 Symmetries and gauge theories

Symmetries play an important role in the formulation of the standard model. In quantum me-
chanics, symmetries can be expressed by requiring all physical predictions of a theory to be
invariant under the wavefunction transformation,

ψ → ψ′ = Ûψ.

From the requirement that all physical predictions are unchanged, the wavefunction normal-
ization before and after applying symmetry transformations should be unchanged, 〈ψ|ψ〉 =

〈ψ′|ψ′〉 = 〈Ûψ|Ûψ〉 = 〈ψ|Û †Û |ψ〉. Therefore, any operator corresponding to symmetry trans-
formations should be unitary; Û †Û = I . A continuous symmetry operation can be built from a
series of infinitesimal operations of the form,

Û(ε) = I + iεĜ, (A.1)

where ε is an infinitesimally small parameter, and Ĝ is the generator of the transformation.
Since U is unitary, the term iε(Ĝ − Ĝ†) = 0 for Û †Û = I . Hence, Ĝ = Ĝ† and the generator
is Hermitian; the eigenstates of the generator are real, and Ĝ is associated with an observable
quantity.

The unitary operator Û commutes with the hamiltonian Ĥ , and hence
[
Ĥ, Ĝ

]
= 0. In quantum

mechanics, the time evolution of an operator is given by d
dt 〈Ĝ〉 = i 〈

[
Ĥ, Ĝ

]
〉, and hence,

d

dt
〈Ĝ〉 = 0.

Therefore, the associated observable quantity G is conserved. Further generalizing, the uni-
tary operator in Equation A.1 can be written as Û = 1 + iε · Ĝ, where Ĝ = {Ĝi} represents
a set of Hermitian generators. Then this finite transformation can be expressed as a series of
infinitesimal transformations using,

Û(α) = lim
n→∞

(
1 + i

1

n
α · Ĝ

)n

= eiα·Ĝ.

In physics, the symmetries of a theory can be categorized into two types; global symmetry
and local symmetry. Global symmetries are associated with conserved quantities and can be
explained using Noether’s theorem2. Taking U(1) transformation as an example, where Û =

Ieiθ corresponds to a multiplication by a complex phase,

ψ′(x) = Ûψ(x) = eiθψ(x), (A.2)
2A symmetry of a Lagrangian is associated with a conserved current.
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where θ is constant in all spacetime represents a global symmetry. Local symmetry has a
stronger constraint in requiring invariance with transformations that can vary from point to
point in space-time,

ψ′(x) = eiθ(x)ψ(x). (A.3)

A gauge theory is a type of field theory where the Lagrangian of the system is invariant under
local transformations under the certain group of symmetry operations. As explained in section
A.2 and section A.3, to ensure local symmetry it is essential to include interactions between
fermion and boson fields in the Lagrangian.

In the standard model, the generators of the U(1) symmetry group are abelian, meaning they
obey the commutative law of quantum mechanics, ĜiĜj = ĜjĜi. Therefore, quantum electro-
dynamics is an abelian gauge theory. However, the generators of the SU(2) and SU(3) symmetry
groups do not obey the commutative law, and hence the theory of weak interaction and quan-
tum chromodynamics are termed non-abelian gauge theories3. In non-Abelian gauge theories,
the transformation properties of gauge fields are not independent, and additional gauge boson
self-interaction terms need to be included for gauge invariance.

A.2 Quantum electrodynamics

The gauge symmetry under group U(1) in quantum electrodynamics refers to the invariance of
the theory4 if the fermion and gauge fields are multiplied by a complex phase eiθ(x).

Under local gauge transformations, the Dirac Lagrangian for a free particle can be written (ap-
plying Equation A.3) as,

L → L′ = ψ̄′(x)(iγµ∂µ −m)ψ′(x)

= e−iθ(x)ψ̄′(x)(iγ∂µ −m)eiθ(x)ψ(x)

= ψ̄(x)(iγµ∂µ −m)ψ(x) + ψ̄(x)γµψ(x)∂µθ(x)

= L+ jµ(x)∂µθ(x),

where jµ(x) = ψ̄(x)γµψ(x) is the vector current carried by the fermion. Hence, due to the extra
term jµ(x)∂µθ(x), the free-particle Dirac lagrangian does not exhibit local invariance. Local
invariance can be achieved by the introduction of the electromagnetic field Aµ as,

∂µ → Dµ ≡ ∂µ − iqAµ(x). (A.4)

Here Dµ is defined5 as the covariant derivative. With the introduction of Aµ, the Lagrangian
becomes L − iqAµ(x), and defining the Lagrangian by replacing ∂µ by Dµ becomes,

3The mathematical framework needed for describing non-abelian gauge theories is known as the Yang-Mills
theory [148].

4Although the overall phase of the wave-functions are altered, the wavefunction normalization before and after
applying symmetry transformations should be unchanged.

5Here Aµ = (φ,−A) and ∂ = (∂0,∇)
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L(ψ,Aµ) = ψ̄(iγµDµ −m)ψ = ψ̄(iγµ∂µ −m)ψ + qψ̄γµψAµ. (A.5)

The Lagrangian in Equation A.5 becomes invariant for the substitution,

Aµ → A′
µ = Aµ − 1

q
∂µθ(x).

Hence, the new Lagrangian L = ψ̄(iγµDµ−m)ψ is invariant under the local gauge transforma-
tions. Therefore, QED is made invariant by introducing the spin-1 vector (gauge) boson field
Aµ, where its quanta is called the photon.

To arrive at the complete QEDLagrangian, it is important to consider the photonmass term, and
the kinetic energy term of the vector field. However, the photonmass term of the form m2

2 AµA
µ

violates the local gauge invariance6, and the photon mass is set to zero. The Lagrangian for the
free electromagnetic field is,

L =
1

4
FµνF

µν =
1

4
(∂νAµ − ∂µAν)(∂

νAµ − ∂µAν).

Hence, the complete gauge invariant QED Lagrangian for fermion and photon fields take the
form,

LQED = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν . (A.6)

A.3 Weak interaction and the electroweak theory

The weak interaction consists of the charged-current weak interaction, and the neutral current
weak interaction. The charged current weak interaction is associated with the invariance under
the SU(2) local symmetry transformation,

ψ(x) → ψ′(x) = eigWα(x)·Tψ(x) (A.7)

whereT = 1
2σ denotes the three generators of the SU(2) groupwritten in terms of the Pauli spin

matrices. Similar to QED, applying this symmetry transformation on a free-particle Lagrangian
does not satisfy the local gauge invariance. The local gauge symmetry is only conserved by the
introduction of three gauge fields Wk

µ (where k = 1, 2, 3) related to three gauge bosons W(1),
W(2) and W(3).

Since the generators of the SU(2) transformation are 2×2 Pauli spin-matrices, the wavefunction
ψ(x) must be written in terms of two components,

ψ(x) =

(
ψ0(x)

ψ−(x)

)
, (A.8)

6Because AµAµ → (Aµ − ∂µθ)(Aµ − ∂µθ) 6= AµAµ.
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and is known as a weak isospin doublet with a total weak isospin of IW = 1
2 . Since the weak

charged-current couples to only left-handed chiral (LH) particle states and right-handed anti-
chiral (RH) particle states, the gauge transformation of Equation A.7 can only affect LH parti-
cles and RH anti-particles. Hence, the symmetry group for the weak interaction is denoted as
SU(2)L. To achieve this transformation, the LH anti-particles and RH particles7 are placed in a
weak isospin singlet with IW = I

(3)
W = 0.

e−R, µ−R, τ−R , uR, dR, cR, sR, tR, bR.

The weak isospin doublets are constructed from the weak eigenstates, with the upper state
having I(3)W = +1

2 and differs by plus one unit charge compared to the bottom state (having
I
(3)
W = −1

2), (
νe
e−

)
L

,

(
νµ
µ−

)
L

,

(
ντ
τ−

)
L

,

(
u

d′

)
L

,

(
c

s′

)
L

,

(
t

b′

)
L

.

Since weak isospin singlets are unaffected by the SU(2)L gauge transformation, they do not
couple to the gauge bosons of the SU(2)L gauge symmetry. Similar to the introduction of the
electromagnetic field in Equation A.4, the requirement of local gauge invariance for the weak
interaction requires the introduction of three new gauge fields Wk asW(x),

∂µ → Dµ ≡ ∂µ + igWT ·Wµ(x). (A.9)

The physical W bosons can be identified as linear combinations of W(1) and W(2),

W±
µ =

1√
2

(
W(1)

µ ∓ iW(2)
µ

)
. (A.10)

The component W(3) is associated with the two neutral bosons in the electroweak theory.

Electroweak theory

The electroweak theory by Glashow, Salam and Weinberg describes the unification of the elec-
tromagnetic and weak interactions to the single electroweak interaction. In the electroweak
theory, the U(1) symmetry group of QED is replaced with a new U(1)Y symmetry group such
that,

ψ(x) → ψ′(x) = Û(x)ψ(x) = eig
′ Y
2
ζ(x)ψ(x). (A.11)

Unifying the weak interaction with QED, the symmetry group of the electroweak theory be-
comes SU(2)L ×U(1)Y. To achieve local invariance under the U(1)Y symmetry group, the elec-
tromagnetic fieldAµ is replaced by the new gauge fieldBµ that couples to a new type of charge;

7Neutrinos are assumed to be massless, and thus does not have the right-handed chiral particle states; to avoid
the mass term 1

2
mνν in the Lagrangian.
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the weak hypercharge Y = 2
(
Q− I

(3)
W

)
, which is a linear combination of the electromagnetic

charge Q and the third component of the weak isospinW (3)
µ . Then the photon field Aµ and the

Z boson field Zµ are expressed by the linear combination ofBµ and the neutralW (3)
µ field of the

weak interaction,

(
Aµ

Zµ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bµ

W
(3)
µ

)
(A.12)

where θW is the weak mixing angle.

To achieve local gauge symmetry under the SU(2)L×U(1)Y symmetry group, Equation A.9 can
be replaced by the appropriate covariant derivative,

Dµ = ∂µ + igWT ·Wµ + ig′
Y

2
Bµ. (A.13)

Similar toQED, theweak interaction also requires the gauge bosons of the symmetry group to be
massless in order to preserve the symmetry of the Lagrangian, since a gauge bosonmass term of
the formm2WµW

µ violates local gauge symmetry. However, this contradicts with experimental
evidence where the weak bosons are observed to havemass. Themasses of the weak bosons are
obtained in the electroweak theory by the spontaneous symmetry breaking of the SU(2)L×U(1)Y
local gauge symmetry through the Higgs mechanism.

A.4 The Higgs mechanism

TheHiggsmechanism is the spontaneous symmetry breaking of the SU(2)L×U(1)Y local gauge
symmetry of the electroweak theory, generating the mass of the weak bosons. After symmetry
breaking, the electromagnetic symmetry should be left as the true symmetry at low energy.
Hence, the gauge theory should demonstrate the behavior,

SU(2)L ×U(1)Y
spontaneous

−−−−−−−−−−−→
symmetry breaking

U(1)QED

The minimal Higgs model contains two complex scalar fields, placed in a weak isospin doublet
8; one of the scalar fields must be neutral (φ0) in order to generate the masses of the electroweak
gauge bosons, while the other scalar fieldmust be charged (φ+) to give the longitudinal degrees
of freedom of theW+ andW− bosons.

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2
φ3 + iφ4

)
(A.14)

The Lagrangian for this doublet is,

L = (∂µφ)
†(∂µφ)− V (φ), (A.15)

8The upper and lower components of the doublet differ by one unit of charge.
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where V (φ) is the Higgs potential given by,

V (φ) = µ2φ†φ+ λ(φ†φ)2. (A.16)

For the potential to have a finite minimum, λ should be positive. If µ2 ≥ 0, the potential given
in Equation A.16 will have a minimum when both fields are zero; φ+ = 0 and φ0 = 0. The
corresponding Lagrangian of Equation A.15 represents a scalar particle with mass µ and a four
point self-interaction term proportional to φ4.

When µ2 < 0, the Higgs potential has an infinite set of minima defined by,

φ†φ = (φ0)2 + (φ+)2 =
1

2
(φ21 + φ22 + φ23 + φ24) =

v2

2
= −µ

2

2λ
.

After symmetry breaking, the neutral photon is required to remain massless. Therefore the
minimum of the Higgs potential must correspond to a non-zero vacuum expectation value only
of the neutral scalar field φ0,

〈0|φ|0〉 = 1√
2

(
0

v

)
.

Expanding the field φ3 about the minimum as φ3(x) = v + η(x),

φ(x) =
1√
2

(
φ1 + iφ2

v + η(x) + iφ4

)

Hence, after spontaneous symmetry breaking there will be a massive scalar and three massless
Goldstone bosons giving the longitudinal degrees of freedom ofW± and Z bosons. The Higgs
doublet can bewritten in the unitary gaugewill correspond to choosing the complex scalar field
to be entirely real. Hence,

φ(x) =
1√
2

(
0

v + h(x)

)
(A.17)

The mass terms and interaction terms of the gauge bosons can be identified by replacing the
derivatives in Lagrangian of Equation A.15 with appropriate covariant derivatives, such that it
respects the SU(2)L× U(1)Y local gauge symmetry of the electroweak model.

∂µ → Dµ = ∂µ + igWT ·Wµ + ig′
Y

2
Bµ, (A.18)

where Dµ is a 2 × 2 matrix acting on the two components of the weak isospin doublet, and T
= 1

2σ are the three generators of SU(2) symmetry. The weak hypercharge is Y = 2
(
Q− I

(3)
W

)
,

and I(3)W = −1
2 for the lower component of the Higgs doublet to be neutral, and therefore, the

Higgs doublet has a hypercharge of Y = 1. Applying the covariant derivative Dµ to the Higgs
doublet φ in the unitarity gauge,
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Dµφ =
1

2

[
2∂µ +

(
igWσ ·Wµ + ig′Bµ

)]
φ

=
1

2
√
2

2∂µ + igWW
(3)
µ + ig′Bµ igW

[
W

(1)
µ − iW

(2)
µ

]
igW

[
W

(1)
µ + iW

(2)
µ

]
2∂µ − igWW

(3)
µ + ig′Bµ

( 0

v + h

)

=
1

2
√
2

 igW

[
W

(1)
µ − iW

(2)
µ

]
(v + h)(

2∂µ − igWW
(3)
µ + ig′Bµ

)
(v + h)


The term in the Lagrangian which generates the masses of the gauge bosons is (Dµφ)

†(Dµφ).

(Dµφ)
†(Dµφ) =

1

2
(∂µh)(∂

µh) +
1

8
g2W

(
W (1)

µ + iW (2)
µ

)(
W (1)µ − iW (2)µ

)
(v + h)2

+
1

8

(
gWW

(3)
µ − g′Bµ

)(
gWW

(3)µ − g′Bµ
)
(v + h)2.

(A.19)

The gauge bosonmasses are determined from the terms that are quadratic in gauge boson fields
in Equation A.19,

1

8
v2g2W

(
W (1)

µ W (1)µ +W (2)
µ W (2)µ

)
+

1

8
v2
(
gWW

(3)
µ − g′Bµ

)(
gWW

(3)µ − g′Bµ
)
. (A.20)

In the first term of Equation A.20, the mass terms of the spin-1 fieldsW (1)
µ andW (2)

µ appear as
1
2m

2
WWµW

µ. Therefore the mass of the W boson is obtained as,

mW =
1

2
gW v. (A.21)

From Equation A.21 it is seen that theW bosonmass is determined by the coupling constant gW
of the SU(2)L gauge interaction and the vacuum expectation value v of the Higgs field. Next,
the second term of Equation A.20 can be written as,

1

8
v2
(
gWW

(3)
µ − g′Bµ

)(
gWW

(3)µ − g′Bµ
)
=
v2

8

(
W

(3)
µ Bµ

)( g2W −gW g′

−gW g′ g′2

)(
W (3)µ

Bµ

)

=
v2

8

(
W

(3)
µ Bµ

)
M

(
W (3)µ

Bµ

)
,

whereM is the mass matrix. The off diagonal elements inM couple with theW (3) andB fields,
allowing them to mix. The masses of the physical gauge bosons are given by the eigenvalues of
M,

det(M− λI) = 0 → (g2W − λ)(g′2 − λ)− g2W g
′2 = 0.
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Solving the above Equation gives,

λ = 0 or λ = g2W + g′2

Hence, in the diagonal basis, the terms in the Lagrangian which represent the masses of the
physical gauge boson fields Aµ and Zµ are,

1

2

(
Aµ Zµ

)(m2
A 0

0 m2
Z

)(
Aµ

Zµ

)
=

1

8
v2
(
Aµ Zµ

)(0 0

0 g2W + g′2

)(
Aµ

Zµ

)
,

whereAµ andZµ are the physical fields corresponding to the eigenvectors ofM. From the above
equation, the masses of the physical gauge bosons can be identified as,

mA = 0 and mZ =
1

2
v
√
g2W + g′2. (A.22)

The first term in A.22 corresponds to a massless neutral gauge boson that can be identified
as the photon. The second term corresponds to a massive neutral gauge boson which can be
identified as the Z boson. Hence, it is understood that the neutral Goldstone boson of the broken
symmetry has acquiredmass through the Higgs mechanism, and the field corresponding to the
photon remains massless.

A.5 The Higgs boson coupling to bosons and fermions

The Higgs mechanism, the spontaneous symmetry breaking of the gauge symmetry, explains
how the vector bosons obtain their mass. Although not predicted in the theory, theHiggsmech-
anism can also be extended to explain themechanism that generates themass of fermions. In the
standard model, while there is no direct coupling between the massless bosons (photons and
gluons), there are three types of couplings between the Higgs boson and the standard model
particles; the gauge coupling to the vector bosons, the Yukawa coupling to fermions, and the
self coupling of the Higgs boson to itself.

The gauge coupling to vector bosons

In Equation A.19, the gauge boson fields appear in the form V V (V + h)2, where V = W±, Z.
As shown in section A.4, the term V V v2 determines the masses of the gauge bosons. The terms
V V h and V V hh represent the triple and quartic couplings between one or two Higgs bosons
with gauge bosons.

TheW+ andW− fields are expressed as linear combinations ofW (1) andW (2) fields,

W± =
1√
2

(
W (1) ∓ iW (2)

)
.

Therefore, the second term of Equation A.19 can be written in terms of the the physicalW+ and
W− fields,
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1

8
g2W

(
W (1)

µ + iW (2)
µ

)(
W (1)µ − iW (2)µ

)
(v + h)2 =

1

4
g2WW

−
µ W

+µ(v + h)2

=
1

4
g2W v

2W−
µ W

+µ +
1

2
g2W vW

−
µ W

+µh+
1

4
g2WW

−
µ W

+µhh

The first term gives the masses of the physical W± fields. The hW+W− and hhW+W− gives
rise to triple and quartic couplings of the Higgs boson to W bosons. The coupling strength at
the h−W vertex is therefore,

gHWW =
1

2
g2W v ≡ gWmW , (A.23)

and hence, the coupling of theHiggs boson to theW-boson is proportional to theW-bosonmass.
Similarly it can be obtained,

gHZZ ≡ gZmZ . (A.24)

The Yukawa coupling to fermions

Due to different transformationproperties for the left and right-handed chiral states, the fermion
mass term9 in the Dirac Lagrangian (Equation A.25) does not respect the SU(2)L×U(1)γ gauge
symmetry, and cannot be present in the standard model Lagrangian.

−mψ̄ψ = −m
(
ψ̄RψL + ψ̄LψR

)
. (A.25)

An infinitesimal SU(2) local gauge transformation on the SU(2) doublet φ(x) of Equation A.14
will have the effect φ→ φ′ = (I + igW ε(x) ·T)φ. The same local gauge transformations apply to
the left handed doublet fermion fields as L̄→ L̄′ = L̄(I− igW ε(x) ·T), where L̄ ≡ L†γ0. Hence,
the combination L̄φR and it’s Hermitian conjugate (L̄φR)† = R̄φ†L, of the form,

−gf
(
L̄φR+ R̄φ†L

)
, (A.26)

satisfies the SU(2)L× U(1)Y gauge symmetry for charged leptons and down type quarks. For
up type quarks, a similar term can be constructed using the conjugate doublet φc,

−gf
(
L̄φcR+ R̄φ†cL

)
. (A.27)

Here gf is known as the Yukawa coupling of the fermion to the Higgs field. After spontaneous
symmetry breaking, the Higgs doublet in unitary gauge of Equation A.17 can be applied to the
Lagrangian term to obtain,

9Left handed chiral fermions placed in SU(2) doublets are denoted asL, and right-handed chiral fermions placed
in SU(2) singlets are denoted as R
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L = −
gf√
2
v
(
f̄LfR + f̄RfL

)
−
gf√
2
h
(
f̄LfR + f̄RfL

)
, (A.28)

where the first term represents the fermion mass terms, which are now introduced in a gauge
invariant manner. Hence, the Yukawa couplings can be written using the mass of the fermion
mf and the vacuum expectation value v as,

gf =
√
2
mf

v
. (A.29)
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B Standard model physics at the LHC

This section details supplementary information to Chapter 1 regarding the standard model
physics at the large hadron collider.

B.1 Different physics processes of proton-proton collisions

The table in Figure B.1 lists the measured and theoretical cross-sections for different standard
model processes in proton-proton at the LHC. The shown cross section values are inclusive of
all the sub-processes.

Model ECM [TeV]
∫
L dt[fb−1] Measurement Theory Reference

t̄tt̄t 13 140 σ = 22.5 + 4.7 − 3.4 + 6.6 − 5.5 fb σ = 13.4 + 1 − 1.8 fb (NLO QCD + EW) EPJC 83 (2023) 496
WWZ 13 79.8 σ = 0.55 ± 0.14 + 0.15 − 0.13 pb σ = 0.358 ± 0.036 pb (Sherpa 2.2.2) PLB 798 (2019) 134913
WWW 13 139 σ = 0.82 ± 0.01 ± 0.08 pb σ = 0.511 ± 0.018 pb (NLO QCD ) PRL 129 (2022) 061803
t̄tZ 8 20.3 σ = 176 + 52 − 48 ± 24 fb σ = 215 ± 30 fb (HELAC-NLO) JHEP 11, 172 (2015)
t̄tZ 13 140 σ = 860 ± 40 ± 40 fb σ = 860 + 80 − 90 fb (NLO + NNLL) arXiv:2312.04450
t̄tW 8 20.3 σ = 369 + 86 − 79 ± 44 fb σ = 232 ± 32 fb (MCFM) JHEP 11 (2015) 172
t̄tW 13 140 σ = 880 ± 50 ± 70 fb σ = 745 ± 52 fb (NNLO QCD + NLO EW ) JHEP 05 (2024) 131
ts−chan 8 20.3 σ = 4.8 ± 0.8 + 1.6 − 1.3 pb σ = 5.61 ± 0.22 pb (NLO+NNL) PLB 756 (2016) 228-246
ts−chan 13 140 σ = 8.2 ± 0.6 + 3.4 − 2.8 pb σ = 10.32 + 0.4 − 0.36 pb (NLO+NNL) JHEP 06 (2023) 191
ZZ 7 4.6 σ = 6.7 ± 0.7 + 0.5 − 0.4 pb σ = 6.735 + 0.195 − 0.155 pb (NNLO) JHEP 03 (2013) 128 , PLB 735 (2014) 311
ZZ 8 20.3 σ = 7.3 ± 0.4 + 0.4 − 0.3 pb σ = 8.284 + 0.249 − 0.191 pb (NNLO) JHEP 01 (2017) 099
ZZ 13 36.1 σ = 17.3 ± 0.6 ± 0.8 pb σ = 16.9 + 0.6 − 0.5 pb (Matrix (NNLO) & Sherpa (NLO)) PRD 97 (2018) 032005
ZZ 13.6 29.0 σ = 16.9 ± 0.7 ± 0.7 pb σ = 16.7 ± 0.4 pb (Matrix (NNLO) & Sherpa (NLO)) PLB 855 (2024) 138764
WZ 7 4.6 σ = 19 + 1.4 − 1.3 ± 1 pb σ = 19.34 + 0.3 − 0.4 pb (MATRIX (NNLO)) EPJC 72 (2012) 2173
WZ 8 20.3 σ = 24.3 ± 0.6 ± 0.9 pb σ = 23.92 ± 0.4 pb (MATRIX (NNLO)) PRD 93, 092004 (2016)
WZ 13 36.1 σ = 51 ± 0.8 ± 2.3 pb σ = 49.1 + 1.1 − 1 pb (MATRIX (NNLO)) EPJC 79 (2019) 535
WW 7 4.6 σ = 51.9 ± 2 ± 4.4 pb σ = 49.04 + 1.03 − 0.88 pb (NNLO) PRD 87 (2013) 112001, PRL 113 (2014) 212001
WW 8 20.3 σ = 68.2 ± 1.2 ± 4.6 pb σ = 65 + 1.2 − 1.1 pb (NNLO) PLB 763, 114 (2016)
WW 13 36.1 σ = 130.04 ± 1.7 ± 10.6 pb σ = 128.4 + 3.2 − 2.9 pb (NNLO) EPJC 79 (2019) 884
t̄tH 8 20.3 σ = 220 ± 100 ± 70 fb σ = 133 + 8 − 13 fb (LHCHXSWG NLO QCD + NLO EW) PLB 784 (2018) 173
t̄tH 13 139 σ = 560 ± 80 + 70 − 80 fb σ = 580 ± 50 fb (LHCHXSWG NLO QCD + NLO EW) Nature 607, pages 52-59 (2022)
ZH, |yH| < 2.5 13 139 σ = 0.77 ± 0.13 + 0.12 − 0.1 pb σ = 0.8 ± 0.03 pb (Powheg Box NLO QCD) Nature 607, pages 52-59 (2022)
WH, |yH| < 2.5 13 139 σ = 1.41 + 0.21 − 0.2 + 0.18 − 0.17 pb σ = 1.22 ± 0.024 pb (Powheg Box NLO QCD) Nature 607, pages 52-59 (2022)
VH 8 20.3 σ = 1.03 + 0.37 − 0.36 ± 0.4 pb σ = 1.12 ± 0.03 pb (NNLO QCD + NLO EW) EPJC 76 (2016) 6
H VBF 8 20.3 σ = 2.43 + 0.5 − 0.49 + 0.29 − 0.31 pb σ = 1.6 ± 0.04 pb (LHC-HXSWG YR4) EPJC 76 (2016) 6
H VBF, |yH| < 2.5 13 139 σ = 3.86 + 0.29 − 0.28 + 0.37 − 0.33 pb σ = 3.5 ± 0.07 pb (LHC-HXSWG) Nature 607, pages 52-59 (2022)
H 7 4.5 σ = 22.1 + 6.7 − 5.3 + 3.3 − 2.7 pb σ = 19.2 + 1 − 1.4 pb (LHC-HXSWG YR4) EPJC 76 (2016) 6
H 8 20.3 σ = 27.7 ± 3 + 2.3 − 1.9 pb σ = 24.5 + 1.3 − 1.8 pb (LHC-HXSWG YR4) EPJC 76 (2016) 6
H 13 139 σ = 55.5 ± 3.2 + 2.4 − 2.2 pb σ = 55.6 ± 2.5 pb (LHC-HXSWG YR4 ) JHEP 05 (2023) 028
H 13.6 31.4 σ = 58.2 ± 7.5 ± 4.5 pb σ = 59.9 ± 2.6 pb (LHC-HXSWG YR4 ) EPJC 84 (2024) 78
Wt 7 2.0 σ = 16.8 ± 2.9 ± 3.9 pb σ = 17.1 ± 0.8 pb (NLO+NLL) PLB 716, 142-159 (2012)
Wt 8 20.3 σ = 23 ± 1.3 + 3.4 − 3.7 pb σ = 24.4 + 1.1 − 1 pb (NLO+NLL) JHEP 01, 064 (2016)
Wt 13 3.2 σ = 94 ± 10 + 28 − 23 pb σ = 79.3 + 2.9 − 2.8 pb (NLO+NNLL) JHEP 01 (2018) 63
tt−chan 5 0.3 σ = 27.1 + 4.4 − 4.1 + 4.4 − 3.7 pb σ = 30.3 + 0.7 − 0.5 pb (MCFM (NNLO) ) PLB 854 (2024) 138726
tt−chan 7 4.6 σ = 68 ± 2 ± 8 pb σ = 63.7 + 1.4 − 0.8 pb (MCFM (NNLO)) PRD 90, 112006 (2014)
tt−chan 8 20.3 σ = 89.6 ± 1.7 + 7.2 − 6.4 pb σ = 84.3 + 1.7 − 1.2 pb (MCFM (NNLO)) EPJC 77 (2017) 531
tt−chan 13 140 σ = 221 ± 1 ± 13 pb σ = 214.2 + 4.1 − 2.6 pb (MCFM (NNLO) ) JHEP 05 (2024) 305
t̄t 5 0.3 σ = 67.5 ± 0.9 ± 2.6 pb σ = 69.5 + 3.5 − 3.7 pb (LHC TOP WG) JHEP 06 (2023) 138
t̄t 7 4.6 σ = 182.9 ± 3.1 ± 6.4 pb σ = 179.6 + 7.8 − 8.7 pb (LHC TOP WG) EPJC 74 (2014) 3109
t̄t 8 20.2 σ = 242.9 ± 1.7 ± 8.6 pb σ = 256 + 10.4 − 12 pb (LHC TOP WG) EPJC 74 (2014) 3109
t̄t 13 140 σ = 829 ± 1 ± 15.4 pb σ = 834 + 29 − 37 pb (LHC TOP WG) JHEP 07 (2023) 141
t̄t 13.6 29.0 σ = 850 ± 3 ± 27 pb σ = 924 + 32 − 40 pb (LHC TOP WG) PLB 848 (2024) 138376
Z 5 0.3 σ = 20.11 ± 0.04 ± 0.35 nb σ = 19.32 + 0.31 − 0.55 nb (DYTURBO+CT18 (NNLO+NNLL))arXiv:2404.06204
Z 7 4.6 σ = 29.53 ± 0.03 ± 0.77 nb σ = 28.31 + 0.68 − 0.8 nb (DYNNLO+CT14 NNLO) JHEP 02 (2017) 117
Z 8 20.2 σ = 34.24 ± 0.03 ± 0.92 nb σ = 32.94 + 0.8 − 0.92 nb (DYNNLO+CT14 NNLO) JHEP 02 (2017) 117
Z 13 0.3 σ = 60.18 ± 0.2 ± 1.78 nb σ = 57.67 + 1.4 − 1.9 nb (DYTURBO + CT18 (NNLO+NNLL))arXiv:2404.06204
Z 13.6 29.0 σ = 59.12 ± 0.029 ± 1.6 nb σ = 59.12 ± 3.56 nb (DYTURBO+CT18 (NNLO+NNLL)) PLB 854 (2024) 138725
W 5 0.3 σ = 67.334 ± 0.06 ± 0.74 nb σ = 66.36 + 1.3 − 2.1 nb (DYTURBO+CT18 (NNLO+NNLL))arXiv:2404.06204
W 7 4.6 σ = 98.71 ± 0.028 ± 2.191 nb σ = 95.9 ± 2.9 nb (DYNNLO + CT14NNLO) EPJC 77 (2017) 367
W 8 20.2 σ = 112.69 ± 3.1 nb σ = 110.919889503 ± 3.7 nb (DYNNLO + CT14NNLO) EPJC 79 (2019) 760
W 13 0.3 σ = 190.1 ± 0.4 ± 4.2 nb σ = 185.3 + 3.8 − 5.5 nb (DYTURBO + CT18 (NNLO+NNLL))arXiv:2404.06204
W 13.6 29.0 σ = 187 ± 0.1 ± 6.5 nb σ = 193.2 + 3.8 − 5.9 nb (DYTURBO+CT18 (NNLO+NNLL))PLB 854 (2024) 138725
pp 7 8×10−8 σ = 95.35 ± 0.38 ± 1.3 mb σ = 97.26 ± 2.12 mb (COMPETE HPR1R2) Nucl. Phys. B (2014) 486
pp 8 50×10−8 σ = 96.07 ± 0.18 ± 0.91 mb σ = 99.55 ± 2.14 mb (COMPETE HPR1R2) PLB 761 (2016) 158
pp 13 34×10−8 σ = 104.7 ± 0.22 ± 1.07 mb σ = 100.3 ± 0.12 mb (COMPETE HPR1R2) EPJC 83 (2023) 441
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Figure B.1: A summary of the cross-section measurements and the theoretical predictions for
standard model processes in proton-proton collisions at the LHC [4].

The tables in Figure B.2 and Figure B.3 show themeasured and theoretical cross-sections for the
QCD jet production, and the Higgs boson processes in proton-proton collisions at the LHC.
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Model ECM [TeV]
∫
L dt[fb−1] Measurement Theory Reference

Incl. jet R=0.6, |y| < 3.0 7 4.5 σ = 712.3 ± 1.9 + 79.9 − 76 nb σ = 648.3 + 58.96 − 37.1 nb (NLOJet++, CT10) JHEP 02 (2015) 153
Incl. jet R=0.6, |y| < 3.0 8 20.2 σ = 951 ± 3 + 72 − 70 nb σ = 961 + 58 − 95 nb (NLOJet++, CT14) JHEP 09 (2017) 020
|y| < 0.5, pT > 100 GeV 7 4.5 σ = 187 ± 0.9 + 15.1 − 15 nb σ = 162.9 + 15 − 9.2 nb (NLOJet++, CT10) JHEP 02 (2015) 153
|y| < 0.5, pT > 100 GeV 8 20.2 σ = 239.3 ± 1.6 + 16.5 − 15.9 nb σ = 237 + 14 − 24 nb (NLOJet++, CT14) JHEP 09 (2017) 020
0.5 < |y| < 1.0, pT > 100 GeV 7 4.5 σ = 172.7 ± 0.9 + 15.9 − 14.3 nb σ = 151 + 13.8 − 8.6 nb (NLOJet++, CT10) JHEP 02 (2015) 153
0.5 < |y| < 1.0, pT > 100 GeV 8 20.2 σ = 221.6 ± 1.5 + 16.5 − 15.8 nb σ = 220 + 13 − 21 nb (NLOJet++, CT14) JHEP 09 (2017) 020
1.0 < |y| < 1.5, pT > 100 GeV 7 4.5 σ = 139.8 ± 0.9 + 16.5 − 16.2 nb σ = 128.8 + 11.7 − 7.4 nb (NLOJet++, CT10) JHEP 02 (2015) 153
1.0 < |y| < 1.5, pT > 100 GeV 8 20.2 σ = 190.7 ± 1.4 + 15 − 14.6 nb σ = 189 + 11 − 18 nb (NLOJet++, CT14) JHEP 09 (2017) 020
1.5 < |y| < 2.0, pT > 100 GeV 7 4.5 σ = 105.5 ± 0.7 + 16 − 15.2 nb σ = 100.2 + 9.2 − 5.9 nb (NLOJet++, CT10) JHEP 02 (2015) 153
1.5 < |y| < 2.0, pT > 100 GeV 8 20.2 σ = 140.3 ± 1.2 + 11.1 − 10.8 nb σ = 149.8 + 9.4 − 14.6 nb (NLOJet++, CT14) JHEP 09 (2017) 020
2.0 < |y| < 2.5, pT > 100 GeV 7 4.5 σ = 69.7 ± 0.6 + 13.5 − 12.7 nb σ = 68.6 + 6.3 − 4.3 nb (NLOJet++, CT10) JHEP 02 (2015) 153
2.0 < |y| < 2.5, pT > 100 GeV 8 20.2 σ = 100.5 ± 1.1 + 8.6 − 8.3 nb σ = 105.8 + 6.6 − 11.4 nb (NLOJet++, CT14) JHEP 09 (2017) 020
2.5 < |y| < 3.0, pT > 100 GeV 7 4.5 σ = 37.5 ± 0.4 + 9.4 − 8.4 nb σ = 36.9 + 3.7 − 2.4 nb (NLOJet++, CT10) JHEP 02 (2015) 153
2.5 < |y| < 3.0, pT > 100 GeV 8 20.2 σ = 58.6 ± 0.8 + 5.8 − 5.6 nb σ = 59.8 + 4.1 − 6.6 nb (NLOJet++, CT14) JHEP 09 (2017) 020
Incl. jet R=0.4, |y| < 3.0 7 4.5 σ = 563.9 ± 1.5 + 55.4 − 51.4 nb σ = 569.8 + 29.5 − 46.3 nb (NLOJet++, CT10) JHEP 02 (2015) 153
Incl. jet R=0.4, |y| < 3.0 8 20.2 σ = 726.4 ± 1.1 + 42.7 − 41.8 nb σ = 800 + 59 − 100 nb (NLOJet++, CT14) JHEP 09 (2017) 020
Incl. jet R=0.4, |y| < 3.0 13 3.2 σ = 1845 ± 4 + 119 − 120 nb σ = 1997 + 152 − 208 nb (NLOJet++, CT14) JHEP 05 (2018) 195
|y| < 0.5, pT > 100 GeV 7 4.5 σ = 145.1 ± 0.8 + 10.7 − 10.6 nb σ = 142.7 + 7.4 − 11.5 nb (NLOJet++, CT10) JHEP 02 (2015) 153
|y| < 0.5, pT > 100 GeV 8 20.2 σ = 177 ± 0.5 + 9.6 − 9.4 nb σ = 196 + 14 − 25 nb (NLOJet++, CT14) JHEP 09 (2017) 020
|y| < 0.5, pT > 100 GeV 13 3.2 σ = 427 ± 2 ± 24 nb σ = 459 + 35 − 49 nb (NLOJet++, CT14) JHEP 05 (2018) 195
0.5 < |y| < 1.0, pT > 100 GeV 7 4.5 σ = 136.9 ± 0.8 + 10.9 − 10.5 nb σ = 132.3 + 6.9 − 10.7 nb (NLOJet++, CT10) JHEP 02 (2015) 153
0.5 < |y| < 1.0, pT > 100 GeV 8 20.2 σ = 167.9 ± 0.5 + 9.6 − 9.4 nb σ = 182 + 14 − 23 nb (NLOJet++, CT14) JHEP 09 (2017) 020
0.5 < |y| < 1.0, pT > 100 GeV 13 3.2 σ = 401 ± 2 ± 24 nb σ = 431 + 33 − 44 nb (NLOJet++, CT14) JHEP 05 (2018) 195
1.0 < |y| < 1.5, pT > 100 GeV 7 4.5 σ = 112.2 ± 0.7 + 11 − 10.2 nb σ = 113.1 + 5.8 − 9.2 nb (NLOJet++, CT10) JHEP 02 (2015) 153
1.0 < |y| < 1.5, pT > 100 GeV 8 20.2 σ = 145.4 ± 0.5 + 8.9 − 8.6 nb σ = 157 + 12 − 19 nb (NLOJet++, CT14) JHEP 09 (2017) 020
1.0 < |y| < 1.5, pT > 100 GeV 13 3.2 σ = 350 ± 2 ± 24 nb σ = 383 + 28 − 38 nb (NLOJet++, CT14) JHEP 05 (2018) 195
1.5 < |y| < 2.0, pT > 100 GeV 7 4.5 σ = 83.5 ± 0.6 + 11.1 − 9.7 nb σ = 88.3 + 4.7 − 7.1 nb (NLOJet++, CT10) JHEP 02 (2015) 153
1.5 < |y| < 2.0, pT > 100 GeV 8 20.2 σ = 111 ± 0.4 + 6.9 − 6.8 nb σ = 124.7 + 9.5 − 15.4 nb (NLOJet++, CT14) JHEP 09 (2017) 020
1.5 < |y| < 2.0, pT > 100 GeV 13 3.2 σ = 288 ± 1 ± 21 nb σ = 317 + 24 − 33 nb (NLOJet++, CT14) JHEP 05 (2018) 195
2.0 < |y| < 2.5, pT > 100 GeV 7 4.5 σ = 57.1 ± 0.4 + 10.4 − 9.1 nb σ = 60.7 + 3.3 − 5.1 nb (NLOJet++, CT10) JHEP 02 (2015) 153
2.0 < |y| < 2.5, pT > 100 GeV 8 20.2 σ = 79.8 ± 0.4 ± 5.4 nb σ = 88.8 + 6.4 − 11.7 nb (NLOJet++, CT14) JHEP 09 (2017) 020
2.0 < |y| < 2.5, pT > 100 GeV 13 3.2 σ = 222 ± 1 + 19 − 20 nb σ = 241 + 19 − 26 nb (NLOJet++, CT14) JHEP 05 (2018) 195
2.5 < |y| < 3.0, pT > 100 GeV 7 4.5 σ = 29.13 ± 0.31 + 7.5 − 6.38 nb σ = 32.6 + 2.1 − 3.2 nb (NLOJet++, CT10) JHEP 02 (2015) 153
2.5 < |y| < 3.0, pT > 100 GeV 8 20.2 σ = 45.3 ± 0.3 + 3.9 − 3.8 nb σ = 50.4 + 4.1 − 7.4 nb (NLOJet++, CT14) JHEP 09 (2017) 020
2.5 < |y| < 3.0, pT > 100 GeV 13 3.2 σ = 157 ± 1 ± 13 nb σ = 165 + 13 − 18 nb (NLOJet++, CT14) JHEP 05 (2018) 195
Dijet R=0.6, |y| < 3.0, y∗ < 3.0 7 4.5 σ = 119 ± 0.4 + 10.9 − 10.3 nb σ = 113.3 + 3.1 − 6.1 nb (NLOJet++, CT10) JHEP 05 (2014) 059
y∗ < 0.5, 0.3 < mjj < 4.3 TeV 7 4.5 σ = 48.21 ± 0.23 + 4.03 − 3.8 nb σ = 46.1 + 1.2 − 2.5 nb (NLOJet++, CT10) JHEP 05 (2014) 059
0.5 < y∗ < 1.0, 0.3 < mjj < 4.3 TeV 7 4.5 σ = 51.47 ± 0.32 + 4.76 − 4.44 nb σ = 48.7 + 1.3 − 2.5 nb (NLOJet++, CT10) JHEP 05 (2014) 059
1.0 < y∗ < 1.5, 0.5 < mjj < 4.6 TeV 7 4.5 σ = 13.82 ± 0.11 + 1.44 − 1.42 nb σ = 13.2 + 0.5 − 0.8 nb (NLOJet++, CT10) JHEP 05 (2014) 059
1.5 < y∗ < 2.0, 0.8 < mjj < 4.6 TeV 7 4.5 σ = 4.93 ± 0.06 + 0.69 − 0.65 nb σ = 4.78 + 0.23 − 0.34 nb (NLOJet++, CT10) JHEP 05 (2014) 059
2.0 < y∗ < 2.5, 1.3 < mjj < 5 TeV 7 4.5 σ = 505 ± 15.1 + 102.4 − 92.4 pb σ = 526.9 + 37.5 − 46.3 pb (NLOJet++, CT10) JHEP 05 (2014) 059
2.5 < y∗ < 3.0, 2 < mjj < 5 TeV 7 4.5 σ = 26.9 ± 4.2 + 7.7 − 6.4 pb σ = 23.5 + 2.7 − 2.8 pb (NLOJet++, CT10) JHEP 05 (2014) 059
Dijet R=0.4, |y| < 3.0, y∗ < 3.0 7 4.5 σ = 86.87 ± 0.26 + 7.56 − 7.2 nb σ = 86.9 + 4.7 − 12.4 nb (NLOJet++, CT10) JHEP 05 (2014) 059
Dijet R=0.4, |y| < 3.0, y∗ < 3.0 13 3.2 σ = 321 ± 0.8 + 18.6 − 19 nb σ = 340 + 17 − 54 nb (NLOJet++, CT14) JHEP 05 (2018) 195
y∗ < 0.5, 0.3 < mjj < 4.3 TeV 7 4.5 σ = 35.47 ± 0.15 + 2.79 − 2.66 nb σ = 35.3 + 1.5 − 5.1 nb (NLOJet++, CT10) JHEP 05 (2014) 059
y∗ < 0.5, 0.3 < mjj < 4.3 TeV 13 3.2 σ = 111.2 ± 0.4 + 6.2 − 6.3 nb σ = 118.6 + 5.5 − 18.8 nb (NLOJet++, CT14) JHEP 05 (2018) 195
0.5 < y∗ < 1.0, 0.3 < mjj < 4.3 TeV 7 4.5 σ = 37.33 ± 0.2 + 3.25 − 3.03 nb σ = 37.3 + 1.6 − 5.1 nb (NLOJet++, CT10) JHEP 05 (2014) 059
0.5 < y∗ < 1.0, 0.3 < mjj < 4.3 TeV 13 3.2 σ = 117.6 ± 0.5 + 6.8 − 6.9 nb σ = 127.3 + 5.7 − 19 nb (NLOJet++, CT14) JHEP 05 (2018) 195
1.0 < y∗ < 1.5, 0.5 < mjj < 4.6 TeV 7 4.5 σ = 10.12 ± 0.07 + 1.02 − 1.03 nb σ = 10.2 + 0.5 − 1.5 nb (NLOJet++, CT10) JHEP 05 (2014) 059
1.0 < y∗ < 1.5, 0.5 < mjj < 4.6 TeV 13 3.2 σ = 68.7 ± 0.4 + 4 − 4.2 nb σ = 68.5 + 7.7 − 10.3 nb (NLOJet++, CT14) JHEP 05 (2018) 195
1.5 < y∗ < 2.0, 0.8 < mjj < 4.6 TeV 7 4.5 σ = 3.57 ± 0.04 + 0.51 − 0.49 nb σ = 3.7 + 0.21 − 0.62 nb (NLOJet++, CT10) JHEP 05 (2014) 059
1.5 < y∗ < 2.0, 0.8 < mjj < 4.6 TeV 13 3.2 σ = 16.13 ± 0.17 ± 1.09 nb σ = 17.4 + 0.7 − 3.3 nb (NLOJet++, CT14) JHEP 05 (2018) 195
2.0 < y∗ < 2.5, 1.3 < mjj < 5 TeV 7 4.5 σ = 371 ± 9.7 + 81.5 − 72.1 pb σ = 410.6 + 31 − 77.8 pb (NLOJet++, CT10) JHEP 05 (2014) 059
2.0 < y∗ < 2.5, 1.3 < mjj < 5 TeV 13 3.2 σ = 6.39 ± 0.14 + 0.47 − 0.54 nb σ = 6.7 + 0.5 − 1.3 nb (NLOJet++, CT14) JHEP 05 (2018) 195
2.5 < y∗ < 3.0, 2 < mjj < 5 TeV 7 4.5 σ = 16 ± 2 + 5.4 − 4.3 pb σ = 18.4 + 2.2 − 4.3 pb (NLOJet++, CT10) JHEP 05 (2014) 059
2.5 < y∗ < 3.0, 2 < mjj < 5 TeV 13 3.2 σ = 850 ± 53 + 68 − 91 pb σ = 955 + 56 − 199 pb (NLOJet++, CT14) JHEP 05 (2018) 195
pp inelastic 7 8×10−8 σ = 71.34 ± 0.36 ± 0.83 mb σ = 71.5 + 20 − 2 mb (Schuler/Sjöstrand) Nucl. Phys. B (2014) 486
pp inelastic 8 50×10−8 σ = 71.73 ± 0.15 ± 0.69 mb σ = 73 ± 2 mb (Schuler/Sjöstrand) PLB 761 (2016) 158
pp inelastic 13 34×10−8 σ = 77.41 ± 1.08 mb σ = 78.4 ± 2 mb (Schuler/Sjöstrand) EPJC 83 (2023) 441
pp 7 8×10−8 σ = 95.35 ± 0.38 ± 1.3 mb σ = 97.26 ± 2.12 mb (COMPETE HPR1R2) Nucl. Phys. B (2014) 486
pp 8 50×10−8 σ = 96.07 ± 0.18 ± 0.91 mb σ = 99.55 ± 2.14 mb (COMPETE HPR1R2) PLB 761 (2016) 158
pp 13 34×10−8 σ = 104.7 ± 0.22 ± 1.07 mb σ = 100.3 ± 0.12 mb (COMPETE HPR1R2) EPJC 83 (2023) 441
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FigureB.2: Asummary of the cross-sectionmeasurements and the theoretical predictions forQCD
jet production in proton-proton collisions at the LHC [4].
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Model ECM [TeV]
∫
L dt[fb−1] Measurement Theory Reference

σfid(H → ττ) 7 4.5 σ = 1 + 0.9 − 0.8 + 0.9 − 0.8 pb σ = 1.09 ± 0.11 pb (LHC-HXSWG) JHEP 04 117 (2015)

σfid(H → ττ) 8 20.3 σ = 2.1 ± 0.4 + 0.5 − 0.4 pb σ = 1.39 ± 0.14 pb (LHC-HXSWG) JHEP 04 117 (2015)

σfid(H → ττ) 13 139 σ = 2.94 ± 0.21 + 0.37 − 0.32 pb σ = 3.17 ± 0.09 pb (LHCHiggsXSWG ) JHEP 08 (2022) 175

σfid(H → ZZ → 4`) 7 4.5 σ = 1.9 + 1.2 − 0.9 ± 0.1 fb σ = 1.03 ± 0.11 fb (LHC-HXSWG) JHEP 10 (2017) 132

σfid(H → ZZ → 4`) 8 20.3 σ = 2.11 + 0.53 − 0.47 ± 0.1 fb σ = 1.3 ± 0.13 fb (LHC-HXSWG) PLB 738 (2014) 234-253

σfid(H → ZZ → 4`) 13 139 σ = 3.28 ± 0.3 ± 0.11 fb σ = 3.41 ± 0.18 fb (N3LO) EPJC 80 (2020) 941

σfid(H → ZZ → 4`) 13.6 29.0 σ = 2.8 ± 0.7 ± 0.21 fb σ = 3.67 ± 0.19 fb (N3LO) EPJC 84 (2024) 78

gg → H → WW∗ 7 4.5 σ = 2 ± 1.7 + 1.2 − 1.1 pb σ = 3.3 ± 0.4 pb (LHC-HXSWG) PRD 92 (2015) 012006

gg → H → WW∗ 8 20.3 σ = 4.6 ± 0.9 + 0.8 − 0.7 pb σ = 4.2 ± 0.5 pb (LHC-HXSWG) PRD 92 (2015) 012006

gg → H → WW∗ 13 139 σ = 12.4 ± 0.6 ± 1.3 pb σ = 10.4 ± 0.5 pb (N3LO (LHC-HXSWG)) PRD 108 (2023) 032005

VBF H → γγ, |yH| < 2.5 13 139 σ = 10.8 ± 1.6 + 1.7 − 1.4 fb σ = 7.94 + 0.22 − 0.21 fb (NNLO QCD and NLO EW ) Nature 607, pages 52-59 (2022)

VBF H → ττ, |yH| < 2.5 13 139 σ = 197 ± 28 + 32 − 26 fb σ = 220 ± 5 fb (NNLO QCD and NLO EW ) JHEP 08 (2022) 175

VBF H → ZZ∗, |yH| < 2.5 13 139 σ = 123 + 47 − 39 + 10 − 7 fb σ = 92.4 + 2.4 − 2.3 fb (NNLO QCD and NLO EW ) Nature 607, pages 52-59 (2022)

VBF H → WW∗ 8 20.3 σ = 0.51 + 0.17 − 0.15 + 0.13 − 0.08 pb σ = 0.35 ± 0.02 pb (LHC-HXSWG) PRD 92 (2015) 012006

VBF H → WW∗ 13 139 σ = 0.79 ± 0.11 + 0.15 − 0.12 pb σ = 0.81 ± 0.02 pb (NNLO QCD and NLO EW) PRD 108 (2023) 032005

σfid(H→γγ) 7 4.5 σ = 49 ± 17 ± 6 fb σ = 24.7 ± 2.6 fb (LHC-HXSWG) ATLAS-CONF-2015-060

σfid(H→γγ) 8 20.3 σ = 42.5 ± 9.8 + 3.1 − 3 fb σ = 31 ± 3.2 fb (LHC-HXSWG) ATLAS-CONF-2015-060

σfid(H→γγ) 13 139 σ = 67 ± 5 ± 4 fb σ = 64.2 ± 3.4 fb (LHC-HXSWG) JHEP 08 (2022) 027

σfid(H→γγ) 13.6 31.4 σ = 76 ± 11 + 9 − 7 fb σ = 67.6 ± 3.7 fb (LHC-HXSWG) EPJC 84 (2024) 78

t̄tH 8 20.3 σ = 220 ± 100 ± 70 fb σ = 133 + 8 − 13 fb (LHCHXSWG NLO QCD + NLO EW) PLB 784 (2018) 173

t̄tH 13 139 σ = 560 ± 80 + 70 − 80 fb σ = 580 ± 50 fb (LHCHXSWG NLO QCD + NLO EW) Nature 607, pages 52-59 (2022)

VH(γγ), |yH| < 2.5 13 139 σ = 6 + 1.4 − 1.3 + 0.5 − 0.4 fb σ = 4.54 + 0.13 − 0.12 fb (Powheg Box NLO QCD) ATLAS-CONF-2020-027

VH(bb̄), |yH| < 2.5 13 139 σ = 1190 ± 130 + 160 − 140 fb σ = 1162 + 31 − 29 fb (Powheg Box NLO QCD) ATLAS-CONF-2020-027

VH 8 20.3 σ = 1.03 + 0.37 − 0.36 ± 0.4 pb σ = 1.12 ± 0.03 pb (NNLO QCD + NLO EW) EPJC 76 (2016) 6

VH 13 36.1 σ = 2719 + 947 − 810 fb σ = 2255 ± 44 fb (NNLO QCD + NLO EW) JHEP 12 (2017) 024

ZH, |yH| < 2.5 13 139 σ = 0.77 ± 0.13 + 0.12 − 0.1 pb σ = 0.8 ± 0.03 pb (Powheg Box NLO QCD) Nature 607, pages 52-59 (2022)

WH, |yH| < 2.5 13 139 σ = 1.41 + 0.21 − 0.2 + 0.18 − 0.17 pb σ = 1.22 ± 0.024 pb (Powheg Box NLO QCD) Nature 607, pages 52-59 (2022)

H VBF 8 20.3 σ = 2.43 + 0.5 − 0.49 + 0.29 − 0.31 pb σ = 1.6 ± 0.04 pb (LHC-HXSWG YR4) EPJC 76 (2016) 6

H VBF, |yH| < 2.5 13 139 σ = 3.86 + 0.29 − 0.28 + 0.37 − 0.33 pb σ = 3.5 ± 0.07 pb (LHC-HXSWG) Nature 607, pages 52-59 (2022)
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Figure B.3: A summary of the cross-section measurements and the theoretical predictions for
Higgs boson processes in proton-proton collisions at the LHC [4].



C. The trigger selection 163

C The trigger selection

C.1 The trigger menu

The detailed trigger selections for taking the V H,H → bb̄ and V H,H → cc̄ candidate events
can be found in Table C.1.

Table C.1: The different triggers and their respective thresholds during the Run2 (2015 to 2018)
data collection period.

Trigger Trigger Name Period L1 Threshold HLT Threshold

HLT_xe70_mht_L1XE50 2015 50 GeV 70 GeV
HLT_xe90_mht_L1XE50 2016 50 GeV 90 GeV

Emiss
T HLT_xe110_mht_L1XE50 2016 50 GeV 110 GeV

HLT_xe110_pufit_L1XE55 2017 55 GeV 110 GeV
HLT_xe110_pufit_xe70_L1XE50 2018 50 GeV 110 GeV

HLT_e24_lhmedium_L1EM20VH 2015 20 GeV 24 GeV
HLT_e60_lhmedium 2015 22 GeV 60 GeV
HLT_e120_lhloose 2015 22 GeV 120 GeV

Electron HLT_e26_lhtight_nod0_ivarloose 2016 - 2018 22 GeV 26 GeV
HLT_e60_lhmedium 2016 - 2018 22 GeV 60 GeV
HLT_e140_lhloose 2016 - 2018 22 GeV 140 GeV
HLT_e300_etcut 2018 22 GeV 300 GeV

HLT_mu20_iloose_L1MU15 2015 15 GeV 20 GeV
Muon HLT_mu50 2015 - 2018 20 GeV 50 GeV

HLT_mu26_ivarmedium 2016 - 2018 20 GeV 26 GeV

C.2 Emiss
T trigger

The Emiss
T triggers deployed at L1 has limited availability to detector information, and needs to

provide fast performance with a good background rejection. Therefore, the online Emiss
T algo-

rithms used for the trigger are different from the offlineEmiss
T algorithms used for reconstruction

as described in Section 4.8. Since the trigger selections need to be fast (in an order of 100ms), the
use of inner detector tracking information is computationally expensive (in an order of 1-5 s).
Therefore, the Emiss

T trigger uses only the information from the calorimeter [86].

The Emiss
T is defined as the momentum imbalance in the calorimeter, which is calculated using

a set of energy deposits in the calorimeter, generally referred to as elements. Elements could
be all of the calorimeter cells, or reconstructed jets. The two components of the

−−−→
Emiss

T vector is
calculated as,

Emiss
x =

|Elements|∑
i=1

Ei sin θi cos θi, (C.1)



C. The trigger selection 164

Emiss
y =

|Elements|∑
i=1

Ei sin θi sin θi, (C.2)

and the magnitude is obtained as Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2. Muons are treated similar

to neutrinos in the Emiss
T trigger calculations since they are mostly invisible in the calorimeter.

Therefore, events having muons with high pT are collected using the Emiss
T trigger for the one

and two charged-lepton channels.

At L1, theEmiss
T is calculated based on digitized signals from calorimeter cells forming projective

towers of granularity of 0.1 × 0.1 in (η, φ). The digitization results in counts that nominally
corresponds to 1 GeV in ET. A fixed threshold, depending on η is applied per tower, and the
energy of any tower below this threshold is set to zero. Since the peak luminosity increased
by a factor of four times to 2.1 × 1034 cm2s−1 (in 2017-2018) from 0.5 × 1034 cm2s−1 (in 2015),
higher thresholds were applied to provide fixed occupancies. After the thresholds are applied,
the towers are summed into larger projective towers of granularity 0.2 × 0.2 in (η, φ), referred
to as jet elements. The Emiss

T is calculated using these jet elements using Equation C.1 and C.2.
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Figure C.1: The efficiency for the Emiss
T triggers measured using Z → µµ events, as a function of

the transverse momentum of the two muons pT(µµ). Since muons have little interaction with the
calorimeter, pT(µµ) is a good estimate of the Emiss

T [86].

At the HLT, the Emiss
T is recalculated for events accepted by the L1. There are several HLT al-

gorithms used for calculating the Emiss
T , but the ones relevant for the data taken in this analysis

is the cell, mht, and pufit algorithms. cell is the most basic algorithm, and determines the
Emiss

T from a sum over the 188,000 calorimeter cells. The mht algorithm uses only calibrated
jets for the Emiss

T reconstruction, since hadronic jets tend to dominate the visible momentum in
most events of interest. Finally the pufit algorithm corrects for pile-up effects on the high-ET
calorimeter signals contributing to Emiss

T , and the pile-up subtracted η − φ regions are used to
determine Emiss

T . The pufit algorithm is observed to have good performance even at higher
pile-up.

The L1 trigger rate was reduced by adjusting calorimeter noise thresholds to cope with higher
pile-up in from 2017, but mostly had constant a threshold of Emiss

T > 50 GeV throughout the
Run 2 data taking period. The HLTEmiss

T trigger was the mht trigger in the years 2015-2016, and
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a combination of the cell trigger and the pufit trigger in the years 2017-2018 that has better
performance than using the individual triggers as seen in Figure C.1(a). The overall (L1 &
HLT) Emiss

T trigger chains have different thresholds from 2015 to 2018, varying between 50 GeV
to 110 GeV. However, events used in the analysis are required to have passed a trigger threshold
of Emiss

T = 150 GeV to ensure a good trigger efficiency as seen from Figure C.1(b).

Leptonically decaying τ -leptons endup in the electron andmuon channels. Hadronically decay-
ing τ -leptons are collected using the Emiss

T triggers, with the Emiss
T accounting for the neutrino

in the τ -lepton decay.

C.3 Single electron trigger

The L1 trigger for electrons uses the calorimeter information in the |η| < 2.5 region to build
regions-of-interest (RoIs) to be investigated by the HLT. A sliding window approach, where a
window contains 4× 4 trigger towers with granularity 0.1× 0.1 in (η, φ), is used for the electro-
magnetic transverse energy ET reconstruction (detailed in [87]). The reconstructed ET at L1 is
required to satisfy a nominal threshold ofET > 20GeV in 2015, andET > 22GeV in 2016 to 2018,
and changes from -2 GeV to +3 GeV with respect to the nominal depending on η. A selection
to reject hadron activity is also applied, where the sum of ET in the hadronic towers matched
to the central region of the cluster is required to be greater than 1 GeV and ET/23.0 − 0.2 GeV.
In 2016 to 2018, a further isolation criteria was required; candidate electrons are rejected if the
sum of ET in the 12 towers surrounding the central cluster region is at least 2 GeV, and exceeds
ET/8.0 − 1.8 GeV. The hadron activity selection and the isolation criteria are not applied at L1
for reconstructed ET > 50 GeV.
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Figure C.2: The L1 and combined single-electron trigger efficiency as a function of ET [87]. The
shaper efficiency turn on for 2015 is due to looser electron ID requirements (lhmedium vs lhtight
from 2016) and lower ET threshold (24 GeV in 2015, and 26 GeV from 2016).

The HLT electron reconstruction is based on two steps; step one is a fast calorimeter reconstruc-
tion and selection step, and step two is a precision reconstruction step using similar reconstruc-
tion and calibration steps used in offline analysis (described inmore detail in Section 4.2). In the
fast reconstruction step, electrons are required to have calorimeter clusters arematched to tracks
reconstructed from a fast tracking algorithm inside the RoI only. In the precision reconstruction
step, precision tracks within the RoI are extrapolated to the second layer of the electromagnetic
calorimeter, and are required to match clusters within ∆η < 0.05 and ∆φ < 0.05 radians. Then
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electron candidates are selected using a multivariate likelihood discriminant giving four oper-
ating points, with varying signal to background rejection criteria similar to the offline criteria
discussed in Section 4.2.

The electrons that are selected from the full (L1 & HLT) trigger chain are required to have a ET
threshold of 24 GeV for 2015, and 26 GeV for 2016 to 2018. The trigger efficiencies are typically
around 70% at the ET thresholds, and reach more than10 90% for ET > 50 GeV.

C.4 Single muon trigger

In the L1 muon trigger, the pT of the muon is estimated from the degree of deviation of hit
patterns in the muon chambers compared to a muon of infinite momentum, based on six pro-
grammable pT thresholds [78]. The number of muons passing each threshold is used in the
conditions for the global L1 trigger. For the events which are accepted by L1, the pT thresh-
olds and the corresponding ROIs are sent to the HLT. The ROIs have a typical dimension of
0.1× 0.1 (0.03× 0.03) in∆η ×∆φ for the RPCs (TGCs).

The geometrical coverage of the L1 trigger is almost 99% in the end-cap region, but around 80%
in the barrel region is due to gaps around the η = 0 region. The L1 trigger decision in the
barrel region is based on the coincidence of hits from three (two) concentric RPC stations, for
the three high (low) pT thresholds. However, during the Run 2 data collection period, only the
three high-pT triggers were used for collecting single-muon signatures. The L1 trigger decision
on the end-cap region is based on the coincidence of hits in the TGC stations in the middle
layer (i.e the Big Wheel). Since the main source of trigger background in the L1 muon end-cap
system are from low momentum charged particles emerging from the end-cap toroid magnets
and beam shielding, a coincidence with the TGC-FI was added from 2015.

The muon HLT selects events in two stages similar to the electron HLT; fast reconstruction al-
gorithms are executed in the first stage, followed by muon algorithms similar to the offline re-
construction. The RoIs identified by the L1 trigger enables the fast algorithms to select regions
of the detector where interesting features reside. The muon standard-alone (SA) algorithms
refines the L1 candidate by constructing the muon track using MDT hit information within the
RoI. Following this step, themuon track (which is based only on themuon spectrometer so far),
is back-extrapolated to the interaction point, and statically combined with tracks reconstructed
from the inner detector to form a combined (CB) muon candidate. If no CB muons are formed,
muon candidates are searched for by extrapolating ID tracks to the muon detectors. If there
are corresponding track segments, CB muons are formed. Additionally, an isolation criteria as
defined by a cut on the ratio of the summed transverse momentum of the nearby additional
tracks, to the pT of the muon (Equation C.3) is used,

∑
∆z<6(2) mm

ptrkT
pµT

< cut, (C.3)

with the cut value changing based on the working point; for the Medium working point for
triggers in the current analysis, the cut value was 6% in 2015, and 7% from 2016.

102016 is an exception, where the trigger efficiencies are slightly lower.
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The default L1 single-muon triggers used to collect the data used in the analysis were un-
prescaled, and had a pT threshold of 20 GeV. At the HLT, these triggers require at least one
CB muon with pT ≥ 26 GeV, or pT ≥ 50 GeV. For the trigger requiring a threshold of 26 GeV, a
medium isolation was also required. However, in 2015 another trigger with a L1 pT threshold
of 15 GeV, and HLT pT threshold of 20 GeV was also used to collect data.

The performance of the ATLAS muon trigger is evaluated primarily using Z → µµ events,
using the tag-and-probe method. The L1 trigger efficiency in the barrel and end-cap regions
are shown in Figure C.3, and the combined trigger (L1 & HLT) efficiency for the barrel and
end-cap is shown in Figure C.4.
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Figure C.3: The L1 single-muon trigger efficiency as a function of the muon pT [78]. Errors bars
show only the statistical uncertainties.
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D Object reconstruction

D.1 Electrons

The reconstruction of electrons involves information from the inner detector, the electromag-
netic calorimeter (ECal), and the hadron calorimeter (HCal). The energy of the electromag-
netic clusters are reconstructed from energies in the ECal cells. The electromagnetic topo-clusters
are clusters of energy deposits in topologically connected ECal and HCal cells, used in the re-
construction of electrons and photons. Topo-clusters are required to have an electromagnetic
energy above 400 MeV, and more than 50% of the total cluster energy to be the electromagnetic
energy.

Electron reconstruction

The electron reconstruction algorithm first prepares tracks and topo-clusters it will use for re-
construction. The topo-clusters are matched to one or several inner detector tracks, and the
algorithm refits the track-cluster matching accounting for bremsstrahlung. The matched tracks
are required to satisfy a |d0|/σd0 < 5, and |z0|/ sin θ < 0.5 mm, where σd0 is the uncertainty in
d0.

Topo-clusters are used to form dynamic, variable-size clusters of energy deposits in the ECal,
known as superclusters. Dynamic clusters are useful over fixed-size clusters (used in ATLAS
before 2017), since dynamic clusters can change in size to recover energy from bremsstrahlung
photons or from electron-photon conversions. Further, the energy calibration for the dynamic
clustering algorithm can still achieve a similar linear energy response to fixed-sized clustering
algorithms. More details on electron reconstruction can be found in Appendix D.1, and [114].

The basis of superclusters are formed by seed cluster candidates, and topo-clusters near the seed
cluster candidates are identified as satellite cluster candidates. Satellite cluster candidates may
emerge from bremsstrahlung or topo-cluster splitting. Figure D.1 shows an illustration of the
superclustering which is explained below, and more details can be found at [114].

FigureD.1: The diagram illustrates the superclustering algorithm for electrons and photons [114].
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To select the seed cluster candidate, the initial set of selected topo-clusters are sorted descending
in the electron transverse energy ET (calculated using the electromagnetic energy). Then each
topo-cluster is tested in the sorted order one by one to see if it can be used as a seed cluster. For a
topo-cluster to become electron seed cluster, it should have a ET >1 GeV, and must be matched
to a track with at least four hits in the pixel+SCT detectors.

For both electrons and photons, topo-clusters within a window of ∆η × ∆φ = 0.075 × 0.125

around the seed cluster barycentre are identified as satellite cluster candidates. For electrons,
a cluster is also considered a satellite if it falls within a window of ∆η × ∆φ = 0.125 × 0.300

around the seed cluster barycentre. Satellite clusters are added to the seed cluster candidate if
they satisfy the necessary selection criteria,

Final step in superclustering is to assign calorimeter cells to the supercluster. Only the cells from
the pre-sampler, and the first three LAr calorimeter layers are considered in this step. However,
in the transition region 1.4 < η < 1.6 between the ECal barrel and endcap, the energymeasured
in the scintillator between calorimeter cryostats is also added.

Electron identification and isolation

The reconstructed electron candidates are passed through several quality criteria known as iden-
tification selections, in order to improve the purity of the prompt electrons coming from the
primary vertex. Prompt electrons are identified using a likelihood based method, which uses
quantities measured in the inner detector, the calorimeter, and the combined inner detector and
calorimeter. Such quantities are chosen according to their ability to discriminate prompt iso-
lated electrons from fake electrons; hadronic jets, converted photons, or electrons from heavy
flavour hadron decays.
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Figure D.2: The identification efficiency and isolation efficiency for electron candidates. The iden-
tification and isolation efficiencies aremeasured using a large sample ofZ → ee events taken using
single-electron and di-electron triggers, with the Loose or Very Loose identification criterion [118].

In ATLAS, three different identification operating points are defined to be used for analyses;
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Tight, Medium, and Loose. The identification efficiencies in the energy range of 20 GeV<
ET <50 GeV are 93%, 87%, and 79% for the Loose, Medium and Tight operating points, and
gradually increase from low to high ET , as seen in Figure D.2(a). Despite the reduced effi-
ciency for Medium and Tight operating points compared to the Loose operating point, they
have a better rejection of background processes; a factor of 1.9 (3.1) better background rejection
for Medium (Tight) operating points with respect to the Loose operating point [118].

Non-prompt electrons, which are not from the primary vertex, are emitted by other physics
objects like semi-leptonically decaying heavy hadrons in jets. Non-prompt electrons are not
rejected by the electron identification selections, and hence, an isolation selection is applied to
separate prompt electrons from and non-prompt electrons. The isolation can be applied based
on the energy deposits in the calorimeter (known as calorimeter isolation), or using tracks of
nearby charged particles (known as track isolation), or from a combination of both the calorime-
ter energy deposits and tracks. For calorimeter isolation, the energy around the electromag-
netic shower is determined using a cone of ∆R = 0.2 around the electron cluster barycen-
ter (i.e the energy-weighted central point), and labeled as Econe20

T . For track isolation, a vari-
able size cone is defined with a given ∆R around the electron track, which contains the scalar
sum of the transverse momenta of all tracks (excluding the electron track) associated with
the primary vertex. Depending on the isolation criteria, the ∆R = 0.2 (labeled pcone20T ), or
∆R = min(10 GeV/pT , 0.3) (labeled pvarcone30T ), is computed from tracks with pT > 1 GeV and
|η| < 2.5.

The ATLAS experiment defines the isolation criteria listed in Table D.1, with fixed requirements
on the calorimeter and track isolation variables [118]. The isolation efficiency as a function of
ET is as seen in Figure D.2(b).

Table D.1: The electron isolation criteria defined by ATLAS. There are three more categories;
Gradient, TightTrackOnly and TightTrackOnly_FixedRad, which are not shown in the table but more
information can be found in [119].

Criteria Calorimeter isolation Track isolation

HighPtCaloOnly Econe20
T < max(0.015× pT , 3.5) GeV -

Tight_VarRad Econe20
T /pT < 0.06 pvarcone30T /pT < 0.06

Loose_VarRad Econe20
T /pT < 0.2 pvarcone30T /pT < 0.15

Electron calibration

The energy of an electron candidate is built by combining the energy of the cells in the pre-
sampler and the first three electromagnetic calorimeter layers11 assigned to the supercluster.
The electron energy is calibrated as described in [119] using a boosted decision tree regression
algorithm.

The difference in energy scale between the data and simulation is defined as αi, and the mis-
modelling in energy resolution is parameterised as constant term ci, where i corresponds to differ-

11However, in the transition region 1.4 < η < 1.6 between the ECal barrel and endcap, the energy measured in
the scintillator between calorimeter cryostats is also added.
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ent η regions. Electron energy scale corrections are applied to data, while the energy resolution
corrections are applied to the simulated samples as given in Equation D.1 and Equation D.2.

Edata,corr = Edata/(1 + αi) (D.1)

(σE
E

)MC,corr
=
(σE
E

)MC
⊕ ci (D.2)

with ⊕ denoting the sum in quadrature. To provide a correct description of the ECal response
as a function ofET , first the longitudinal layers are calibrated separately since the layers are seg-
mented in depth. After this calibration step, a simulation-based calibration is applied identically
to cluster energies reconstructed from data, and simulated events. Then a set of additional cor-
rections are applied to data to account for energy response variations in specific regions (like
non-optimal high voltage in regions, etc.) not included in the simulation. A final correction for
the calorimeter response is derived from Z → ee events, such that the peak of the Z resonance
reconstructed from data coincides with that of the simulation.

Figure D.3 shows the energy scale and energy resolution corrections as a function of η.
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Figure D.3: The energy scale calibration factors αi, and the energy resolution term ci [119].

D.2 Photons

In ATLAS, there are two types of photon objects that are reconstructed; converted photons and
unconverted photons. Photons which convert to electrons in the inner detector, around 20% at
low |η| to about 65% at |η| ≈ 2.3, are labeled as converted photons. Similar to electrons, super-
clusters in the ATLAS electromagnetic calorimeter are used in the reconstruction of photons.
Converted photon objects are superclusters matched to a conversion vertex, and unconverted
photons are superclusters matched neither to an electron track nor a conversion vertex. The
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building of the photon superclusters proceeds independently, but in similar steps to building
electron superclusters.

Photons are selected using a set of cuts on the calorimeter variables, in the range |η| < 2.37, with
the transition region 1.37 < |η| < 1.52 between the ECal barrel and the end-cap excluded.

D.3 Muons

Muon candidates are reconstructed primarily based on information from the inner detector
and the muon spectrometer (MS) tracking detectors. Information from the calorimeters is also
used in determination of track parameters, to account for cases of large energy loss in calorime-
ters, and for muon spectrometer independent selection of muon candidate inner detector tracks
[120].

Muon reconstruction

Muon reconstruction starts with the short straight-line12 local track segments reconstructed
from hits in individual muon spectrometer stations[120]. Segments in the different stations
are combined into preliminary track candidates, and then information from precision measure-
ments in the bending plane (from MS tracking detectors) are combined with a second coordi-
nate (from MS trigger detectors) to obtain a 3D track candidates. Finally, a global χ2 fits the
muon trajectory through the magnetic field, taking into account the muon interactions with the
detector material and effect of possible misalignment between detector chambers.

Using the muon trajectory from the global χ2 fit, outlier hits are removed and hits along the
trajectory (originally not assigned to the trajectory) are added. The χ2 fit is repeated using
the the updated hit information. For tracks that share a large fraction of hits with each other,
only the lower-quality track is rejected. The final set of tracks are again re-fitted with a loose
interaction point constraint, taking into account also the energy loss in the calorimeters, and the
transverse momentum pT of the muon candidate at the interaction point is extrapolated from
the fit.

The reconstruction of muons using the full detector information is done next, following five
main reconstruction strategies that lead to different types of muons.

• Combined muons are reconstructed by matching MS tracks to inner detector tracks, and
then performing a combined track fit based on the inner detector and MS hits, while also
accounting for the energy loss in the calorimeters.

• Inside-outmuons are reconstructed using an algorithmwhich extrapolates inner detector
tracks to the MS, and searches for≥ 3 loosely alignedMS hits. The inner detector hits, the
energy loss in the calorimeters, and the MS hits are then used in a combined track fit.

• MSextrapolatedmuons are reconstructedwhen aMS track cannot bematched to an inner
detector track, and the muon candidate parameters are extrapolated to the beam line.
Such muons are used to extend the acceptance to |η| < 2.7, beyond the inner detectors
acceptance of |η| < 2.5.

12Muons are straight lines in the r − φ plane, since the toroid magnet bends muons in the r − z plane.
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• Segment tagged muons are reconstructed by extrapolating an inner detector track to the
MS, and requiring the a tight angular matching to at least one reconstructed MS segment.
A successfully matched inner detector track is identified as a muon candidate, and the
muon parameters are taken directly from the inner detector track fit.

• Calorimeter tagged muons are reconstructed by extrapolating inner detector tracks to
calorimeter energy deposits consistent with a minimum-ionizing particle. Such energy
deposits are used to tag the inner detector track as a muon, and the muon parameters are
taken directly from the inner detector track fit.

While muon reconstruction algorithms use inner detector tracks with pT down to 2 GeV, a pT
threshold of 5 GeV is required for calorimeter tagged muons to suppress a large background con-
tamination at low pT . Figure D.4(a) shows the reconstruction efficiency for muons identified in
the isolation criteria described in Table D.2.

(a)Muon reco. and ID efficiency as a function of pT .

(b)Muon ID efficiency as a function of pT .

Figure D.4: The reconstruction and identification efficiency for muon candidates measured using
J/ψ → µµ events, and the simulated ID efficiency for prompt muons and hadrons as a function
of pT [120].

Muon identification and isolation

Similar to electrons, muons are also required to pass a set of quality criteria referred to as
identification criteria to increase the purity of high-quality muon candidates. The muon iden-
tification is done through a set of requirements, known as selection working points, on the number
of hits in the different inner detectors and MS stations, on the track fit properties, and on vari-
ables testing the compatibility of the individual measurements in the two detectors systems.
Several working points, as described in Table D.2 are defined to be used by analyses having dif-
ferent requirements on the promptmuon13 identification and rejection of the non-promptmuon
background. Further selection requirements on the vertex association for muon candidates are
done to reject the non-prompt muon background; |d0|/σ(d0) < 3 and |z0| sin θ < 0.5 mm.

13Similar to prompt electrons, promptmuons aremuons coming from the primary vertex, and non-promptmuons
are from hadron decays in flight, pile-up interactions, and cosmic muons.
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Table D.2: The muon identification efficiencies on the different selection working points [120].

Selection WP
3 < pT (GeV) < 5 5 < pT (GeV) < 20 20 < pT (GeV) < 100 pT (GeV) > 100

εµ(%) εhad(%) εµ(%) εhad(%) εµ(%) εhad(%) εµ(%) εhad(%)

Loose 90 1.17 98 1.06 99 0.25 98 0.12
Medium 70 0.63 97 0.85 97 0.17 97 0.07
Tight 36 0.15 90 0.38 93 0.12 93 0.04

Low pT (CB) 86 0.82 95 0.71 97 0.17 97 0.07
Low pT (MV) 88 0.73 96 0.66 97 0.17 97 0.07
High pT 45 0.34 79 0.60 80 0.13 80 0.05

The muon isolation criteria, similar to electrons, aims to discriminate prompt muons from non-
prompt muons coming from hadronic sources by measuring the amount of hadronic activity in
the vicinity of a muon. The muon isolation is defined by the transverse energy (or transverse
momentum if only tracks are considered) reconstructed in a cone around a muon, divided by
the muon pT . The isolation can be defined using only the inner detector tracks, or using only
the calorimeter, or using both detector systems with particle flow (explained in Section D.6).
Several isolationworking points shown in Table D.3 are defined inATLAS for different use cases
in analyses. Figure D.5 shows the pT trend in the isolation efficiency for two of the working
points.

(a)Muon isolation efficiency for the Loose WP. (b)Muon isolation efficiency for the Tight WP.

Figure D.5: The isolation efficiency for muon candidates measured using Z → µµ events as a
function in pT [120].

Muon track based isolation is similar to electrons, where a variable size cone is defined with
a given ∆R around the muon, which contains the scalar sum of the transverse momenta of
all tracks (excluding the muon track) associated with the primary vertex. Calorimeter based
isolation (labeled Etopoetcone20

T ) is also considered for some criteria, and is defined as the sum
if the traverse energy of the topo-clusters in a cone of size ∆R = 0.2 around the muon, after
subtracting the contribution of the muon itself.

The efficiency for prompt muons (εµ) and the efficiency for muons from bottom/charm hadron
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Table D.3: The muon isolation criteria defined by ATLAS. There are four more categories
PflowLoose, PflowTight, PLBDTLoose, and PLBDTTight which are not shown in the table, but de-
scribed in [120].

Criteria Isolation requirement Track pT requirement

Loose pvarcone30T < 0.15 · pµT

pT > 1 GeV
E

topoetcone20
T < 0.3 · pµT

Tight pvarcone30T < 0.04 · pµT
E

topoetcone20
T < 0.15 · pµT

HighPtTrackOnly pcone20T < 1.25 GeV
pT > 1 GeV

TightTrackOnly pvarcone30T < 0.06 · pµT

semi-leptonic decays (εHF) in the corresponding isolation working points of Table D.3 are given
in Table D.4.

Table D.4: The muon isolation efficiencies of the different isolation working points [120].

Selection WP
3 < pT (GeV) < 5 5 < pT (GeV) < 20 20 < pT (GeV) < 100 pT (GeV) > 100

εµ(%) εHF(%) εµ(%) εHF(%) εµ(%) εHF(%) εµ(%) εHF(%)

Loose 63 14.3 86 7.2 97 6.1 99 12.7
Tight 53 11.9 70 4.2 89 1.0 98 1.6

PflowLoose 62 12.9 86 6.8 97 5.0 99 9.1
PflowTight 45 8.5 63 3.1 87 0.9 97 0.8

HighPtTrackOnly 92 35.9 92 17.2 92 4.5 92 0.6
TightTrackOnly 80 19.9 81 7.0 94 3.2 99 3.3

D.4 Muon calibration

The first step in calibrating the muon momentum is to measure charge-dependant bias in the
scale of muon momentum measurement, which is caused by the imperfect knowledge on the
real detector geometry. The charge-dependant biases can be approximated as,

q

p̂
=
q

p
+ q · δs, (D.3)

where q = ±1 is the charge of the muon, p is the corrected momentum of the muon, p̂ is the un-
corrected momentum of the muon, and δs is the strength of the bias. The bias is parameterized
in 24×24 equal η−φ regions as δs(η, φ), and measured using Z → µµ events. Then a dedicated
correction to the bias is applied to correct the muon momentum following the equation,
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pT =
p̂T

1− qδ̂s(η, φ)p̂T
. (D.4)

Next, J/ψ → µµ and Z → µµ events are used to measure the muon momentum resolution
and scale, and compared with that predicted by the simulation. Then a calibration procedure is
applied to the simulated events in order to improve the agreement between the simulation and
data. The validation of the calibration procedure is done using J/ψ → µµ and Z → µµ, while
also utilizing an independent Υ → µµ sample [121].

The muon momentum calibration is performed according to Equation D.5,

pCorT =
pMC
T +

∑1
n=0 sn(η, φ)

(
pMC
T

)n
1 +

∑2
m=0∆rm(η, φ)

(
pMC
T

)m−1
gm

, (D.5)

where pMC
T is the uncorrected muon transverse momentum, gm are normally distributed ran-

dom variables, and terms sn(η, φ) and∆rm(η, φ) describe the muon momentum scale and mo-
mentum resolution corrections. The term s0(η, φ) corrects the energy loss effects in the detector,
and s1(η, φ) corrects the inaccuracy in themagnetic field description. The denominator of Equa-
tion D.5 accounts for momentum resolution smearing on the relative muon pT , which can be
parameterised as,

σ(pT )

pT
=
r0
pT

⊕ r1 ⊕ r2 · pT , (D.6)

with ⊕ denoting the sum in quadrature. r0 accounts for the fluctuations of energy loss in tra-
versed material, r1 accounts for the effects such as multiple scattering or local magnetic field
modeling, and r2 accounts for effects such as spatial resolution of hits or detector misalign-
ments. The corrections are derived in 18 pseudo-rapidity η regions as described in [121].

D.5 Taus

τ leptons decay either leptonically as τ → ντνll, or hadronically as τ → ντ + hadrons after
a decay length of 87 um. Hence, due to the short decay length, most τ leptons decay before
reaching the innermost layer of the pixel detector system, and only the decay products of the
τ leptons can be observed. Leptonic decays will produce isolated electrons or muons, with a
missing transverse energy (Emiss

T ) due to neutrinos. Hadronic decays, accounting to 65 % of
the τ decays, will mostly include one charged pion (one prong) or three charged pions (three
prong). Therefore, a hadronic jet from a τ lepton decay will have a signature corresponding
to that of a narrow jet with one or three tracks in the inner detector. Since the neutrino from
the hadronic τ lepton decay cannot be reconstructed, the combination of all the visible τ lepton
decay products is referred to as τhad−vis.

τhad−vis candidates are reconstructed as jets formed using the anti-kt algorithm, with the dis-
tance parameter R = 0.4. 3D topo-clusters calibrated using a local hadronic calibration serves as
an input to the anti-kt algorithm [128]. The jet axis is defined as the energy-weighted barycen-
ter of all topo-clusters, while the vertex candidate with the highest pT -weighted fraction of all
tracks with pT > 500 MeV within a cone of R = 0.2 around the τhad−vis jet axis is taken as the
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τhad−vis vertex. A set of boosted decision trees (BDTs)14 are used to classify the tracks within
R = 0.4 around the τ axis into core and isolation tracks, with the core tracks used to define the
number of prongs. Finally, τhad−vis candidates with pT > 10GeV, andwithin the |η| < 2.5 region
are selected, with candidates in the 1.37 < |η| < 1.52 region rejected due to the transition region
between the barrel and end-cap calorimeters.

The energy calibration of τhad−vis candidates follow the procedure described in [149]. Initially
a pile-up subtraction and an energy response correction is applied to the sum of energy of the
topo-clusters within the R = 0.2 cone around the τhad−vis jet axis. This energy, together with
information form the τ particle flow [150], is used to calculate the final energy of the τhad−vis
candidate using a boosted regression tree.

Table D.5: The τ lepton identification efficiencies on the different selection working points [149].

Working point
Signal efficiency Background rejection

1-prong 3-prong 1-prong 3-prong

Tight 60% 45% 70 700
Medium 75% 60% 35 240
Loose 85% 75% 21 90
Very Loose 95% 95% 9.9 16

After reconstruction and calibration, a recurrent neural network (RNN) based on track and
calorimeter information is used to identify the true τhad−vis from fake τhad−vis that could origi-
nate from quark or gluon initiated jets [128]. Similar to electrons and muons, several working
points are defined for the τhad−vis identification, and Figure D.6 shows the trend in the τhad−vis
efficiency vs the fake τhad−vis rejection, while Table D.5 details the actual values.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 efficiencyhad-visTrue 

1

10

210

310

410

 re
je

ct
io

n
ha

d-
vi

s
Fa

ke
 

ATLAS Simulation Preliminary

RNN (1-prong)
BDT (1-prong)
Working points (1-prong)
RNN (3-prong)
BDT (3-prong)
Working points (3-prong)

Figure D.6: The true τhad−vis identification efficiency vs the fake τhad−vis rejection using the RNN-
based method (current analysis) and the BDT based method (previous analysis) [128].

14BDTs are explained in detail in MVA Section 7.1.
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D.6 Jets

Object definition using the particle flow algorithm

The particle flow algorithm combines the capabilities of the inner detector in reconstructing
charged particles, and the calorimeter’s ability to reconstruct both charged and neutral particles.
However, since the inner detector has an acceptance for |η| < 2.5, jets reconstructed in the
forward region (2.5 < |η| < 4.5) uses topo-clusters from the calorimeter to reconstruct particle
flow jets.

There are several advantages of integrating the tracking and calorimeter information to recon-
struct the hadronic jets. Since the calorimeter energy resolution for a single charged pion fol-
lows the Equation 2.6, while the inverse transversemomentum resolution for the tracker follows
Equation 2.5, the tracker has significantly better momentum resolution for low energy particles
compared to the calorimeter, while the calorimeter’s energy resolution is superior at higher en-
ergies. The angular resolution for single charged particles reconstructed using inner detector
tracks is also much better compared to the calorimeter.

Further, the acceptance is extended for softer (i.e low energy) particles which are essential for
computation of Emiss

T , as tracks are reconstructed for charged particles with a minimum pT of
500MeV15. Also, such low pT charged particles originatingwithin a hadronic jet could get swept
out of the jet cone due to the magnetic field, but using the tracks azimuthal coordinates at the
perigee can cluster these particle into jets. In addition to the discussed benefits of using tracks
from the inner detector, the ability determinewhether a track originates from the primary vertex
aids in rejecting signals from pile-up vertices as well.

Particle flow requires a special procedure; to avoid double counting the energy of a particle
during reconstruction, the correct signal in the calorimeter needs to be identified for the tracks
used for reconstruction. Therefore, for particle tracks that are determined to be used for recon-
struction, the corresponding energy deposits in the calorimeter are subtracted. For all tracks up
to ptrkT = 100 GeV, if the measured cluster energy Eclus in a cone of size ∆R = 0.15 around the
extrapolated particles satisfies,

Eclus − 〈Edep〉
σ(Edep)

< 33.2× log10

(
40 GeV
ptrkT

)
, (D.7)

then the corresponding energy deposit in the calorimeter is subtracted. Here 〈Edep〉 is the mean
of the energy deposited by pions. With this parameterization, the subtraction is performed at
low trackmomenta unless themeasured calorimeter activityEclus is very high, such as in a very
dense environment where the accuracy of the subtraction is degraded. Above ptrkT = 100 GeV
no track information is used, and the the particle flow algorithm relies on the good calorimeter
performance at high energies.

After subtraction, scaling factors are applied to account for the difference in response between
the measured and true particle energies; one is for topo-clusters at the EM scale, and one is for
tracks for which the energy scale is closer to the true particle energy. Finally jet reconstruction

15To suppress noise, the calorimeter topo-clusters have a much higher threshold for energy deposits
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is done using an ensemble of particle flow objects consisting the remaining calorimeter energy
deposits and the tracks that are matched to the hard interaction.

Jet clustering using the anti-kt algorithm

Jet reconstruction is done using the anti-kt algorithm [122], using the four-vector objects re-
constructed with the Particle Flow algorithm. The anti-kt algorithm is an algorithm used to
iteratively merge topo-clusters, which is infrared safe and collinear safe; an algorithm is deemed
infrared safe if the reconstructed jet properties, such as the four-momentum, are stable in the
case of emission of additional soft (i.e low energy) particles such as gluons, and collinear safe
implies that the reconstructed jet properties are stable with respect to the number of emitted
collinear particles.

(a) Example of clustering by the kt algorithm. (b) Example of clustering by the anti-kt algorithm

Figure D.7: Example showing the comparison between the kt algorithm (with parameter p = 1)
and the anti-kt algorithm (with parameter p = −1) [122].

The association of clusters to a jet is performed in the following procedure. For each topo-cluster
i, first the distance dij to topo-cluster j is calculated using Equation D.8, and the distance diB
to the beam B is calculated using Equation D.9. Then the smallets distance min(dij) between
clusters is found, If min(dij) < diB , then the cluster j is merged into a single new cluster. If
min(dij) > diB , then the cluster i is considered as a jet, and it is removed from the list of clusters
to be considered. The procedure is repeated with the updated list of objects until no objects are
remaining.

dij = min
(
k2pt (i), k2pt (j)

) ∆R(i, j)2

R2
. (D.8)

dij = k2pt (i). (D.9)

Here kt is simply the transverse momentum pT, R is the radius parameter chosen to determine
the final size of jets, ∆R(i, j) is the angular distance between the clusters, and p is a param-
eter that governs the relative power of the energy versus geometrical ∆R(i, j) scales. The p
parameter can take various values, and p = −1which translates to k−2

t → 1/p2T for the terms in
Equation D.8 and D.9 is referred to as the anti-kt algorithm.
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The iterative process and the term min
(
k−2
t (i), k−2

t (j)
)
ensures that the topo-clusters are asso-

ciated to hard (high-energy) objects compared to soft objects. Figure D.7 shows an example
comparing the jet clustering between the kt algorithm (with parameter p = 1) and the anti-kt
algorithm, where anti-kt is seen to have a better shape for hard jets compared to the kt algorithm
(for example, the pair of jets near φ = 5, y = 2).

Jet selections to suppress pile-up and fake jets

The Jet Vertex Tagger (JVT) algorithm is used to suppress jets arising from pile-up interactions,
while correctly identifying jets attributed to the hard-scattering vertex [123]. The JVT procedure
builds a multivariate discriminant for each jet within |η| < 2.4 based on tracks ghost-associated
with the jet; the ghost association algorithm collect tracks within a geometrical area of a jet,
taking into account the possible overlap of the area between jets. In simulation, the efficiency
for picking jets arriving from the primary vertex is estimated to be 92%. However, since the rate
of pile-up jets with pT ≥ 60 GeV is sufficiently small, the JVT requirement is not applied for jets
with pT ≥ 60 GeV.

Due to the lack of tracking information in the forward region (i.e |η| > 2.5), the JVT algorithm
cannot be used for forward jets. Hence, another algorithm known as the forward Jet Vertex
Tagger (fJVT) is applied for forward jets with pT < 120 GeV.

The Jet Cleaning Tool [151] is a tool used in ATLAS to remove fake jets (also known as unclean
jets) that are due to,

• Beam induced background from proton losses upstream of the interaction point, that can
induce secondary cascades of muons reaching the ATLAS detector. The energy deposi-
tions created by such muons can be reconstructed as fake jets.

• Cosmic muons reaching the ATLAS detector during collisions.

• Calorimeter noise from large scale coherent noise or isolated pathological cells. Calorime-
ter cells which are constantly or periodically very noisy are masked prior to the jet pT or
Emiss

T reconstruction, and events with a large noise are rejected during data quality inspec-
tions. However, a small fraction of noisy events can still be left which needs to be cleaned
using the Jet Cleaning Tool.

The jet cleaning tool defines two working points for clean jet selections as in Table D.6.

Table D.6: The efficiency in the selection working points of the jet cleaning tool used in ATLAS.
The efficiencies are measured using a tag-and-probe method using di-jet events that are back-to-
back in the transverse plane [151].

Working point Selection efficiency pT range

Loose 99.5% pT > 20 GeV

99.9% pT > 100 GeV

Tight 95% pT > 20 GeV

99.5% pT > 100 GeV
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D.7 Jet flavor tagging

Low level flavor tagging algorithms fall into two broad categories. The first category consists
of the IP2D and IP3D algorithms, and are based on exploiting the large impact parameters of
the tracks from b-hadron and c-hadron decays. TheRNNIP algorithm, a new algorithm used in
the V H,H → bb̄/cc̄ analysis, uses a recurrent neural network that learns track impact parameter
correlations to further improve the jet flavor discrimination. The second category consists of the
SV1, that attempts to reconstruct a secondary vertex inside a jet, and the JETFITTER algorithms,
which aims to reconstruct the full b-hadron and c-hadron decay chains.

The IP2D, IP3D and RNNIP algorithms

The IP2D tagger uses the signed transverse impact parameter significance (d0/σd0) of tracks to cre-
ate a discriminant that can be used to tag b-jets. The IP3D tagger uses both the signed transverse
impact parameter significance (d0/σd0) of tracks, and the longitudinal impact parameter signif-
icance (z0/σz0) in a 2D template to account for their correlation. Probability density functions
(PDF), obtained from reference MC simulated histograms based on the signed transverse and
longitudinal impact parameter significance of tracks associated with b-jet, c-jet and light-jets,
are used to calculate the ratio of b-jet, c-jet and light-jet fractions on a per-track basis. Using the
PDF’s, log likelihood ratio (LLR) discriminants are defined as the sum of the probability ratios
for each jet-flavor hypotheses. Figure D.8 shows an example of the LLR discriminant for the
b-jet and light-jet hypotheses is defined as,

N∑
i=1

ln
(
pb(Si)/plight(Si)

)
(D.10)

where N is the number of tracks associated with the jet, and pb (plight) is the PDF for the b-
jet (light-jet) hypotheses, and Si is the impact parameter significance of the track i. Similarly
the LLR discriminants are defined for the b-jet and c-jet hypotheses, and the c-jet and light-jet
hypotheses.
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(a) LLR for the IP2D algorithm.
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(b) LLR for the IP3D algorithm.

Figure D.8: The log likelihood ratio (LLR) discriminant for the ratio of the b-jet to light-flavour jet
hypothesis probabilities using the IP2D and IP3D algorithms [36].
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In heavy hadron decays, charged particles emerge from secondary or tertiary vertices with large
impact parameters. Since the impact parameters of such charged particle tracks are intrinsically
correlated16, the RNNIP algorithm is trained to exploit the correlation in order to better discrim-
inate between b-jets, c-jets, and light-jets [36]. The output of the RNN are the probabilities pb,
pc, plight, with the jet being a b-jet, c-jets, or light-jets, which is combined into the b-jet tagging
discriminant function in Equation D.11.

DRNNIP = ln
(

pb
fc · pc + (1− fc)plight

)
(D.11)

fc denotes the c-jet fraction, which is optimized to 0.07 for b-jet tagging by ATLAS. Figure D.9
shows the output of the RNN, and the RNNIP discriminant at fc = 0.07. For the RNNIP discrimi-
nant in Figure D.9(b), it can be seen at values DRNNIP > 2.5 a majority of the true b-jets can be
tagged, while having a good light-jet rejection and moderate c-jet contamination.

0.0 0.2 0.4 0.6 0.8 1.0
RNNIP pc

10
5

10
4

10
3

10
2

10
1

10
0

10
1

N
or

m
al

is
ed

 n
um

be
r o

f j
et

s

ATLAS Simulation
s = 13 TeV, tt events

Anti-kT R = 0.4 PFlow jets
 20 GeV < pT < 250 GeV, | | < 2.5

light-flavour jets
c-jets
b-jets
stat. uncertainty

(a) Output of the RNNIP algorithm for c-jets.
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(b) The RNNIP discriminantDRNNIP at fc = 0.07.

Figure D.9: The output probabilities from the RNNIP algorithm [36].

The SV1 and JETFITTER algorithms

The secondary vertex tagging algorithm (SV1) reconstructs a single displaced vertex in a jet.
First, possible two-track vertices that can be built from tracks associated with the jet are iden-
tified, while rejecting two-track vertices compatible with K0

S or λ meson decays, photon con-
version to e+e−, and hadron interaction with the detector material. The SV1 algorithm runs
iteratively on all tracks of the identified two track vertices, combining each track using a χ2

approach to fit one secondary vertex, with an invariant mass less than 6 GeV. This approach
typically assigns the decay products of b-hadrons and c-hadrons to a single common secondary
vertex. Finally, eight discriminating variables associated with the SV1 algorithm, as listed in
Table D.7, will be used as inputs to the high level flavor tagging algorithms, and Figure D.10
shows some example distributions of these variables.

The JETFITTER, also known as the topological multi-vertex finding algorithm, exploits the topo-
logical structure of b-hadrons and c-hadrons (referred to as heavy hadrons) decays inside the

16In heavy hadron decays, if one track with large impact parameter is found, it is likely to find another track with
a large impact parameter as well.
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(a) Number of two track vertices.
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(b) Invariant mass of the secondary vertex.

Figure D.10: Two out of the eight discriminating variables associated with the SV1 secondary
vertex tagging algorithm [36].

jet to reconstruct the full decay chain [36]. A modified Kalman filter is used to find a common
line on which the heavy hadron decay vertices lie, considering the heavy hadron flight path as
well as the vertex positions. Through this method, it is possible to resolve the heavy hadron
decay vertex even if only a single track is attributed to it. Similar to the SV1 algorithm, there are
eight b-jet discriminating variables associatedwith the JETFITTER. However, by further exploiting
c-hadron decay properties such as only a single reconstructed secondary vertex, intermediate
charged decay multiplicity and moderate decay length with respect to b-hadron decays, nine
c-jet discriminating variables associated with the JETFITTER are defined. Altogether, these 17
variables as listed in Table D.7, serve as inputs to the high level flavor tagging algorithms. Fig-
ure D.11 shows some example distributions of some JETFITTER variables.
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Figure D.11: Two out of the 17 discriminating variables associated with the JETFITTER topological
multi-vertex finding algorithm [36].
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High level flavor tagging algorithms

High level flavor tagging algorithms are based onmachine learning based classifiers like boosted
decision trees and neural networks. In the previous V H,H → cc̄ analysis, the MV2 high level
flavor tagging algorithm, based on a boosted decision tree was used for jet flavor tagging [30].
The high level flavor tagging algorithm used in the current analysis comes from theDL1 series
of algorithms, which is based on a deep feed-forward neural network. The input variables to
DL1r algorithm (the algorithm used in the current analysis) consists of the general variables
denoted in Table D.7; the use of the RNNIP algorithm is the specialty of the DL1r algorithm,
where r stands for the RNNIP algorithm.

Table D.7: The input variables used by the DL1 series of b-tagging algorithms [125]. PV is an
abbreviation for primary vertex, SV is an abbreviation for secondary vertex, and TV is an abbrevi-
ation for tertiary vertex. Ytrk is the rapidity of tracks.

Input type Variable Description

Kinematics pT Jet transverse momentum
η Jet pseudo-rapidity

log(Pb/Plight) LLR between b-jet and light-jet hypothesis
IP2D, IP3D log(Pb/Pc) LLR between b-jet and c-jet hypothesis

log(Pc/Plight) LLR between c-jet and light-jet hypothesis

log(Pb) b-jet probability
RNNIP log(Pc) c-jet probability

log(Plight) light-flavor jet probability

m(SV) Invariant mass of tracks at the SV, assuming pion mass
fE(SV) Energy fraction of tracks associated with the SV

NTrkAtVtx(SV) Number of tracks associated with the SV
SV1 N2TrkVtx(SV) Number of two track vertex candidates

Lxy(SV) Transverse distance between PV and SV
Lxyz(SV) Distance between PV and SV
Sxyz(SV) Distance between PV and SV, divided by uncertainty

∆R(~pjet, ~pvtx)(SV) ∆R between jet axis & direction of SV relative to PV

m(JF) Invariant mass of tracks from displaced vertices
fE(JF) Energy fraction of tracks associated with displaced vertices

NTrkAtVtx(JF) Number of tracks from multi-prong displaced vertices
JETFITTER N2TrkVtx(JF) Number of two track vertices prior to decay chain fit

N1−trk vertices(JF) Number of single prong displaced vertices
N≥2−trk vertices(JF) Number of multi-prong displaced vertices

Sxyz(JF) Distance between PV and SV, divided by the uncertainty
∆R(~pjet, ~pvtx)(JF) ∆R between jet axis & direction of SV relative to PV

Lxy(SV, TV)(JF) Transverse distance to the SV or TV from PV
Lxyz(SV, TV)(JF) Distance to the SV or TV from PV
m(SV, TV)(JF) Invariant mass of tracks associated with SV or TV

JETFITTER ETrk(SV, TV)(JF) Energy fraction of tracks associated with SV or TV
c-tagging fE(SV, TV)(JF) Fraction of charged jet energy associated with SV or TV

NTrkAtVtx(SV, TV)(JF) Number of tracks associated with SV or TV
Y min
trk , Y max

trk , Y
avg
trk (SV, TV)(JF) Min, max, and average Ytrk associated with SV or TV
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Calibration of the high-level flavor tagging algorithms

The imperfect description of the detector response and physics modelling effects in MC sim-
ulations requires the measurement of the flavor tagging performance with real collision data.
However, due to varying levels of statistics for the jet flavors b, c and light in the regions opti-
mized for flavor tagging, each jet flavor needs to be calibrated in dedicated procedures.

b-jet tagging efficiency calibration

Given the abundance of top pair production (tt̄) in proton-proton collisions at the LHC, and the
t→Wb branching ratio is almost 100%, an abundant source of b-jets can be obtained by selecting
the tt̄ process, which then can be used to extract the b-jet tagging efficiency (εb). A very pure
sample of tt̄ is obtained through requiring the W -bosons to decay leptonically to electrons or
muons plus a neutrino, referred to as the di-leptonic tt̄ process.

 0.4±
19.1

 0.4±
30.5

 0.3±
38.3

 0.2±
41.7

 0.3±
43.6

 0.3±
43.7

 0.4±
43.5

 0.6±
39.0

 1.6±
35.2

 0.6±
47.3

 0.2±
57.4

 0.2±
62.7

 0.3±
62.5

 0.3±
61.3

 0.5±
59.8

 0.7±
56.9

 1.8±
55.1

 0.2±
69.2

 0.1±
74.6

 0.2±
75.2

 0.2±
73.6

 0.4±
71.9

 0.6±
69.7

 1.3±
67.8

 0.2±
80.4

 0.2±
82.1

 0.2±
82.1

 0.3±
81.3

 0.4±
80.1

 1.2±
77.2

 0.2±
86.1

 0.2±
87.2

 0.3±
86.8

 0.4±
85.7

 1.1±
82.7

 0.3±
89.3

 0.3±
89.6

 0.4±
89.1

 1.0±
85.2

 0.4±
91.3

 0.3±
90.8

 0.9±
89.6

 0.4±
93.1

 0.6±
91.7

 1.0±
90.4

20-30
30-40

40-60
60-85

85-110
110-140

140-175
175-250

250-600

 [GeV]
T

Leading jet p

20-30

30-40

40-60

60-85

85-110

110-140

140-175

175-250

250-600

 [G
eV

]
T

S
ub

le
ad

in
g 

je
t p

0

10

20

30

40

50

60

70

80

90

F
ra

ct
io

n 
of

 b
b 

ev
en

ts
 [%

]

ATLAS Simulation
 = 13 TeVs

 POWHEG + PYTHIA 8tt

(a) Fraction of bb events in different pT bins.

100 200 300 400 500 600 700 800
1

10

210

310

410

510
E

ve
nt

s 
/ 2

0 
G

eV
Data
bb
bl
lb
ll

-1= 13 TeV, 80.5 fbsATLAS

100 200 300 400 500 600 700 800

0.8
1

1.2

D
at

a 
/ S

im
.

MC stat. unc.
Total uncertainty

100 200 300 400 500 600 700 8000

0.5

1

bb
 / 

S
im

. 

mj1,ℓ [GeV]

.

(b) The invariant massm(j1, l1).

Figure D.12: The left plots show the fraction of bb events in different pT bins of the leading and
sub-leading jets. The right plot shows the invariant massm(j1, l1) for the leading jet in the selected
events. Them(j2, l2) for the sub-leading jet also has a similar distribution [125].

After several events selections to reduced the non-tt̄ background, the tt̄ events are first binned
into nine bins according to the pT of the leading jet (i.e jet with the highest pT , labeled as j1), and
the pT sub-leading jet (i.e jetwith the second highest pT , labeled as j2), as seen in FigureD.12(a).
Then in each pT bin, events are assigned to a signal region (SR) and control regions (CR) based
on a cut m(j1, l1) < 175 GeV and m(j2, l2) < 175 GeV, where m(ji, li) is the invariant mass of
jet ji and its associated lepton li; since tt̄ events with two b-jets (labeled bb) have an upper limit
around the top mass mt = 175 GeV (as seen in Figure D.12(b)), the m(ji, li) cuts will increase
the purity of b-jets in the signal region.

The combinations with non b-jets from the top decay, labeled l, are bl, lb, ll, are constrained from
the CRs, which have a larger non-bb sample fraction compared to the SR. Then finally the SR
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events are classified into the different b-jet tagging working points of theDL1r algorithm [125],
to measure the εb in each DL1r working point as a function of pT through a combinatorial
likelihood approach. This process is illustrated in Figure D.13.
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Figure D.13: An illustration showing the event categorization for measuring εb [125]

In ATLAS there are four default regions used for b-jet tagging with different εb; εb is 60%, 70%,
77%, and 85% where 70% (for example) implies that 70% of the true b-jets are estimated to
be correctly tagged as b-jets in this working point.. Regions with less b-jet tagging efficiency
have better c-jet and light-flavor jet rejection, making these regions ideal for obtaining pure b-
jet samples. Figure 4.9 shows the data to MC correction (also known as scaling factors) for
the measured b-jet tagging efficiencies εb for the four different of the DL1 algorithm, and the
associated uncertainties.

c-jet tagging efficiency calibration

Similar to calibrating b-jet tagging efficiency, c-jet tagging efficiency calibration also uses tt̄
events, but one of the W -bosons is required to decay hadronically, while the other W -boson
is required to decay leptonically to electrons or muons plus a neutrino (referred to as the semi-
leptonic tt̄ process) [126].

First, event selections are applied to reduce the non-semi-leptonic tt̄ processes;

• A lepton selection require a Emiss
T > 20 GeV (to account for the neutrino), and the trans-

verse mass of theW -bosonmT =
√
2 plT E

miss
T (1− cos∆φ) > 40 GeV.

• A baseline jet selection, requires four jets in an event to account for two b-jets from the
top-decay, and two more jets from the W -boson decay. All jets are required to have a
pT > 40 GeV. It should be noted that there are two more jet selections for enhancing
measurements in specific regions.

Then an algorithm, using a likelihood function, assigns the four jets to the tt̄ decay topology;
either the b-jets from the top decay, or the jets from the W -decay. Further selections on the
negative likelihood value to be greater than -48, and requiring the b-jets from the top decay to
be in the very tight 60% b-tagging working point17.

After the selections, a sample that is 99.8% pure in true b-jets coming from a top-decay, with
17The working point has a εb = 58%, with very good rejection on c-jets and light-flavor jets: εc = 2.65%, εlight =

0.051%
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a good reduction in the non-tt̄ background for the jets coming from theW -boson decay is ob-
tained as seen in Figure D.14(a).
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Figure D.14: The data andMC distribution of the jets from theW boson decay as a function of the
tt̄ reco. likelihood and the DDL1r discriminant [126].

The jets from theW -boson decay are then classified into four pT regions (20-40 GeV, 40-65 GeV,
65-140 GeV, and 140-250 GeV), and working points defined using the DL1r discriminant. Fig-
ure D.14(b) shows the jets from the W -boson decay in the default four DL1r working points
used in ATLAS. Next, the εb (εlight) scale factors are applied to the true b-jets (light-flavor jets),
and the remaining c-jets are corrected to real collision data through a χ2 minimization fit to ob-
tain the c-jet scaling factors. Figure D.15 shows two examples of the calibration in specific b-jet
tagging working points.
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Figure D.15: The calibrated c-jet tagging efficiency and scale factors in specific b-jet tagging work-
ing points[126].

Light-flavor jet tagging efficiency calibration

Calibrating the light-flavor jet tagging efficiencies εlight (also referred to as mis-tagging efficien-
cies) is challenging as a consequence of the good rejection of light-jets in the flavor taggingwork-
ing points; there is limited statistics of light-flavor jets to determine εlight accurately. Therefore,
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a sample enriched in light-flavor jets is constructed using a modified DL1r algorithm, known
as the DL1rFlip algorithm, that achieves a lower εb and εc with a moderate εlight, to enhance the
light-flavor jet ratio in the sample.
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Figure D.16: The left plots shows the pT of the leading jet of the selected Z+jets samples. The
right plot shows the signed-longitudinal impact parameter z0 [127].

The modified DL1r tagger method, commonly referred to as the negative tag method, first de-
termines the negative tag rate εdataneg,light in a data sample enriched in light-flavor jets, and then
extracts the real mis-tagging rate εlight in the relevant flavor tagging working points [127]. For
extracting εdataneg,light, a Z+jets sample with the Z-boson decaying to two leptons is used. To re-
duce non-Z+jets background, the invariant mass of the leptons is required to have 81 < mll <

101 GeV, and the event must also contain at least one jet with pT > 20 GeV. Further, the pT of
the Z-boson is required to have pZT > 50 GeV to avoid the mis-modelling in simulation. Fig-
ure D.16(a) shows the normalized MC simulation to data for the leading jet pT , where it is seen
the selected sample is enriched in light-flavor jets.

The negative tag method is based on the assumption that light-flavor jets are mis-tagged as b-
jets due to the finite resolution of the reconstructed inner detector track trajectories and impact
parameters. Under this assumption, signed impact parameters d0 and z0 are expected to be
almost symmetric around zero for light-flavor jets, but not for b-hadrons or c-hadrons due to
their longer decay lengths as seen in Figure D.16(b). Hence, the probability for light-flavor jets
to be mis-tagged remains almost the same after flipping the sign of the impact parameters, and
a good approximation of the light-flavor jet mis-tag rates can be obtained by running the IP2D
and IP3D algorithms with the flipped signs.

Similar features are expected for secondary vertices and signeddecay length significance (which
are seeded from tracks), and hence, the negative tag method can be extended to SV1 and JET-
FITTER algorithms. It should be noted that the flavor tagging algorithms are not retrained, and
uses the same input types but the modified values that are determined from the flipped version
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of the low level flavor tagging algorithms18.

Similar to εb and εc calibration, the εlight calibrations are performed independently in different
pT bins for the different working points of the DL1r algorithm, but utilizing the DL1rFlip dis-
criminant templates. The εdataneg,b, εdataneg,light, and the εlight scale factors are extracted from a binned
fit to themSV templates, while εdataneg,c and the corresponding scale factor is fixed to the MC sim-
ulation value with a 30% uncertainty due to limited sensitivity. The extracted εlight scale factors
are used in the end, with an extrapolation uncertainty from DL1rFlip to DL1r.

18The flipped versions of the low level flavor tagging algorithms are referred to as IP2DNeg, IP3DNeg, SV1Flip,
and JETFITTER-Flip
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E The event selection and categorization

E.1 The flavor tag selection on the additional jets

Figure E.1 shows the case for events with more than two jets, when the additional jets are classi-
fied in the different flavor tag bins. In the zero and one charged lepton channels, if the additional
jets are classified in the CT bin, the event is re-classified to the BCT region due to possibility
that such events are originating from top quark processes.
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Figure E.1: The flavor tag region classification for events with more than two jets, when the addi-
tional non-Higgs candidate jet is tagged in the respective flavor tag bins.

E.2 The ∆R selection

As described in Section 5.3.2, the ∆R(j1, j2) cuts of Table 5.6 are derived from studies in the
2-lepton channel of the resolved V H,H → bb̄ analysis, and the same cuts are then harmonized
between other channels, as well as with the resolved V H,H → cc̄ analysis. This is to be able to
correlate the SR-CR extrapolation uncertainties and normalisation factors between different tag
regions.

Table E.1 details the percentage of signal ending below the∆R(j1, j2) cuts separating the signal
region and the high∆R control region (i.e the cuts in Table 5.6), for each lepton channel in the
V H,H → bb̄ and V H,H → cc̄ analyses working points.

Table E.1: The percentage of signal under the CR cuts of Table 5.6 in various tag regions and
channels. BB is the 2 b-tag working point in the V H,H → bb̄ analysis, and CTCT , CTCL and CTN

are the c-tag working points in the V H,H → cc̄ analysis.

Lepton channel n-jets VHbb in BB VHcc in CTCT VHcc in CTCL VHcc in CTN

0-lepton channel
2 jets 95.812 ± 0.174 % 96.681 ± 0.506 % 93.154 ± 0.374 % 88.122 ± 0.212 %
3 jets 85.490 ± 0.528 % 86.505 ± 0.492 % 79.302 ± 0.336 % 77.476 ± 0.212 %
4 jets 92.306 ± 1.751 % 90.277 ± 0.654 % 83.496 ± 0.441 % 80.559 ± 0.293 %

1-lepton channel 2 jets 95.992 ± 0.185 % 96.503 ± 0.544 % 93.696 ± 0.402 % 90.794 ± 0.229 %
3 jets 83.424 ± 0.523 % 84.159 ± 0.501 % 78.289 ± 0.345 % 78.963 ± 0.222 %

2-lepton channel

2 jets 95.354 ± 0.216 % 96.400 ± 0.698 % 93.929 ± 0.519 % 89.937 ± 0.297 %
3 jets 83.108 ± 0.551 % 84.100 ± 0.644 % 78.124 ± 0.443 % 76.282 ± 0.284 %
4 jets 87.645 ± 1.674 % 84.434 ± 0.825 % 77.878 ± 0.552 % 75.729 ± 0.386 %
≥ 5 jets 90.488 ± 4.983 % 84.205 ± 0.903 % 77.184 ± 0.582 % 73.073 ± 0.454 %

It is clearly seen that the harmonization of the high ∆R(j1, j2) cut to other channels in the
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V H,H → bb̄ analysis yields also the same percentage of signal events under the∆R(j1, j2) cut.
This also holds true for the CTCT region in the V H,H → cc̄ analysis. However, for the CTCL

region and CTN regions in the V H,H → cc̄ analysis, the percentage is slightly lower, especially
in the ≥ 3 jet regions. This is because it is more likely to tag one random light-jet (from ISR
or FSR or pile-up) causing the ∆R(j1, j2) to be higher in the CTCL and CTN tag regions. In
contrast, forBB and CTCT tag regions, it is more likely to catch, in most of the cases, the actual
b/c-jet from the Higgs decay.

Table E.2 and Table E.3 shows the percentage under the CR cut for CTCL and CTN regions
respectively, split in the jet flavor combination. Here, it is clearly seen that the lower signal
percentage for CTCL and CTN regions (as seen in Table E.1) is arising mainly from the mixed-
flavor component.

Table E.2: The percentage of signal under the CR cuts, in the CTCL tag region and split in heavy,
mixed and light flavor combinations.

Lepton channel nJet region Heavy flavor Mixed flavor Light flavor

0-lepton channel
2 jets 94.447 ± 0.383 % 64.891 ± 1.564 % 62.188 ± 47.917 %
3 jets 84.698 ± 0.376 % 47.144 ± 0.668 % 31.825 ± 12.247 %
4 jets 90.688 ± 0.518 % 57.489 ± 0.782 % 54.687 ± 10.955 %

1-lepton channel 2 jets 94.479 ± 0.411 % 77.519 ± 1.861 % 30.264 ± 32.539 %
3 jets 82.220 ± 0.379 % 54.868 ± 0.796 % 33.584 ± 10.483 %

2-lepton channel

2 jets 94.794 ± 0.534 % 78.228 ± 2.182 % 76.334 ± 53.218 %
3 jets 82.041 ± 0.487 % 56.103 ± 1.007 % 54.083 ± 22.429 %
4 jets 83.764 ± 0.641 % 57.810 ± 1.038 % 66.948 ± 14.938 %
≥ 5 jets 84.582 ± 0.722 % 60.912 ± 0.952 % 59.696 ± 8.151 %

Table E.3: The percentage of signal under the CR cuts, in the CTN tag region and split in heavy,
mixed and light flavor combinations.

Lepton channel nJet region Heavy flavor Mixed flavor Light flavor

0-lepton channel
2 jets 93.998 ± 0.247 % 68.304 ± 0.399 % 69.579 ± 16.594 %
3 jets 90.049 ± 0.291 % 56.590 ± 0.290 % 48.255 ± 5.459 %
4 jets 95.175 ± 0.443 % 64.777 ± 0.378 % 57.257 ± 4.727 %

1-lepton channel 2 jets 93.949 ± 0.266 % 78.930 ± 0.466 % 75.595 ± 13.910 %
3 jets 87.508 ± 0.299 % 62.958 ± 0.332 % 61.192 ± 6.754 %

2-lepton channel

2 jets 93.958 ± 0.348 % 78.110 ± 0.560 % 82.093 ± 18.048 %
3 jets 87.022 ± 0.390 % 60.808 ± 0.400 % 63.880 ± 8.377 %
4 jets 90.425 ± 0.601 % 62.389 ± 0.488 % 59.151 ± 6.538 %
≥ 5 jets 90.425 ± 0.815 % 62.748 ± 0.534 % 62.201 ± 5.008 %
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E.3 The percentage of events in the analysis regions

Zero charged lepton channel - BB tag region

< 250 GeV150 GeV < < 400 GeV250 GeV <

Figure E.2: Contribution of signal and background in the analysis regions of theBB-tag region in
the zero charged lepton channel.

Zero charged lepton channel - CTCT tag region

Figure E.3: Contribution of signal and background in the analysis regions of the CTCT -tag region
in the zero charged lepton channel. Mid pVT , High pVT , and Very high pVT stand for the 150 GeV <
pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400 GeV regions.
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Zero charged lepton channel - CTCL tag region

Figure E.4: Contribution of signal and background in the analysis regions of the CTCL-tag region
in the zero charged lepton channel. Mid pVT , High pVT , and Very high pVT stand for the 150 GeV <
pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400 GeV regions.

Zero charged lepton channel - CTN tag region

Figure E.5: Contribution of signal and background in the analysis regions of the CTN -tag region
in the zero charged lepton channel. Mid pVT , High pVT , and Very high pVT stand for the 150 GeV <
pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400 GeV regions.
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0L channel - BCT tag region 0L channel - CLN tag region

Figure E.6: Contribution of signal and background in the analysis regions of the BCT -tag and
CLN regions in the zero charged lepton channel. Mid pVT , High pVT , and Very high pVT stand for
the 150 GeV < pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400 GeV regions.

One charged lepton channel - BB tag region

< 150 GeV75 GeV < < 250 GeV150 GeV < < 400 GeV250 GeV <

Figure E.7: Contribution of signal and background in the analysis regions of theBB-tag region in
the one charged lepton channel.
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One charged lepton channel - CTCT tag region

Figure E.8: Contribution of signal and background in the analysis regions of the CTCT -tag region
in the one charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.

One charged lepton channel - CTCL tag region

Figure E.9: Contribution of signal and background in the analysis regions of the CTCL-tag region
in the one charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.
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One charged lepton channel - CTN tag region

Figure E.10: Contribution of signal and background in the analysis regions of the CTN -tag region
in the one charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.

1L channel - BCT tag region 1L channel - CLN tag region

Figure E.11: Contribution of signal and background in the analysis regions of the BCT -tag and
CLN regions in the one charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand
for the 75 GeV < pVT < 150 GeV, 150 GeV < pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400
GeV regions.
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Two charged lepton channel - BB tag region

< 150 GeV75 GeV < < 250 GeV150 GeV < < 400 GeV250 GeV <

Figure E.12: Contribution of signal and background in the analysis regions of the BB-tag region
in the two charged lepton channel.

Two charged lepton channel - CTCT tag region

< 150 GeV75 GeV < < 250 GeV150 GeV < < 400 GeV250 GeV < > 400 GeV

Figure E.13: Contribution of signal and background in the analysis regions of theCTCT -tag region
in the two charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.
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Two charged lepton channel - CTCL tag region

< 150 GeV75 GeV < < 250 GeV150 GeV < < 400 GeV250 GeV < > 400 GeV

Figure E.14: Contribution of signal and background in the analysis regions of theCTCL-tag region
in the two charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.

Two charged lepton channel - CTN tag region

< 150 GeV75 GeV < < 250 GeV150 GeV < < 400 GeV250 GeV < > 400 GeV

Figure E.15: Contribution of signal and background in the analysis regions of the CTN -tag region
in the two charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand for the 75
GeV< pVT < 150GeV, 150 GeV< pVT < 250GeV, 250 GeV< pVT < 400GeV, and pVT > 400GeV regions.
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Two charged lepton channel - CLN tag region

Figure E.16: Contribution of signal and background in the analysis regions of the BCT -tag and
CLN regions in the two charged lepton channel. Low pVT , Mid pVT , High pVT , and Very high pVT stand
for the 75 GeV < pVT < 150 GeV, 150 GeV < pVT < 250 GeV, 250 GeV < pVT < 400 GeV, and pVT > 400
GeV regions.
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F Truth flavor tagging

This appendix details some in depth explanation on truth flavor tagging, and also shows some
additional performance plots not detailed in the main section.

F.1 The GNNmodel architecture

As discussed in Section 6.2.2, the inputs to the GNN are fully connected graphs, with each node
representing a jet in the event with nine input features. The input graph passes through several
message passing networks that update the representation of the nodes, while also taking into
account the information of the neighboring nodes linked by the edges. Each linear layer in the
network is followed by a rectified linear activation function. Then a second fully connected
network (referred to as the jet efficiency network) updates the input node representations, and
the last layer (which is followed by a normalised exponential activation) outputs the flavour
tagging efficiency for each jet, per each flavor tag bin. An illustration of the GNN model is
shown in the Figure F.1, and a detailed explanation can be found in references [130, 137].

Figure F.1: The network architecture of the GNNmodel used for parameterising the flavor tagging
efficiencies in truth flavor tagging [130].

F.2 Exclusive truth tagging vs inclusive truth tagging

Exclusive truth tagging is chosen when a veto is applied on the additional jets (i.e - the non-
Higgs candidate jets). This is the case for VHbb, where we have a veto on additional b-tagged
jets. Hence, an example of the computed weight (when picking 2 out of 3 jets) is,

P (2tag3jet|θ) =εj1(x|θ) · εj2(x|θ) · (1− εj3(x|θ))
+ εj1(x|θ) · (1− εj2(x|θ)) · εj3(x|θ) + (1− εj1(x|θ)) · εj2(x|θ) · εj3(x|θ)

(F.1)

If we apply exclusive truth tagging in VHcc, the probabilities will be as shown in figure 6.3.
However, in VHcc we do not require a veto on additional jets that are c-tagged, and this is
reflected on the calculation of the weights. This approach is known as inclusive truth tagging,
and the re-calculated weight can be shown like below (note that there is still a b-veto on the 3rd
jet).

P (2tag3jet|θ) = εLj1ε
L
j2(1− εb70j3 ) + εLj1ε

T
j2(1− εb70j3 ) + εTj1ε

L
j2(1− εb70j3 ) + εTj1ε

T
j2(1− εb70j3 ) + ..... (F.2)
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F.3 Truth tagging strategy in the V H,H → bb̄/cc̄ analysis

Table F.1 shows the final strategy adopted for truth flavor tagging in the V H,H → bb̄/cc̄ anal-
ysis, while Figure F.2 shows an illustration of the truth flavor tagging in the BB and CTCT tag
regions.

Table F.1: The different strategies used for truth tagging. The abbreviations DT and TT used above
stand for direct tag and truth tag respectively. WP stands for working point.

VHbb resolved VHbb boosted VHcc

Hybrid tagging Yes (b-jets are DT’d) No (fully TT’d) No (fully TT’d)
Truth tag WP 70% b & 70% b 85% b & 85% b c-tight & c-tight

MC stat. % for TT regions 100% 100% 8%

V+jets hybrid tagged truth tagged truth tagged
single-top s/t hybrid tagged truth tagged truth tagged
single-top Wt direct tagged truth tagged direct tagged

tt̄ direct tagged truth tagged direct tagged
diboson direct tagged direct tagged direct tagged
signal direct tagged direct tagged direct tagged
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Figure F.2: An illustration showing truth flavor tagging in the BB and CTCT tag regions. The
green events in the kinematic distribution shows events that are originally enter the BB or CTCT

tag regions, while red events are originally classified in other tag regions through direct flavor
tagging. As the figure illustrates, all green and red events are used to populate the kinematic
distributions in truth flavor tagging.

F.4 Strategy in the V H,H → cc̄ analysis

Due to technical reasons, the choice of the DL1r working point should be the same for all the
jets, which limits the application of truth flavor tagging in the V H,H → cc̄ analysis regions.
Due to this limitation, the truth flavor tagging can only be implemented in a limited number
of choices in the V H,H → cc̄ analysis regions. Figure F.3 shows the three choices, or strategies,
that were considered in the analysis.

When considering the three strategies, priority is given to include theCTCT tag region, since it is
the most sensitive region to the V H,H → cc̄ signal; reduction of theMC statistical uncertainties
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Figure F.3: The three different strategies investigated for truth flavor tagging. The green and blue
regions are populated by truth tagging, and the grey and yellow regions are populated with direct
flavor tagging. Green and yellow regions are the regions that are used in the analysis.

are crucial in the CTCT region through truth flavor tagging. The BB tag region is ignored in
the considerations, since it is populated independently.

• Strategy 1 gives the signal regionsCTCT ,CTCL,CTN aswell as the top quark bq processes
control region BCT through truth flavor tagging. However, the CLN control region for
V+light flavor jets needs to be populated using direct flavor tagging19.

• Strategy 2 gives the signal regionsCTCT ,CTCL through truth flavor tagging, aswell as the
region CLCL that is not used in the analysis. Other regions CTN , BCT and CLN requires
to be populated through direct flavor tagging.

• Strategy 3 gives only the signal region CTCT through truth flavor tagging. All other re-
gions CTN , BCT and CLN requires to be populated through direct flavor tagging.

It is important to remind that none of the strategies can produce all required regions through
truth flavor tagging, and some regions need to be produce through direct flavor tagging. Hence,
as a consequence there will be an overlap of MC events between the truth flavor tagged regions,
and direct flavor tagged regions. To avoid this issue, and to reduce the burden on the number
of times the flavor tagging selection is repeated, a percentage of events will be split for truth
flavor tagging, and the remaining events are used for direct flavor tagging.

The percentage to split the events can be estimated by comparing the trend of the ratio be-
tween the actual MC statistical uncertainty, and the expected data statistical uncertainty, which
is shown in Figure F.4. The ideal percentage lies in the region between the intersection of the
solid curve with the dotted curves, and where the solid curves reach 1. The former condition
is to ensure there is a merit of using truth flavor tagging (compared to direct flavor tagging) to
populate the regions, while the latter condition is to ensure other regions have adequate MC
statistics through direct flavor tagging.

19To populate the CLN also with truth flavor tagging, one needs to include CLCL and BCL regions not used in
the analysis, which is not optimum.
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Figure F.4: The ratio between the MC statistical uncertainty vs the expected data statistical un-
certainty, at different percentages of splitting the simulated samples for truth flavor tagging and
direct flavor tagging.

The percentage to split the events was decided at 80% for strategy 1, 30% for strategy 2, and 8%
for strategy 3. Finally, strategy 3 was adopted in the analysis.
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F.5 Additional closure plots in the V H,H → cc̄ regions

This section summarizes some additional plots showing the closure between direct flavor tag-
ging, and the GNN based truth flavor tagging in the CTCT region (i.e the V H,H → cc̄ signal
region).
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Figure F.5: The closure between direct flavor tagging and the GNN based truth flavor tagging for
the angular separation ∆R(j1, j2) between the Higgs candidate jets, in the CTCT working point.
mf and 1L are abbreviations for mixed flavor and the one charged lepton channel.
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Figure F.6: The closure between direct flavor tagging and the GNN based truth flavor tagging for
mj1j2 and BDT in theCTCT working point. 1L is an abbreviation for the one charged lepton channels.
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F.6 Additional closure plots in the V H,H → bb̄ regions

This section summarizes some additional plots showing the closure between direct flavor tag-
ging, and the GNN based truth flavor tagging in the BB region (i.e the V H,H → bb̄ signal
region).
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Figure F.7: The closure between direct flavor tagging and the GNN based truth flavor tagging for
mj1j2 and BDT output, in the BB region. mf is an abbreviations for mixed flavor, while 1L and 2L
are abbreviations for the one charged lepton and two charged lepton channels.

The two plots below show the modeling of the W+light flavor background, where the direct
tagged distributions are seen to be very depleted in MC statistics. In such distributions, an
event with large MCweights can appear as seen in Figure F.8(a). However, truth flavor tagging
managed to model these distributions much smoother.
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Figure F.8: The closure between direct flavor tagging and the GNN based truth flavor tagging
for mj1j2 and BDT output, in the BB region. lf is an abbreviation for light flavor, while 1L is an
abbreviation for the one charged lepton channel.
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G The multivariate analysis

G.1 The V H,H → bb̄ MVA

In the V H,H → bb̄ analysis uses gradient boosting for the resolved regime (pVT < 400 GeV),
while AdaBoost is used for the boosted regime (pVT > 400 GeV).

G.2 Transformation D

The merging (or re-mapping) using transformation D can be described using the formula in
Equation G.1,

Zi(j, k) ≡ zs
ns(j, k)

Ns
+ zb

nb(j, k)

Nb
, (G.1)

where, Zi(j, k) is the ith bin of the transformed distribution, obtained frommerging all the bins
in the range≥ j and≤ k. ns(j, k) and nb(j, k) are the original number of signal and background
present in the same range. Ns and Nb are the total number of signal and background events,
respectively. Then, zs and zb are parameters used to tune the merging.

The bins are merged from the right-most bin (referred to klast), by merging bins to the left of
klast one after the other. Then, at each step the below conditions are checked.

• If the computed value of Zi(j, klast) is > 1.

• If the statistical uncertainty (of the merged bin) is < 20%.

• If the yield (signal + background) is ≥ 3 events.

Once all the above three conditions are met at a particular bin j, all the bins between j and
klast, and including j and klast, are merged into a single bin. Then this process is repeated by
setting klast = j − 1, and it stops when the first bin (or the left most bin in the original distri-
bution) is reached. After Transformation D, the bins will have different widths, but for better
visualization, the bins are shown equidistant in the new BDT distributions.

The parameters zs and zb are tuned such that the number of bins have enough statistics while
ensuring good sensitivity to the signal. The final choices of these parameters are detailed in the
Table G.1.

Table G.1: The values of the parameters zs and zb used in Transformation D, in different V H,H →
cc̄ phase spaces.

Tag region
75 GeV < pVT < 150 GeV 150 GeV < pVT < 250 GeV pVT > 250 GeV

zs zb
0L/1L 2L

zs zb
zs zb zs zb

TT 5 3 5 3 2 2 2 2
LT/XT 10 5 10 5 5 5 5 3
Other 10 5 10 5 10 5 10 5
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H Fit framework and results

H.1 Treatment of nuisance parameters

The nuisance parameters that have shape effects are introduced as alternate templates to the
fit model. However, since statistical fluctuations on templates could create artificially large un-
certainties in certain bins, this may lead to over constraining nuisance parameters when fitting.
Over constraining a nuisance parameter will not give the required systematic variation in re-
gions where the signal strength is measured, and may lead to a biased measurement. To pre-
vent this, a smoothing of the alternate template is done; the bins in the template are iteratively
re-binned until the statistical uncertainty is less than 5% in the set of bins.

The fit model used in the analysis has a large number of nuisance parameters as discussed in
the previous sections, but some nuisance parameters have negligible systematic variation on the
signal and background templates used in the fit. Excluding such nuisance parameters, which is
known as pruning, helps with the computation time as well as the convergence on the fit. In the
fit model, nuisance parameters that are having systematic effects like below are pruned when
fitting20.

• Nuisance parameters having normalization effects smaller than 0.5%.

• Nuisance parameters having shape effects where none of the bins have a variation above
0.5% with respect to the nominal template21.

• In regions where the signal to background contribution is more than 2% (sensitive re-
gions), nuisance parameters for background processes having less than 2% of the signal
yield.

• In non-sensitive regions, nuisance parameters that have a variation of less than 0.5% of
the total background.

H.2 Different fit diagnostics

The effect of the nuisance parameters on the fit is determined through dedicatedmeasurements.

Pulls and Constraints

The deviation of the post-fit value θ̂ of a nuisance parameter from its nominal value θ0 in terms
of the standard deviation σθ0 is known as the pull,

pull = θ̂ − θ0
σθ0

= θ̂ , (H.1)

where by definition θ0 = 0 and σθ0 = 1. For normalization factors the pre-fit nominal value
τ0 = 1, and since normalization factors ~τ are not associated to any prior, the fitted values are
given directly.

20The pruning is done separate for each nuisance parameter, separately for different processes, and separate in
the regions.

21Nominal templates are the default signal and background template introduced to the fit model.
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The decrease in the variance of the nuisance parameter after performing the fit is known as the
constraint, and indicates the certainty with which the NP is known. The uncertainty on the
pull is calculated using a covariance matrix, which is given by the inverse Hesse matrix about
the point of maximal likelihood. If the fit model is able to extract more information on a given
nuisance parameter, then the resulting uncertainty will be smaller than unity and the fit will
constrain the specific nuisance parameter.

Ranking

To determine the impact that a nuisance parameter θi has on the signal strength µ, a likeli-
hood scan is performed by fixing the value of the nuisance parameter θi to the scanning point
and refitting all the other nuisance parameters θj 6=i. The scan is continued until the negative
log-likelihood difference with respect to the nominal fit reaches 1

2 . This point marks the +1σ

impact of this nuisance parameter on the signal strength, and the scan is repeated starting from
the nominal position into the other direction to get −1σ impact. Finally the impact of the nui-
sance parameters on the signal strength µ is ranked to determine the most important nuisance
parameters in the analysis.

Correlation matrix

Correlationmatrices show the correlation between apair of nuisance parameters or POI’s, where
only the nuisance parameters that have at least one correlation larger than a certain threshold
are shown in the matrix. Note that uncertainties not shown in the below plots are pruned.
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H.3 Pull plots for nuisance parameters and normalisation factors

The pulls on the normalisation factors and nuisance parameters, defined in Appendix H.2, are
shown in Figures H.1 to H.6.

Figure H.1: The pulls on the normalisation factors andW+jets modelling uncertainties.
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Figure H.2: The pulls on theW+jets, Z+jets and top-quark process modelling uncertainties.
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Figure H.3: The pulls on the top-quark process, diboson, multi-jet and VH signal modelling un-
certainties.
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Figure H.4: The pulls on the VH signal modelling and jet-flavor tagging uncertainties.
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Figure H.5: The pulls on the jet-flavor tagging, lepton, jet, and Emiss
T uncertainties.

Figure H.6: The pulls on the luminosity and other uncertainties.
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H.4 The ranking of nuisance parameters

Figure H.7 shows the ranking of the top 20 nuisance parameters and normalisation factors af-
fecting the measurement of µV H,H→cc̄.

Figure H.7: The ranking of the top 20 nuisance parameters and normalisation factors affecting
µV H,H→cc̄.
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H.5 The results of the 6POI fit

For the six POI fit, the signal strengths are obtained as,

µV H,H→bb̄ (0 lepton) = 0.84+0.25
−0.23 = 0.84 +0.18

−0.17 (statistical)
+0.18
−0.15 (systematic),

µV H,H→bb̄ (1 lepton) = 0.95+0.21
−0.20 = 0.95 +0.14

−0.14 (statistical)
+0.16
−0.14 (systematic),

µV H,H→bb̄ (2 leptons) = 0.92+0.28
−0.25 = 0.92 +0.21

−0.21 (statistical)
+0.18
−0.14 (systematic),

µV H,H→cc̄ (0 lepton) = −5.7+8.6
−8.6 = −5.7 +6.8

−6.6 (statistical)
+5.3
−5.5 (systematic),

µV H,H→cc̄ (1 lepton) = 3.8+9.0
−8.6 = 3.8 +6.2

−6.1 (statistical)
+6.5
−6.1 (systematic),

µV H,H→cc̄ (2 leptons) = 4.3+9.2
−8.6 = 4.3 +7.6

−7.3 (statistical)
+5.2
−4.5 (systematic).

which is consistent to the standard model prediction of µ = 1, within uncertainties.

H.6 The correlation matrices

The correlation matrices for the four POI signal strengths is shown in Figure H.8(a), where
The correlation between the ZH,H → cc̄ and WH,H → cc̄ signal strengths are at 1%. The
correlation matrices for the six POI signal strengths is shown in Figure H.8(b), where the large
correlations between the zero charged lepton channel, with the one and two charged lepton
channels, could be attributed to the extrapolations of th different background normalisation
from the one and two charged lepton channels to the zero charged lepton channels22.
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(b) Six POI correlation.

Figure H.8: The correlation plots for the signal strengths between µV H,H→cc̄ and µV H,H→bb̄. Four
POI corresponds to a fit where the two POI’s are de-correlated for the ZH andWH processes, and
six POI corresponds to a fit where the two POI’s are de-correlated for the charged lepton channels.

22For example, if the Z+ heavy flavor background normalisation constrained in the two charged lepton channel
gets smaller, signal strengths in both the zero and two charged lepton channels will be increased to increase the
signal yield.
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Figures H.9 to H.11 shows the correlation matrices between the signal strengths and several
nuisance parameters which have large correlations with the signal strengths, for the two POI,
four POI, and six POI fits.
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Figure H.9: The correlation of signal strengths and systematic uncertainties in the two POI fit.
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Figure H.10: The correlation of signal strengths and systematic uncertainties in the four POI fit.
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Figure H.11: The correlation of signal strengths and systematic uncertainties in the six POI fit.
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H.7 Data and MC distributions for ∆ R control regions
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Figure H.12: Post-fit distributions for the high ∆R control region of the CTN -tag region in the
respective charged lepton channels.
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Figure H.13: Post-fit distributions for the high ∆R control region of the CTCL-tag region in the
respective charged lepton channels.
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Figure H.14: Post-fit distributions for the high ∆R control region of the CTCT -tag region in the
one and two charged lepton channels.
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FigureH.15: Post-fit distributions for the low∆R and high∆R control region of theBB-tag region
in the one and two charged lepton channels.
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H.8 Data and MC distributions for top process control regions
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Figure H.16: Post-fit distributions for the top bq control region (i.e the BCT -tag region) and the
top eµ control regions in the respective charged lepton channels.
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H.9 Data and MC distributions for V+light jet control regions
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Figure H.17: Post-fit distributions for the V+light jet control region (i.e the CLN -tag region) in
the respective charged lepton channels.
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