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 A B S T R A C T

This study focuses on thermal transport at the interface between solid and liquid with various cuboid 
nanostructure systems. We calculated the solid–liquid interfacial thermal resistance (ITR) and the distribution 
of local ITRs with a 0.2 nm spatial resolution. The results were obtained using non–equilibrium molecular 
dynamics. Applying a thermal circuit model, we computed the thermal resistance by combining the local ITRs. 
Also, we introduced spectral analysis to explain the distribution of local ITR magnitudes. As a result, we found 
that the local ITRs decreased at the top corner of the nanostructure and increased at its base. The thermal 
transport at the top corner contributed significantly to the total thermal transport at the solid–liquid interface. 
It was revealed that the ratio of the overall ITR to the combined local ITRs agreed with the ratio of the area 
of a flat surface to the area along the lower wall and the nanostructure, including the Cassie–Baxter state, 
only when the local temperature jumps around the interface are closely similar i.e. the interaction strength 
between solid and liquid is not extremely high. Moreover, from spectral analysis of solid atoms, we found that 
the vibrational density of states (VDOS) and the spectral heat flux of the solid atoms at the top corner of the 
nanostructure peaked in a low–frequency range and the VDOS overlap became higher at the top corner in all 
cases. This strong vibrational coupling is another factor contributing to the lowest local ITR at the top corner 
of the nanostructure.
1. Introduction

In recent years, due to the miniaturization and densification of 
electric devices, properties of physical quantities such as thermal trans-
port have attracted attention at the nanoscale [1,2] because they 
are crucial for thermal management in microdevices [3,4]. Numerous 
technologies have been developed utilizing thermal transport between 
different materials, such as heat exchangers in air conditioners and heat 
sinks in electronic devices [5–7]. Therefore, it is highly desired across 
various fields to improve the performance of these devices related to 
thermal transport [8]. The interfacial thermal resistance (ITR) becomes 
dominant at the nanoscale, thus it is essential to understand the ITR in 
detail in order to elucidate the thermal transport mechanisms at the 
solid–liquid interface. It is known that the ITR significantly influences 
the overall thermal resistance compared to the thermal resistance of 
the material themselves [9]. Nanoscale analysis of the thermal trans-
port at a solid–liquid interface began with a study on the Kapitza 
length [10]. There is a substantial temperature difference (also called 
‘‘temperature jump’’) at the solid–liquid interface, sufficient to interfere 
with energy or phonon transport [11]. These characteristics at the 
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interface contribute to the motivation for facilitating interfacial thermal 
transport [12].

Up to now, researchers have conducted a lot of experimental inves-
tigations on microscale thermal transport. Ulman [13] reported that the 
wettability was controlled by a coating of self–assembled monolayers 
(SAMs). Due to the influence of the SAMs, the interaction strength 
between solid and liquid changes. A similar study by Tian et al. [14] 
revealed that the interfacial thermal conductance (ITC), which is the 
reciprocal of ITR, became large due to the influence of the coated solid 
surface. Wilson et al. [15] suggested that the ITC between hydrophilic 
gold nanoparticles and water was within a factor of 2 of theoretical 
estimates based on the diffuse–mismatch model. Recent research using 
a thermal circuit model (TCM) at the macroscale proved that a designed 
thermal circuit could be utilized for the reliability analysis of the 
heat sink under long–term load profiles when the thermal dissipa-
tion performance decreases [16]. The authors modeled the effects of 
impurities on the heartsink’s thermal dissipation performance using 
the TCM as several tunable thermal resistances whose value can be 
adjusted according to the impurity distribution and demonstrated that 
the temperature of heat sinks can be accurately and quickly estimated 
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under various reliability conditions. For TCM applications on a smaller 
scale, Ishii et al. [17] modeled the change in resistance due to a phase 
change and revealed that the phase change model could be expressed 
by connecting three models with different melting points and latent 
heat amounts in parallel resulting in validation of the experimental 
measured and calculated values.

Since it is challenging to experimentally investigate the thermal 
transport characteristics at the nanoscale over nanoseconds, many 
studies using the molecular dynamics (MD) method have been re-
ported [18–20]. Those studies have calculated the ITRs by MD. Using 
MD simulations, it was shown that the ITR of the interfacial re-
gion decreased as the nanostructure gaps became narrower [21]. Gao 
et al. [22] investigated the effect of mechanical interfaces with sub–nm 
roughness and concluded that the maximum change in ITC is about 
21 times even at the same root–mean–square roughness. Shibahara 
et al. [23] researched the effects of nanostructural clearances on ITR. 
They utilized a classical MD simulation in the case of the Lennard–
Jones (LJ) liquid and found that in the case of a modified surface 
at the nanoscale, the ITR is dependent on the potential parameter 
between liquid molecules and nanostructure atoms itself rather than 
the geometric surface area. Qu et al. [24] found that introducing a 
0.5–nm–thick amorphous–silicon layer increases the ITC between sil-
icon and diamond by more than 38% compared to that between silicon 
and diamond without the amorphous–silicon layer. Also, they revealed 
that the increase of the ITC with increasing temperature can be mainly 
attributed to the scattering between inelastic phonons at the interface. 
Ueki et al. [25] reported that a layer of hydrophilic nanoparticles 
was able to decrease the solid–liquid ITR. It has become evident that 
vibrational properties are a significant factor in thermal transport at 
the nanoscale [26]. Wei et al. [27] investigated the interfacial thermal 
transport through adsorption clusters and discovered that the vibration 
frequencies become dominant in thermal transport with the increase 
of adsorption amount. Fujiwara et al. [28] suggested that a structured 
surface in the atomic scale can alter the magnitude of the overall 
ITR, which leads to altering the spectra of thermal transport at the 
interface. According to El–Rifai et al. [29], the vibrational density of 
states (VDOS) exhibits the availability of frequency range, and the 
spectral heat flux (SHF) expresses the utilization of those for thermal 
transport. Also, they reported that a greater increase in the utilization of 
the mid–high frequency range caused a ‘‘crossover’’ in the relationship 
between the ITC and the interaction strength between solid and liquid.

A study using a calculation model in the Cassie–Baxter (CB) state 
showed that the ITC of larger grooves and hydrophobic states became 
low and the ITC of the groove surface in a hydrophilic state was 
approximately twice that of the flat surface [30]. The ITR increased 
as the nanostructure gap became narrower due to the CB state [21]. 
Jiang et al. [31] used TCMs to predict ITRs between water and a nanos-
tructure surface in the case of the CB state and found that the TCMs 
accurately forecast the ITRs of nanostructure surfaces in Cu–water 
systems. Another study has investigated the local ITR with a 0.2 nm 
spatial distribution [32]. Due to the existence of the nanostructure on 
a surface, the overall ITR decreased and the spatial distribution of local 
ITR fluctuated corresponding to the interaction strength between solid 
and liquid. By using the TCM, they revealed that the overall ITR agreed 
with the combined local ITRs within certain errors considering the 
magnification ratio of the surface area. Also, the relationship between 
the coupling of vibrational properties and local ITRs was investigated. 
However, the reason why the two ITRs do not completely agree or 
whether those ITRs match in the case of different sizes of nanostructure 
and the case of the CB state is still not fully understood.

Based on the above, the objective of the present study is to in-
vestigate the general relationship between the overall ITR and the 
local ITR in detail by applying non–equilibrium molecular dynamics 
(NEMD) simulation with a cuboid–structured surface at the atomic 
scale. In the present study, we calculate the local thermal transport 
with a spatial distribution of 0.2 nm using MD simulations of both 
2 
the Wenzel (W) and CB state. To understand the influence of local 
ITRs and the relationship between the overall ITR and the combined 
local ITRs for nanoscale engineering, we employed the Pt–Ar system 
since it allows us to observe simple thermal transport process at the 
nanoscale. Subsequently, the relationship between the local ITRs and 
the interaction strength between solid and liquid is investigated in 
detail. The reason why the ratio of the overall ITR to the combined 
local ITRs agrees with the ratio of a flat surface area to the area 
along the bottom wall and the nanostructure within certain errors has 
been investigated by altering the nanostructure size and the number 
of liquid molecules between the nanostructures. Moreover, vibrational 
properties at the solid–liquid interface are also computed to investigate 
the influence of local ITRs.

2. Simulation methods

In the present study, we employed the three calculation systems 
shown in Fig.  1. In these systems, liquid argon molecules are sand-
wiched between solid platinum walls. Three different cuboid nanostruc-
tures indicated as ‘‘Slit (I)’’, ‘‘Slit (II)’’ and ‘‘Slit (III)’’ were installed on 
the lower wall surface. Slit (I) has a nanoslit with a size of 1.57×1.57×
3.92 nm3, Slit (II) has a nanoslit with a size of 2.74 × 1.57 × 3.92 nm3, 
and in the case of Slit (III), Pt atoms in a row in the middle of the 
lower wall surface, which is the smallest possible cuboid structure. For 
the purposes of this study, we refer to Slit (III) as an ‘‘adatom system’’. 
Slit (II) was mainly used to observe the CB state, which is the case 
where few fluid molecules exist between the nanostructures. Since we 
built Slit (III) based on a flat surface model, the system length in the 
𝑧 direction of Slit (III) is shorter than those of Slit (I) and Slit (II). The 
intermolecular forces were calculated using the 12–6 LJ potential [33] 
as described in Eq. (1)

𝜙𝑖𝑗 (𝑟𝑖𝑗 ) = 4𝛼𝜀𝑖𝑗

{

(𝜎𝑖𝑗
𝑟𝑖𝑗

)12
−
(𝜎𝑖𝑗
𝑟𝑖𝑗

)6}

(1)

where 𝜀𝑖𝑗 and 𝜎𝑖𝑗 are LJ parameters, and 𝑟𝑖𝑗 is an intermolecular 
distance between two particles [34,35].

We used a cut–off distance of 3.3𝜎. An interaction strength pa-
rameter 𝛼 was introduced to represent different interaction strengths 
between Pt and Ar. For calculations between homogeneous particles, 𝛼
was considered to be unity. In the case of Slit (I), we altered the value of 
𝛼 from 0.05 to 0.3. In general, 𝛼 = 0.05 corresponds to the wettability 
of an argon droplet on a platinum crystal surface with contact angles 
𝜃 = 100◦ and a value of 𝛼 = 0.1 corresponds to that of 𝜃 = 0◦ [36]. 
Thus, 𝛼 greater than 0.1 represents an extremely strong adsorption of 
liquid molecules as chemisorption. We set it to 0.1 for the upper wall 
and 0.03 for the lower wall in the case of Slit (II) to achieve the CB 
state. Also, in the case of Slit (III), we set it from 0.04 to 0.3. The leap–
frog method was used for numerical integration with a time step of 2 
fs. Periodic boundary conditions were applied in the 𝑥 and 𝑦 directions, 
while the outermost layers of both walls were fixed in the 𝑧 direction. 
Solid walls and a nanostructure were arranged in the face-centered 
cubic crystal of Pt. Liquid molecules are in contact with the surface 
(1 0 0) lattice plane on the upper and lower walls and the top surface 
of the nanostructure, and with the surface (0 1 0) plane on the sides of 
the nanostructure. We adjusted the pressure of the calculation system 
to approximately 10 MPa by controlling the number of Ar molecules in 
the system. The exception was when we observed the CB state in the 
case of Slit (II), when the pressure was set to 1.3 MPa. Temperature 
control of the solid wall was performed by the Langevin method, which 
allows to generate a constant temperature gradient in the 𝑧 direction. 
The temperatures of the upper and lower walls were set to 130 K and 
80 K, respectively. A steady state was achieved through calculations for 
over 2 ns. Subsequently, we acquired the calculation data on various 
physical quantities for 10 ns.
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Fig. 1. Snapshots of calculation systems.
2.1. Interfacial thermal resistance

When the overall ITR is defined in the same manner as a thermal 
resistance in general thermal engineering, the following equation holds: 

𝑅th = 𝛥𝑇 ∕𝑞 (2)

where 𝑅th [m2K/W] represents the overall ITR, 𝛥𝑇  [K] represents the 
difference between the temperatures of solid and liquid at an interface, 
and 𝑞 [W∕m2] represents the heat flux across the solid–liquid interface. 
The overall temperature difference is obtained by extrapolating the 
temperature distributions of liquid and solid from the bulk–like region, 
where the interaction force on liquid molecules from solid atoms be-
comes extremely small compared to that between liquid molecules, and 
from the second solid layer from the Langevin layer, respectively, to 
a distance equivalent to one quarter of the Pt lattice constant away 
from the initial solid configuration. Similarly to the overall ITR, we 
calculated the local ITRs to investigate local thermal transport along 
the solid–liquid interface with a nanostructure in detail. The local ITR 
at the local interface 𝑘 is defined as below. 
𝑅𝑘 = 𝛥𝑇𝑘∕𝑞𝑘 (3)

where 𝛥𝑇𝑘 [K] represents the local temperature difference, and 𝑞𝑘
[W∕m2] represents the local heat flux. Local solid–liquid interfaces are 
defined as shown in Fig.  2. Similar to the previous study [32], with a 
spatial resolution of about 0.2 nm, 32 local solid–liquid interfaces were 
introduced along the lower wall and the nanostructure in the case of 
Slit (I) and Slit (II). The area of local interfaces is 0.2×3.9 nm2 (shown 
in green) except that of the top corner. The area of the top corner of the 
nanostructure is twice the area of others (shown in red). In the case of 
Slit (III), the local area at the position of the adatom is defined to be the 
same as the areas of other local interfaces (shown in green) and there 
are 20 local interfaces in total. Further, the local temperature difference 
was calculated by using the average temperature of solid atoms and that 
of liquid molecules contacting with the local interface. In the present 
study, each local temperature of both solid and liquid is obtained with 
a spatial distribution of 0.2 nm. A local heat flux is distributed at a 
local interface where the line segment connecting pairs of solid atoms 
and liquid molecules intersects as shown in Fig.  3. First, consider a 
line segment connecting an Ar molecule and a Pt atom pair interacting 
with each other (purple arrowhead). Then, find the intersection with 
the line segment representing the solid–liquid interface is calculated. 
Finally, determine which local interface the intersection of the two line 
segments belongs to. Only for the local heat flux at the adatom in the 
case of Slit (III), the local heat flux is calculated by the local thermal 
transport received by the adatoms since we considered the Slit (III) 
system has almost the same contact area of the bottom wall as that 
of the flat surface model.
3 
When applying the TCM, these local ITRs can be assumed to form 
a parallel thermal circuit as shown in Fig.  4. Therefore, considering 
the area of the local interface and the area along the lower wall and 
the nanostructure, the thermal resistance combined with local ITRs is 
calculated by 

𝑅cir =
𝐴nano

∑

𝑘 𝐴𝑘∕𝑅𝑘
(4)

where 𝐴nano [m2] is the area along the lower wall and the nanos-
tructure, 𝐴𝑘 [m2] is the area of the local interface, and 𝑅𝑘 [m2K∕W] 
is the local thermal resistance. If the total thermal transport at each 
local interface agrees with the total thermal transport within the whole 
system, the following Eq. (5) holds. 
𝑅th
𝑅cir

=
𝐴f lat
𝐴nano

(5)

where 𝐴f lat [m2] represents the area of the flat surface of the solid 
wall. Although it was reported that Eq. (5) held in the specific cases of 
the W state [32], it still needs to be verified whether this relationship 
holds generally by using calculation results of various nanostructure 
interfaces in MD simulations. For this reason, we conducted simulations 
in the case of different structure sizes and CB states.

2.2. Vibrational properties

For further understanding of the local thermal transport, we calcu-
lated the VDOS of both liquid molecules and solid atoms. The VDOS is 
obtained by applying a Fourier transform to the velocity autocorrela-
tion function [37] as 

VDOS(𝜔) = 𝐶 ∫

∞

0
⟨𝒗(𝜏) ⋅ 𝒗(0)⟩ exp(𝑖𝜔𝜏)d𝜏 (6)

where 𝜔 [rad/s] is the angular frequency, and 𝒗 [m/s] is the velocity 
vector of the particle. By multiplying by 𝐶, the integral of VDOS is 
normalized to one [38]. The VDOS overlap between solid and liquid is 
calculated as follows [38]: 

Overlap = ∫ min[VDOSS(𝜔), VDOSL(𝜔)]d𝜔 (7)

where VDOSS and VDOSL express the VDOS of solid atoms and liquid 
molecules, respectively, and min[ ] is the smaller element between 
values in the bracket.

Moreover, a SHF [26,28] was introduced to analyze the vibrational 
properties of thermal transport at a solid–liquid interface. In the present 
study, the local SHF across the interface 𝑘 was calculated by 

𝑞L𝑘→S𝑘 (𝜔) =
2
𝐴

Re
∑ ∑

∫

∞
⟨𝒗𝑖(0) ⋅ 𝑭 𝑖𝑗 (𝜏)⟩ exp(𝑖𝜔𝜏)d𝜏 (8)
𝑘 𝑖∈S𝑘 𝑗∈L𝑘 −∞
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Fig. 2. Schematic diagram of local interfaces.
Fig. 3. Schematic diagram of calculation method of local heat flux.

where 𝐴𝑘 is the area of a local interface 𝑘, 𝒗𝑖 is the velocity vector of 
a solid atom 𝑖, 𝑭 𝑖𝑗 is the force vector received by a solid atom 𝑖 from a 
liquid molecule 𝑗. S𝑘 and L𝑘 represent the group of particles deployed 
to the local interface 𝑘 where the line segment connecting pairs of solid 
atom and liquid molecule intersects [32].

3. Results and discussions

3.1. Distributions of temperature and density of liquid

We calculated the two–dimensional (2D) temperature distribution 
of the liquid and its one-dimensional (1D) density and temperature 
distributions. In the 2D distributions in the 𝑥𝑧 plane, the density of each 
control volume 0.2 × 3.9 × 0.2 nm3 is obtained by time–averaging for 
10 ns. The 1D distributions are also calculated by time–averaging over 
regions in which the entire system is divided into 300 control volumes 
in the 𝑧 direction. The results for the Slit (I) system are shown in Figs. 
5(a)–5(c) and 6(a)–6(c), those of the CB state in the case of Slit (II) 
are shown in Figs.  5(d) and 6(d), and those in the case of Slit (III) 
are indicated in Figs.  5(e)–5(f) and 6(e)–6(f). It is observed that the 
number of liquid molecules adsorbed to the solid wall increased as 𝛼
became larger. Accordingly, the gradient of the temperature distribu-
tion increased. From the 2D temperature distribution, we can confirm 
that the temperature of the liquid gradually decreases from the upper 
wall to the lower wall. In the case of the CB state, the density of 
the liquid is extremely low in the region below 𝑧 = 3.0 nm, and we 
4 
Fig. 4. Schematic diagram of a thermal circuit along the interface.

can confirm that few Ar molecules exist between the nanostructures. 
In addition, the temperature gradient became small in the case of 
the CB state since the ITR greatly increased due to the absence of 
fluid molecules between the nanostructures. There were some local 
temperature fluctuations, but when we calculate for a longer time, such 
fluctuations of local temperature are expected to become much smaller. 
Considering the limitation of calculation time and the result of one–
dimensional temperature gradient in Figs.  5(a)–5(f), we determined 
that the systems were in a steady state.

3.2. Distributions of local ITR

Fig.  7 demonstrates the distributions of the local ITRs in the cases 
of Slit (I) system with various 𝛼, the CB state of Slit (II) system, and 
Slit (III) system. To observe the distributions of local ITRs in the case of 
the extremely high interaction strength and reveal the conditions under 
which Eq. (5) holds, we calculated local ITRs in the case of 𝛼 = 0.3
for all systems. For Slit (I) and Slit (II), the local ITRs were relatively 
lower at the top corner of the nanostructure, and higher at its base, 
regardless of the interaction strength 𝛼. These characteristics agree 
with the results of the previous study using different sizes of nanoslit 
systems [32]. In the case of Slit (III), the local ITR became lower at 
the position of the adatom, and higher at the local interface adjacent 
to the adatom. One of the possible reasons for this phenomenon is that 
more liquid molecules per unit area surrounded solid atoms of the top 
corner or adatom, whereas the density near the base was relatively low. 
For quantitative analysis, we calculated the number of interacting Pt–
Ar pairs that transport thermal energy at each local interface in the 
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Fig. 5. Distributions of density and temperature.
Fig. 6. 2D temperature distributions.
case of Slit (I). The results are shown in Fig.  8. We calculated the 
number of pairs at the top corner by doubling the local area of other 
local interfaces as in the method utilized to calculate the local ITRs and 
accumulating for the 𝑦 direction. As described in Fig.  8, it is verified 
that the number of interacting pairs that transport thermal energy at 
the top corner is larger than that at other local interfaces. Although 
there are fewer liquid molecules around the top corner compared to 
the W state, in the case of the CB state the local ITR at the top corner 
5 
is also lower than the ITRs of other local interfaces. Therefore, there 
must be another reason why the local ITR is low at the top corner in 
addition to the large number of liquid molecules per unit area at the top 
corner. Fig.  7(c) exhibits a higher value of the local ITR at 𝑥 = 0. This 
is because the extremely high interaction strength leads to pronounced 
fluctuations of adsorbed liquid molecules at the interface. The density 
of liquid molecules fluctuated around the interface, thus the local ITR 
became larger in the region of lower density. For quantitative analysis, 
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Fig. 7. Distributions of local ITRs.
Fig. 8. Distributions of the number of interacting Pt–Ar pairs that transport thermal energy at each local interface in the case of Slit (I).
we calculated the statistical variance of the heat flux, the temperature 
difference, and the local ITR at the local interfaces, respectively. The 
results are indicated in Table  1. There were remarkable relationships 
between 𝛼 and the variance of the three physical quantities we focused 
on. As the interaction strength 𝛼 increased, the variance of the heat flux 
and the temperature difference increased. The heat flux increases with 
increasing 𝛼, and the ITR and the temperature difference decrease in 
turn. On the other hand, the variance of the temperature difference 
increased as 𝛼 becomes larger. Therefore, it can be said that the 
adsorption of more liquid molecules to the solid wall enhanced the 
thermal transport at the interface, but it led to a greater temperature 
difference variance. In the case of the CB state, the variance of the heat 
flux became small, and that of the local ITR became large because of 
the lower number of liquid molecules between the nanostructures. The 
temperature difference between the lower wall and the liquid became 
large, while that between the top surface of the nanostructure and 
the liquid was relatively small, resulting in a large magnitude of the 
temperature difference variance.

3.3. Overall ITR and combined local ITRs

From the results above, we calculated the overall ITR using Eq. (2) 
and the combined local ITRs using Eqs. (3)–(4). Also, the ratio of the 
overall ITR to the combined local ITRs, which is defined as ‘‘ITR ratio’’, 
was calculated. In addition, we computed the relative error between 
the area ratio and the ITR ratio. The results are shown in Table  2 
6 
Table 1
Variance of heat flux, temperature difference, and local ITR.
 Heat flux 

[(W∕m2)2]
Temp. Difference 

[(K)2]
Local ITR 
[(m2 K∕W)2]

 Slit (I) 𝛼 = 0.05 5.09 × 1014 0.226 2.56 × 10−13
 Slit (I) 𝛼 = 0.1 2.36 × 1015 0.686 3.97 × 10−15
 Slit (I) 𝛼 = 0.3 3.44 × 1016 3.09 6.52 × 10−16
 Slit (II) CB state 2.53 × 1014 9.34 5.96 × 10−12
 Slit (III) 𝛼 = 0.04 7.05 × 1015 0.419 1.23 × 10−13
 Slit (III) 𝛼 = 0.3 3.74 × 1017 7.29 1.65 × 10−15

and Fig.  9. We calculated the ITRs of Slit (II) system in both the W 
and CB states for comparison, which are shown in Table  2. For all Slit 
(I) and (II) cases, the area ratio 𝐴f lat/𝐴nano equals 0.556. To confirm 
the validity of the calculation method used for local ITRs, we first 
computed the ITR ratio of the flat surface model, where the area ratio 
should be 1.0. We confirmed that the ITR ratio was 0.998 in the case 
of 𝛼 = 0.04, indicating an almost complete agreement with the area 
ratio. However, the ITR ratio became 0.932 at 𝛼 = 0.3 even in the 
case of the flat surface model, resulting in a relative error of 7.3%. 
Consequently, it can be considered that the assumption of a parallel 
thermal circuit may no longer hold in the case of an extremely high 
interaction strength between solid and liquid due to the fluctuation of 
the density of adsorbed liquid molecules to the solid wall. A detailed 
explanation of this is discussed later. From Table  2, in the case of 
𝛼 = 0.05 for Slit (I), we can confirm that the ITR ratio agrees with 
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Table 2
Comparison of the overall ITR, the combined local ITRs, ITR ratio and relative error.
 𝑅th

[m2 K∕W]
𝑅cir

[m2 K∕W]
𝑅th∕𝑅cir 𝐴f lat∕𝐴nano Error [%]

 Slit (I) 𝛼 = 0.05 1.83 × 10−7 3.44 × 10−7 0.531

0.556

−4.53
 Slit (I) 𝛼 = 0.1 5.75 × 10−8 1.24 × 10−7 0.464 −16.5
 Slit (I) 𝛼 = 0.3 4.87 × 10−9 2.82 × 10−8 0.173 −68.9
 Slit (II) CB state 1.05 × 10−6 1.95 × 10−6 0.541 −2.67
 Slit (II) W state 4.71 × 10−7 8.67 × 10−7 0.543 −2.22

 Slit (III) 𝛼 = 0.04 4.21 × 10−7 4.10 × 10−7 1.03 1.00 2.61
 Slit (III) 𝛼 = 0.3 1.82 × 10−8 1.83 × 10−8 0.996 −0.01

the area ratio; the relative error is 4.5%. In the cases of Slit (II), the 
ITR ratio corresponds to the area ratio regardless of the CB state or W 
state; the relative errors are 2.7% and 2.3%, respectively. However, as 
𝛼 increased, the ITR ratio was not always aligned with the area ratio. In 
the case of 𝛼 = 0.3, the ITR ratio is approximately one–third of the area 
ratio. This is attributed to the increased adsorption of liquid molecules 
to the solid wall, which leads to the large changes in the temperature 
difference in local areas discussed in the previous subsection. When 
we assume that the parallel thermal circuit holds rigorously, the local 
temperature difference between solid atoms and liquid molecules must 
be uniform. Therefore, when the adsorption of liquid molecules to the 
solid surface is relatively weak, the ITR and area ratios match relatively 
well, whereas stronger adsorption causes the ITR ratio to deviate from 
the area ratio. As indicated in Fig.  9, even in the case of lower 𝛼, the 
ITR ratio did not perfectly agree with the area ratio. This discrepancy 
is also attributed to the fact that the temperature differences are not 
completely constant at all local interfaces. The ITR ratios of Slit (II) 
system of both the W state and the CB state agreed with the area ratio 
better than those of Slit (I) system. In the case of Slit (II) CB state, the 
variance of the temperature difference becomes 1.69 when focusing 
solely on the local area of the top surface of the nanostructure. The 
thermal transport via the top surface becomes dominant for the overall 
thermal transport at the solid–liquid interface, and the local ITR at the 
base of the nanostructure, where its value becomes relatively large, 
has a negligible impact on the combined local ITRs in the case of the 
CB state. As a result, even in the case of the CB state, the ITR ratio 
agreed with the area ratio. We confirmed a similar phenomenon in 
the case of Slit (III). In the case of Slit (III), the ITR ratio exceeded 
the area ratio in the case of 𝛼 = 0.04. This is due to the fact that the 
surface area is not exactly the same as that of the flat surface model. 
In the present study, because of the low height of the nanostructure 
in the case of Slit (III), we considered the surface area of Slit (III) to 
be the same as the flat surface model. In fact, Slit (III) has a one–
atom–height nanostructure. From the above, regardless of the size of 
the nanostructure and the CB state, Eq. (5) is valid only when the 
local temperature jump around the solid–liquid interface is close to 
constant, i.e., when the interaction force between solid and liquid is not 
significantly high and the adsorption of liquid molecules to the solid is 
relatively weak.

3.4. Vibrational analysis

The VDOS and SHF of the entire interface and the specific local 
interfaces were calculated to reveal the relationship between the vibra-
tional characteristics and the distribution of the local ITRs. We defined 
the five specific local interfaces in the case of Slit (I) and Slit (II) as 
shown in Fig.  2(a): the center of the lower wall as Interface i, the base 
of the nanostructure as Interface ii, the center of the sidewall of the 
nanostructure as Interface iii, the top corner of the nanostructure as 
Interface iv, and the center of the top surface of the nanostructure as 
Interface v. We also defined the three specific interfaces in the case of 
Slit (III) as shown in Fig.  2(b): the local interface at 𝑥 = 0 as Interface 
I, adjacent to the adatom as Interface II and the adatom as Interface III. 
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Fig. 9. Comparison of ITR ratio dependent on 𝛼 and wetting states. The area ratio 
in the case of Slit (I) and Slit (II) is 0.556, and that in the case of Slit (III) is 1.0, 
respectively.

In the present study, the local VDOS and SHF were calculated for all 
pairs of liquid molecules and solid atoms involved in energy transport 
at the local interface. As typical results of the VDOS and SHF, those of 
the whole liquid molecules and solid atoms of the lower wall and the 
nanostructure in the case of Slit (I) of 𝛼 = 0.1 are shown in Fig.  10, the 
VDOS of solid atoms and liquid molecules at the specific interfaces are 
shown in Fig.  11, and the SHF of solid atoms at the specific interfaces 
are indicated in Fig.  12, respectively.

3.4.1. VDOS
As shown in Fig.  10, the VDOS of the liquid molecules has a peak 

at zero THz and decreases with increasing frequency, while that of the 
solid atoms has peaks over the 0–10 THz range. As indicated in Fig. 
11, the local VDOS of solid atoms was not affected substantially by the 
interaction strength 𝛼. This implies that the VDOS of the solid atoms is 
not strongly influenced by the magnitude of the interaction force from 
the adjacent liquid molecules as reported in the previous study [32]. 
On the other hand, the local VDOS of liquid molecules varies with the 
interaction strength 𝛼 between solid and liquid. Since the VDOS of the 
liquid has a distribution within the range of 0–5 THz, the vibrations 
in the same range of solid atoms can receive more energy from liquid 
molecules. The local VDOS of solid atoms at Interface iv has a peak 
at around 2 THz, while that at other interfaces tends to have peaks 
at around 4 THz. Therefore, the local VDOS of solid atoms at the top 
corner contains more contributions in lower–frequency modes than that 
at other interfaces. However, in the case of Slit (II) 𝛼 = 0.3, the local 
VDOS of liquid molecules peaked at 2–3 THz. Although the VDOS of 
liquid molecules generally peaked at 0 THz as shown in Fig.  10(a), 
the local VDOS of liquid molecules was influenced by solid atoms and 
shifted to the high–frequency side due to the extremely high interaction 
strength.

3.4.2. SHF
As shown in Fig.  12, the SHF of each local interface represents 

the vibrational characteristics of thermal transport and relates to the 
features of the VDOS of solid atoms. We confirmed that the integral of 
each local SHF agreed with the local thermal transport at the specific 
interface. The SHF at the top corner has a peak at around 2 THz in 
all cases. In the case of Slit (I) 𝛼 = 0.3, the SHF of all local interfaces 
peaked at around 4 THz except that of Interface iv. The frequency peak 
of 4 THz is also observed in the VDOS of the entire interface as shown 
in Fig.  10. Consequently, it can be considered that the solid atoms 
can receive thermal energy at around 4 THz from the liquid molecules 
absorbed to the solid wall except at the top corners. Also, in the case 
of 𝛼 = 0.3, the SHF at each local interface exhibits the highest peak of 
approximately 1.5 MW∕m2 THz. This indicates that the local thermal 
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Fig. 10. VDOS and SHF of the entire interface.
Fig. 11. VDOS of solid atoms and liquid molecules at the specific local interfaces.
transport at the top corner is not significantly different from that at 
other local interfaces in the case of the extremely high interaction 
strength. On the other hand, in the case of the CB state, the SHF at 
the top corner was the most pronounced among other conditions. Also, 
the SHF at Interface i–iii had a narrow frequency range compared 
to Interface iv–v. This indicates that the thermal transport at the top 
corner is crucial and dominant in the case of the CB state. Furthermore, 
in the case of Slit (III), the SHF at Interface III has the largest peak 
among three specific interfaces. From this trend, we can speculate that 
the local thermal transport is dominated by the adatom at Interface III.

3.4.3. VDOS overlap
As mentioned above, the local VDOS of solid atoms at the top 

corner possesses the most pronounced peak at 2 THz. The impact of 
this appears in the VDOS overlap between solid and liquid. Fig.  13 
exhibits the VDOS overlaps between solid and liquid at the specific 
local interfaces while the shaded areas in Fig.  11 indicate the VDOS 
overlap between solid and liquid at the local interface. From Fig.  13, 
the overlap at Interface iv had the largest value among all the specific 
local interfaces in the case of Slit (I) and Slit (II). In other words, the 
vibrational coupling is the strongest at the top corner regardless of the 
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interaction strength. El–Rifai et al. [29] suggested that as the VDOS 
overlap increases, the interfacial thermal conductance becomes larger. 
Therefore, we consider that this is another reason why the local ITR 
becomes the lowest at the top corner in addition to the large number 
of surrounding liquid molecules. The cuboid nanostructure on the solid 
surface exhibits the most pronounced vibrational properties at the top 
corner and the adatom in addition to the expansion of contact area. In 
the case of the CB state, since the interaction strength between solid and 
liquid is relatively small and there are few liquid molecules between the 
nanostructures, the local ITRs become relatively large. Focusing solely 
on the top surface of the nanostructure, the VDOS overlap at Interface 
iv was relatively large compared to Interface iii and Interface v.

3.5. Contribution of local area to overall thermal transport

As discussed in the previous Section 3.2, the local ITR at the top 
corner of the cuboid nanostructure is small compared to those at other 
local interfaces. Unlike other local interfaces, the area of the local 
interface at the top corner is twice as large as that of other local 
interfaces (Fig.  2). Therefore, the local interface at the top corner is 
definitely in contact with more liquid molecules than are the other 



T. Omori and M. Shibahara International Journal of Thermal Sciences 215 (2025) 109949 
Fig. 12. SHF of solid atoms at the specific local interfaces.
Fig. 13. VDOS overlaps between solid and liquid at the specific local interfaces.
interfaces. Although the previous study [32] has also found a low value 
of the local ITR at the top corner of the nanostructure, it is not described 
in detail how much the top corner affects the overall thermal transport 
compared to other local interfaces. Hence, we calculated the ratio of 
the local heat flux with the maximum value set to 1 to determine the 
extent to which the top corner affects the overall thermal transport. 
The results are exhibited in Fig.  14 and the ratios of the maximum to 
the minimum (Max/Min) are shown in Table  3. From Fig.  14, in the 
same way as Table  1, we found that the local heat flux became largest 
at the top corner of the nanostructure in all cases. As 𝛼 increased, the 
fluctuation of local heat flux became larger. This is because the values 
of the local heat flux become large corresponding to increasing the 
interaction strength between solid and liquid. In the case of Slit (I), 
the local heat flux of other local interfaces is always found to be less 
than half of that of the top corner itself. Moreover, the local heat flux 
of the sidewalls of the nanostructure and the bottom wall became less 
than 20% of that of the top corner in the case of Slit (II). In the case 
of Slit (III), the local heat flux at the adatom is consistently more than 
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ten times larger than that of other local interfaces and the Max/Min 
ratio became larger in the case of 𝛼 = 0.3 than that in the case of 
𝛼 = 0.04. We consider this is because the magnitude of local heat flux 
depends on the adsorption state of liquid molecules rather than on the 
structural features such as the top corner or base due to the extremely 
small structure of adatoms. The local heat flux was exceptionally large 
at the top corner and at the adatom. Fujiwara and Shibahara [39] have 
reported that they detected heat fluxes from the adatoms to the liquid 
phase, not only along the macroscopic temperature gradient direction, 
but also in the direction normal to the temperature gradient, thus they 
concluded that the adatoms are significant for the enhancement of the 
thermal transport at the single–atom scale. As indicated in Table  3, 
there was no obvious relationship between 𝛼 and the Max/Min ratio. 
In the case of Slit (II), the Max/Min ratio of the heat flux was relatively 
large compared to the case of Slit (I). The Max/Min ratio became the 
smallest in the case of 𝛼 = 0.1. We consider that this tendency on the 
Max/Min ratio of heat flux can be attributed to the adsorption state of 
liquid molecules to the solid bottom wall. Since the interaction strength 
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Fig. 14. Ratio of local heat flux with the maximum value set to 1.
between the bottom wall and liquid molecules in the case of Slit (II) 
is set to 0.05, thermal transport becomes small generally compared 
to the case of larger 𝛼 as in the case of 𝛼 = 0.1 or 𝛼 = 0.3. In the 
case of Slit (III), the Max/Min ratio became larger when 𝛼 = 0.3 than 
when 𝛼 = 0.04. We consider this is because the magnitude of local heat 
flux depends on the adsorption state of liquid molecules rather than on 
structural features such as the top corner or base due to the extremely 
small structure. As shown in Fig.  13, it can be seen that the VDOS 
overlap between solid and liquid has the largest common frequency 
region in the case of 𝛼 = 0.3 due to the extremely high interaction 
strength. In this condition, liquid molecules strongly adsorbed to the 
solid wall, thus those absorbed molecules vibrate in more solid–like 
manner around the interface rather than move freely like those in the 
bulk liquid. These adsorbed liquid molecules consequently cause the 
molecular density fluctuation along the interface as demonstrated in 
Fig.  5. Due to these fluctuations, the heat flux fluctuation becomes large 
at the local interfaces and the Max/Min ratio of the local heat flux ends 
up increasing.

As exhibited in Fig.  15, we defined the group of local interfaces 
as the specific local region to investigate the impact of local thermal 
transports to the total thermal transport at the entire interface. The 
contribution of local thermal transport at each local area is shown in 
Fig.  16. In the calculations of the contribution shown in Fig.  16, ‘‘Top 
corner’’ includes two local areas: right and left top corners and other 
local areas (indicated as ‘‘Bottom left’’, ‘‘Side left’’, ‘‘Top’’, ‘‘Side right’’, 
or ‘‘Bottom right’’ in Fig.  16) consist of six local areas in the case of Slit 
(II) and of 3–14 local areas. ‘‘Bottom’’ indicates the bottom wall of the 
solid ‘‘Side’’ demonstrates the side wall of the nanostructure without 
the top corners, and ‘‘Top’’ means the top surface of the nanostructure 
without the top corners. Also, ‘‘left’’ indicates the smaller 𝑥 coordinate 
side to the nanostructure and ‘‘right’’ means the larger 𝑥 coordinate 
side. In the case of Slit (III), ‘‘Adatom’’ indicates the local interface 
at the adatom and ‘‘Others’’ refers to all local interfaces except the 
adatom. In Fig.  16, we can recognize that the top corner makes an 
approximately 15% contribution to the total thermal transport in all 
cases of Slit (I) and Slit (II). In the case of Slit (II), Fig.  16 indicates 
a larger contribution compared to the case of Slit (I), which reached 
almost 20%. This suggests that the top corner becomes more important 
to the thermal transport at the entire interface than the bottom or 
side walls. In the case of Slit (II), due to the small 𝛼 and the short 
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Table 3
Heat flux maximum–minimum ratio.
 Max/Min 
 Slit (I) 𝛼 = 0.05 25.0  
 Slit (I) 𝛼 = 0.1 7.02  
 Slit (I) 𝛼 = 0.3 14.5  
 Slit (II) CB state 21.7  
 Slit (III) 𝛼 = 0.04 36.1  
 Slit (III) 𝛼 = 0.3 67.3  

distance between the nanostructures, the local thermal transport of 
the bottom and side walls became extremely small. Consequently, the 
contribution of local thermal transport via top corners became large. 
Similarly, the top surface also had an immense contribution in the 
case of Slit (II). In the case of Slit (III) 𝛼 = 0.04, the adatom has 
more than a 35% contribution to the total thermal transport. This 
indicates that even a small nanostructure, comprising a single row 
of solid atoms, has a significant influence on the interfacial thermal 
transport. From these results, we confirmed that the top surface of 
the nanostructure including top corners or adatoms which have unique 
vibrational characteristics became essential for the nano–scale thermal 
transport in the case of the CB state where local ITRs are relatively 
large.

4. Conclusions

In the present study, we have investigated the distributions of 
the local ITRs at a nanostructured solid–liquid interface using NEMD 
simulations, including the case of the CB state and an extremely high 
interaction strength between solid atoms and liquid molecules. We em-
ployed surfaces with cuboid nanostructures of various sizes. To obtain 
basic information on the local ITR distributions in detail, we have 
investigated the VDOS and SHF at each local interface and revealed 
the relationship between the local vibrational properties and the local 
ITRs. It was verified that the local ITRs increased at the base of the 
nanostructure and decreased at the top corner of it independent of 
the interaction strength between solid atoms and liquid molecules, 
the CB state, and the size of the nanostructure. Considering the local 
thermal transport per the local interface, the top corner and the adatom 
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Fig. 15. Definitions of local region in the calculation of contribution of local thermal transport.
Fig. 16. Contribution of local thermal transport of local areas to overall thermal transport.
contributed considerably to the total thermal transport at the entire 
interface. We have also computed the combined local ITRs based on 
the TCM. The ratio of the overall ITR to the combined local ITRs agreed 
with the ratio of the area of the flat surface to the area along the lower 
wall and the nanostructure only when the assumption of a parallel 
thermal circuit holds; that is, the interaction strength between solid 
atoms and liquid molecules is not extremely high, regardless of whether 
the system is in the W or CB states. In the case of an extremely high 
interaction strength, liquid molecules near the interface are strongly 
adsorbed to the solid wall, and they caused fluctuations of the local 
temperature difference at the interface. The assumption of the TCM 
requires uniformity of the local temperature jump. Therefore, when 
the variance of the local temperature jump is relatively consistent, we 
find that the ITR ratio agrees with the area ratio within certain errors 
regardless of the size of the nanostructure.

Furthermore, through an analysis of vibrational properties, we have 
found that the local VDOS of solid atoms and SHF had a peak of 2 
THz only at the top corner and the adatom, except for the case of 
the extremely high interaction strength between solid atoms and liquid 
molecules. In that case, the local VDOS of the liquid shifted to the high–
frequency side. Also, the local VDOS overlap between solid and liquid 
indicated that the top corner and adatom had the largest value among 
those at other local interfaces. The results of the SHF analysis indicated 
that the influence of the top corners on the overall energy transport 
became more pronounced in the case of the CB state compared to the 
W state. The VDOS overlap between solid and liquid also endorsed 
the results since the vibrational coupling was the strongest at the top 
corner.

These results illustrate the importance of the distribution of local 
thermal resistances at a solid–liquid interface. Regardless of whether 
liquid molecules fill between the nanostructures, it is possible to ma-
nipulate an overall ITR by varying the interaction strength and the size 
of the nanostructure.
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