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ON NILPOTENT-FREE MULTIPLICATIVE SYSTEMS

Dedicated to Professor K. Shoda on his sixtieth birthday

By

Kentaro MURATA

In his study of multiplicative systems, the author [8], [9] has defined
the accessible join-generator system, and utilized it for decompositions
of elements of multiplicative lattices (m-lattices) and of ideals of mul-
tiplicative systems. The concept” of accessible join-generator systems
seems to be important to develop the algebraic theory of many sorts of
lattices, ideal lattices and other multiplicative systems having no usual
finite conditions.

The purpose of the present paper is to study the nilpotent-free
multiplicative systems. The fundamental concept in our investigation is
some restricted accessible join-generator systems of multiplicative systems.

In §1, we shall consider a complete m-lattice (not necessarily com-
mutative nor associative), and obtain a condition to be nilpotent-free.
The subject is largely based on the results of the rings having no
nilpotent ideals, which are studied by McCoy [6], Levitzki [5] and
Nagata [11]. §2 is concerned with some annihilators of elements in a
commutative but not necessarily associative nilpotent-free m-lattice. The
results of this section are useful in the next one. §3 treats a group
having no solvable normal subgroup. Some properties of such a group
which have already studied by the author [10] will be used under a
suitable restriction. In §§4 and 5, we shall show the analogous results
of §§1 and 2 in the case of an associative but not necessarily commutative
multiplicative system. The results in these two sections are applicable
to the family of ideals of general ring-systems, and which will be shown
in the last section.

Throughout this paper, the symbols v and A will denote respec-
tively the set-theoretic union and the intersection. By {«; @ has property
P} we mean the set of all elements ¢ having property P.

0) From purely lattice-theoretical stand point of view, R. P. Dilworth and Peter Crawley
have recently emphasized the importance of such concept. Cf. [3] and [4].
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§1. Nilpotent-free m-Lattices

Let K be a complete (upper and lower) m-lattice® with the greatest
element ¢ and the least element 0, and suppose that ab<a and ab<b
for any two elements @ and & of K. It is then clear that O is the zero
element. We do not assume the greatest element to be multiplicative
unity, and the multiplication to be associative or commutative.

An element p of K is said to be prime if whenever ab<p for two
elements @, b of K, then a<Cp or b<p. If K has the join-generator
system® 3, then an element p of K is prime if (and only if) xy<p
implies x<p or y<p for any two elements x, y of =. For, let adb<p
and b<£p for two elements @, b of K, and let a=sup[X], b=sup[Y]
be the sup-expressions of a, b by subsets X, Y of =. Then there exists
an element y of Y such that y<{p. Since p>ay>=xy, p—>x for every
x of X, we obtain p<a.

Throughout this and the next sections, we assume that K Zas an
accessible join-generator system X with the condition :® (%) the product xy
of any two elements x,y of 3 is expressible as a join of a finite number
of elements of =.

By the symbol =* we shall mean the closed system of 3 under the
join-operation. Then, by the condition (), it follows that =* is closed
under multiplication. Now it is easy to see that an element p is prime
if (and only if) mm’ <p implies m<p or m'<p for m, m’ of Z*.

DerFINITION 1. A subset M of 3* is called a p-system if it is closed
under multiplication. The void set is to be considered as a p-system.

Let p be a prime element of K. Then the set M(p) of the elements
m of 2* such that m<<p forms a p-System.

Lemma 1. Let M be a u-system such that M A J(a)=* for an element
aof K. Then there exists® an element p such that (1) a<p, (2) M A J(p)
=, (3) p<c implies M A J(c)== and (4) p is prime.

Proof. Let << a,< .- be any ascending chain such that
MA J(a,)= for every v, and let a*=sup [X ], where X={x;x€3, ¥<a,

1) This means that K is a lower-complete cm-lattice. It is easy to see that K forms an
integral and residuated lattice. Cf. [2; pp. 200-2017.

2) A subset ¥ of K is called a join-generator system, if every element of K is expressible
as the supremum of a subset of X. Cf. [8; p. 105]. Evidently K is one of its own join-
generator system.

3) This condition is strictly weaker than the ascending chain condition for the elements of K.

4) 0 denotes the void set. J(a) denotes the principal lattice-ideal generated by a.

5) See the footnote 16) of this paper.
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for some v}. Then it is easily verified that sup [a,]=a*. We now prove

that M A J(a*) is void. If M A J(a*) is not void, we can take an element
m of M such that m<Ca*. By the condition (%), there exists a finite
number of elements x; of ¥ such that m=x,v---ux;. Hence we can
find w;, -+, #; ;> of X such that x; <\ /5% u,;;. Then m<_\Ji_:\/5<4 x;;
<a, for a sufficiently large ordinal number p. Hence M A J(a,) is not
void. This is a contradiction. Zorn’s Lemma assures therefore the
existence of an element p satisfying the conditions (1), (2) and (3). It is
only necessary to prove the conditions (4). Suppose that ¢a<{p and b p.
Then, by the maximality of p, there exist two elements m and m’ such
that m<pua and m'<pub. This implies that mm' <(pua)(pub)<<
puab. Now if we suppose that ab<_p, then mwm’<_p. This is a con-
tradiction. We have therefore ab<<p.

DErFINITION 2. A non-zero element a of K is said to be wnilpotent if
a®=0% for a suitable whole number p. A subset of K is said to be
nilpotent-free if it has no nilpotent element.

Lemma 2. Let x be any element of 3. Then the set M,.= {x, 1% x(x°),
(x?)x, x(x(x?), x((x*)x), ---} of all powers of x is a p-system. An element
x is nilpotent if (and only if) M, contains the zero.

Proof. The first part is easy to see. Suppose now that M, contains
0. Then by using the properties (2), (5) and (6) in [7], we obtain x*®=0
for a sufficiently large whole number p.

DeriNITION 3. The infimum of the prime elements containing « is
called a radical of a, and denoted by Rad(a). In particular, the radical
of 0 is the infimum of all prime elements of K, and denoted by Rad (K).

Lemma 3. Let X(a) be the set of the elements x of 3 such that every
p-system containing x contains an element of J(a). Then X(a) contains
every element x of 3 such that x<Rad (a).

Proof. Let x be any element of % such that x<CRad (2), and let M
be any p-system containing x. If M A J(a) is void, then, by Lemma 1,
there exists prime element p such that ¢<p and MA J(p)=. Since
x<p, x is not contained in M, which is a contradiction. Hence M A J(a)
is not void. Therefore x is contained in X(a).

Theorem 1. The following three conditions are equivalent :

6) The power a® of a is similarly defined as in the case of commutative residuated lattices.
Cf. [7; p. 31]. Then the properties (2), (5) and (6) in [7] hold for the elements of K.
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(1) Rad (K)=0,
@) K is nilpotent-free,
(3) X is nilpotent-free.

Proof. (1)=(2): Let a be a nilpotent element of K. Then a<p
for every prime element p of K. This implies < Rad (K). Therefore
Rad (K)=}-0. (2)=(3) is evident. (3)=(1): Suppose now that Rad (K)=}-0.
Then we can take an element x of X such that x<CRad (K) and x=-0.
By Lemma 3, x is contained in X(0). This implies that M, contains 0.
Hence by Lemma 2 x is nilpotent. This completes the proof.

REMARK 1. A prime element p is said to be a minimal prime of a
if a<p and there exists no prime element p’ such as a<p'<p. Then
in order that an element p is a minimal prime of an element «, it is
necessary and sufficieht that M(p) is maximal in the inclusion ordered
family M of p-systems M with M A J(a)=&. For, let M(p) be maximal
in M ; and take a maximal element p* such that p<p* and M(p) A J(p*)
=. Since M(p)TM(p*) and M(p*) A J(a) TM(p*) A J(p*) =4, we have
M(p)=M(p*) by the maximality of M(p) in 9R. Then it is easily verified
that p=p*. Hence p is a prime element which contains a. Next we
suppose that there exists a prime element p’ such that a<p'<_p. Then
M)A J(a) is void and M(p) is contained in M(p’) strictly. This con-
tradicts the maximality of M(p) in Wt. Conversely, let p be a minimal
prime of a. Then it is easy to see that M(p) A J(a) is void. Take now
a maximal p-system M* such that M(p) T M* and M* A J(a)=. (The
existence of M* is assured by Zorn’s Lemma.) Again take a maximal
element p* satisfying ¢<p* and M* A J(p*)=. Since M(p*)>OM* and
M(@™) A J(p)=5, M(p*) would coincide witn M*. Hence by the first part
of this proof, p* is a minimal prime of a. Since p<p*, consequently
p=p*, and therefore M(p)=M?%*, say, M(p) is maxtimal in Wt

It is then proved, as in the case of rings [6], that Rad («) is the
infimum of the minimal primes of ¢, and in particular Rad (K) is the
infimum of all minimal primes of K.

ReEMARK 2. Rad (@)=sup [X(a)], where X(@) is similar as in Lemma
3. For, by Lemma 3, we have Rad (¢)<sup [X(a)]. Conversely, let x
be an element of X(a¢) and let p be a prime element such that p>a.
If x<£p, x is contained in M(p). Hence M(p) A J(a) is not void. On the
other hand, ¢<{p implies M(p) A J(@) TM(p) A J(p)=. This is a con-
tradiction. Therefore x<_p, consequently sup [ X(a)]<<Rad (a).

ReMARK 3. As is well known, any relatively complemented pseudo-
lattice is distributive. Hence it forms an m-lattice when the multiplica-
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tion is defined as its meet-operation. Now let T be any relatively
(dually)” complemented pseudo-lattice with the greatest element ¢ and
the least element O, and suppose that 7 is the accessible join-generator
system. Then the condition (x) is satisfied trivially. Hence by Theorem
1 we obtain Rad (7)=0. Let p, be the /-prime elements of 7. It is
then easily verified that the mapping a—(--+, a\up,, ---) from T into the
direct union of sub-lattices [e, p,] gives a lattice-isomorphism. A lattice
with the least element O is said to be prime if O is prime. Since [e, p,]
is prime, we obtain that T is isomorphic to a subdirect union of a finite
or infinite number of prime lattices. In particular, so is a topological
lattice with the greatest element and the least element which satisfies
the condition P, in [8, §9]. Moreover, by Theorem 49 in [14], any
Boolean algebra with the condition P, in [8, §9] is isomorphic to the
direct union of two-element Boolean algebras; and which is a special
case of the well known Ston’s theorem.

§2. Commutative Nilpotent-free m-Lattices

In this section we shall suppose that K is commutative. The as-
sociative law is not assumed.

Lemma 4. Let P(a,, ---, a,) be any product of a finite number of
elements a,, -+ ,a, of K. Then P(a,, - ,a,) =0 if and only if a,n---Na,
=0. In particular ab=0 if and only if anb=0.

Proof. We obtain that (a,n---Nna,)®”<P(a,, -, a,) for a sufficiently
large whole number p®. Hence P(a,, -, @,)=0 implies (a,N--Na,)*® =0,
and implies a,N---Nna,=0. Since P(a,, -+, a,) < a,N--Na,, the converse
is immediate, q.e.d.

By N(a) we mean the set of the elements x of = which satisfies
ax=0, and by Q(a) the set of the elements ¢ of K which satisfies at=0.
Then by the accessibility of = we can easily verify that N(e) coincides
with the set of the elements y of X such that y<¢ for some ¢ of Q(a).
Hence we have that sup [N(e)]=sup[@(a)]. In the following sup [N(a)]
will be denoted by «*, and a** by ®(a). Then we have

1) a<p(a),

2) pp(a)=9(a),

3) a<b implies @(a)<p(d).

DEFINITION 4. An element ¢ is said to be @ -closed if p(a)=a.

-7) Cf. [2; p.147].
8) This is immediate by induction on the whole number #.
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Theorem 2. Any p-closed element of K is decomposed as a meet of
a finite or infinite number of prime elements; and so is p(a) for every
element a of K.

Proof. Let a be a @-closed element. Suppose that it is not de-
composed as a meet of a finite or of an infinite number of prime elements.
Then applying Theorem 1 to the interval [e, a], we can find an element
t such that ¢ >a and #*<a. Now since (¢na*)*<t*na*<ana*=0 by
Lemma 4, we have that tna*=0. Hence ta*=0, hence t<la**=p(a),
and hence a==9(a). This is a contradiction.

Lemma 5. Suppose that a<b. If b@(a), then at=0 for every
element t with bt =0, and vice versa.

Proof. This is immediate.

Theorem 3. @(ab)=p(@)Npb) for any two elements a and b of K.

Proof. Take an element ¢ such that s=[@(@)N@®)]-¢==0. Then
since @(a)t=+=0, we have that af==0 by Lemma 5. If (ab){==0, then of
course @(ab)t==0. Since p(ab)<p(a)Np(b), we have p(a) N\p(b)<pp(ab)
=@(ab) by Lemma 5. Hence @(a) "\@(b)=p(ab). Therefore it suffices to
prove that (ab)t==0. Now we assume that (@b)=0. Then since abNnt=0
by Lemma 4, we have (@anbns)’abns<abnt=0. Hence anbns=0,
hence a(bs)=0, and hence bs<_a*. On the other hand, since bs<s<o(a),
we obtain (bs)’>a*®(a)=0. This implies bs=0, and implies @(b)s=0
by Lemma 5. Hence @(b)ns=0 by Lemma 4. Therefore we have that
s=[p(a@)np®d)]t=p®d) N [p@)Np®)]t=p@d)Ns=0, a contradiction. This
completes the proof.

Corollary. Let P(a,, -, a, be any product of a finite number of
elements a,, - ,a, of K. Then pP(a,, -, a,))=pla)N - Nn@a,). In
particular, any product of a finite number of @-closed elements a,, -, a,

is equal to a,N - Na,.

Lemma 6. @(ava*)=e for any element a of K.

Proof. Since (ava*)*<a*np(a)=0, we obtain (auva*)*=0. Hence
plava®)=e.

Theorem 4. The set K, of all p-closed elements of K forms a Boolean
algebra under the join p(a\vb) and the meet p(a) p(b)=p(ad).

Proof. By Theorem 3 and Lemma 6, K, forms a complemented
lattice under the join @(a\wb) and the meet @(a) N\ p(b)=@(ab). Then by
Theorems 5 in [2; Chap. XIII] and 3, K, is relatively pseudo-comple-
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mented. Now it is easy to see that K, is pseudo-complemented. Hence
by using Glivenko’s theorem (see [14]), we complete the proof.

§3. Strongly Non-solvable Groups

Let G be a group, and let & be the set of all normal subgroups of
G. It is then easily verified that & forms a lower-complete commutative
cm-lattice under the set-inclusion relation and the commutator-multipli-
cation®. Evidently G is the greatest element of &, the unit subgroup is
the least element of & and the commutator group [,, N,] of two normal
subgroups N, and N, is of course contained in N, A N,.

DErFINITION 5. A group is said to be strongly non-solvable if and only
if it has no solvable normal subgroup except the unit subgroup.

A normal subgroup P of a group G is said to be prime if the
commutator group [, V,] of two normal subgroups N, and N, of G is
in P, then at least one of the NV; is in P. It is then easily proved that
in order that a normal subgroup P of G is prime, it is necessary and
sufficient that G/P has the unique minimal non-abelian normal subgroup'”.
Let N be any non-unit normal subgroup of a prime group G. Then the
centralizer C(N) of N is evidently the unit subgroup of G. Hence the
centralizer C*(N) of C(N) is of course the whole group G.

We now consider a family § of normal subgroups of G with the
following three conditions :

(1°) If a normal subgroup N in § is contained in a subgroup
generated by {N,} <%, N is contained in a subgroup generated by a
finite number of normal subgroups in {N,}.

(2°) Any normal subgroup of G is generated by a finite or infinite
number of normal subgroups in .

(3°) The commutator group of any two normal subgroups in § is
generated by a finite number of normal subgroups in .

If the ascending chain condition holds for the normal subgroups of
G, the whole m-lattice & satisfies these three conditions. Throughout
this section, we suppose that there exists the family ¥ of normal sub-
groups of G which satisfies the three conditions (1°), (2°) and (3°).

Theorem 5. The following conditions are equivalent :

1) G is strongly non-solvable.

2) The intersection of all prime normal subgroups of G is the unit
subgroup.

9) Cf. [8; p.104].
10) Cf. [13; p. 377].
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3) & has no solvable normal subgroup except the unit subgroup.

Theorem 6. The centralizer of any normal subgroup of G is represent-
ed as an intersection of a finite or infinite number of prime normal sub-
groups of G, and so is the normal subgroup N with C*(N)=N.

Theorem 7. For any two normal subgroups N, and N, of G,
[CHN,), C(N,)] = CA(N) ACH(IN,) .
In particular, if C*(N;)=N; (=1, 2), then [N,, N,]=N,AN,.

Theorem 8. The set of C*(N) of all normal subgroups N of G forms
a Boolean algebra under the join C*(N,wN,) and the meet C([N,, N,]).

Above four theorems are immediate by Theorems 1, 2, 3 and 4,
respectively.

Theorem 9. Let & be a strongly non-solvable group such that the
commutator group of any two normal subgroups with single gemerators is
generated by the set-umion of a finite number of normal subgroups with
single generators'V. Then the centralizers of all normal subgroups of G
form a Boolean algebra under C(N,)vC(N,) and the intersection, which is
isomorphic to the lattice of the subsets of a direct union of a finite or

infinite number of two-element Boolean algebras.

Proof. Let ¥ be the family of all normal subgroups with single
generators. Then it is easily proved that the conditions (1°) and (2°)
hold for %, and by the assumption of Theorem the condition (3°) holds
for ¥. Hence by Theorem 1, the intersection of all prime normal sub-
groups of & is the unit subgroup. Then it is proved that & is isomorphic
to a subdirect product' of a finite or infinite number of prime groups G, :

@:ISI§G,\. Now let N be any normal subgroup of & Then C(N)=C(N),
where N denotes the “Hiille” of N. For, let x be an arbitrary element
of C(N), and y an arbitrary element of N. Then y=z2,--- 2, where
z; € G;. Since there exists an element z of N such that z=2{---2}_,12;2}.1
- 2l (21 €G;), we obtain z=x"'zx=(x"'21x) - (x7'2;_1x)(x7'2;x) (27125 41%)
-+ (x7'2.x). This implies x7'z;x=2; ({=1, -, ), and implies x 'yx=y.

11) This assumption is of course strictly weaker than the ascending chain condition for
normal subgroups of ©.

12) A group G is called here a subdirect product of group Gx, if (1) G is a subgroup of
the (restricted) direct product H% G and (2) the A-component of G is G or the unit group of
G for every index A. Cf. [10]. The theorem in [10] and its proof are incomplete. Combining
Theorem 1 and the results of §2 in [10], we complete the proof of the theorem under the
restriction in Theorem 9.
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Therefore C(N) is contained in C(N). It is evident that C(N) is con-
tained in C(N). Next let €(G;) be the set of all centralizers of normal
subgroups of G;. Then €G(G;) is a two-element Boolean algebra, say,
€(G;)={G;, ¢}. For, if N, is any non-unit subgroup of G;, then by the
primeness of G;, we have C(N,)=e. Therefore we obtain that the set
of the centralizers of the normal subgroups of & coincides with the set

of all subdirect products of IRI‘?GA. Now let NV, and N, be any two normal
subgroups of &. Then, by the above argument, C(JN;) are represented as

C(N,) = NZ Gy x 114Gy,
C(Nz) = H?eAGaXH§epG7 l}

where AAT'=, It is then easy to see that

CCN)VCN,) = HZenGo X N esGpx M er Gy
= CV)VC(,) .

Hence by Theorem 8 we complete the proof.

§4. Nilpotent-free Lattice-ordered ‘Sytems

In this and the next sections, S is a partly ordered set with the
greatest element ¢ and the least element 0. Let further S has the mul-
tiplication, binary operation denoted by (-). We now suppose that

P,: e and a are composable with respect to the multiplication, and
eaa and ae>a for every a of S.

P,: 0 and a are composable with repect to the multiplication, and
0a=a0=0 for every a of S.

P,: S is the set-union of L=1{¢; ea=a, a€S} and R=1{a; ae=a,
ac€S}.

P,: L forms a complete (upper and lower) associative multiplicative
lattice ((lower complete) c/-semigroup™) under (+) and ().

P;: R forms a lower complete c/-semigroup under (-) and ().

It is then easy to see that (1) ¢ is an idempotent: ¢*=e, (2) ab<lb
for every two elements @, b of L and (3) ab<a for every two elements
a, b of R. By T we shall mean the intersection of L and R. Then T
is a lower complete c/-subsemigroup of both L and R. Hence the results
in §1 are, of course, applicable to 7, if it has an accessible join-generator
system.

Lemma 7. Let 3, be any accessible join-generator system of L such
that 2, contains Z,-e, the set of the elements xe (x€3;). Then Z.-e

13) Cf. [2; p. 200].
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forms an accessible join-generator system of T. If =, satisfies the condition
(*) of 8§81, then so is 3, -e.

Proof. Let c=sup[X] be the sup-expression of any element ¢ of
T by the subset X of =,. Then c=ce=sup [Xe] is a sup-expression of
¢ by the subset Xe of 3;-¢. The accessibility of =Z,-¢ and the last part
of Lemma are immediate.

Lemma 8. Let 3, and S, be two accessible join-generator systems of
L and R respectively, and suppose that

[*] 2L22L°ea EL'eng, 21326'213 and e-ZRgEL.
Then ZL/\ZRZEL'QZZLI\RZZR/\LZQ'ER.

Proof. This is immediate.

Throughout this and the next sections we suppose that there exist
two accessible join-generator systems 3; and =j of L and R respectively,
which satisfy the conditions (x) in §1 and [x] in Lemma 8. We put

r=3;AZp and =3,V 3;.

Lemma 9'°. The following conditions are equivalent to one another.

(1) If a, b are elements of T such that ab<p, then a<p or b<p.
(2) If z, 2 are elements of % such that z2<p, then z<p or 2 <p.
(3) If x,y are elements of = such ihat exeye<p, then x_p or y_p.
(4) If x,y are elements of % such that xey<p, then x<p or y<p.
(5) If 1,1 are elements of L such that 1I' <p, then [<p or I'p.
(6) Ifr,7 are elements of R such that rr'<p, then r<p or v’ < p.
(7) If I is an element of L and r of R such that ler p, then [<p or
r<p.
(8) If ! is an element of L an v of R such that vi<p, then [<p or
r<p.
(9) If u, o are elements of %, such that uuw' <p, then u<p or w'<p.
A0) If v, v’ are elements of Zp such that vv'<p, then v<p or v'<p.
(A1) If u is an element of =, and v of g such that uev<p, then u<p
or v<_p.
12) If u is an element of % and v of Zg such that vu<lp, then u<p
or v_p.

Proof. This is immediate by the following implications: (1)=(2)=
B=@)=0)=0©)=Q1), (D)=(6)=10)=(1), (4)=@®)=12)=9) and @)=(7)=
(11)=().

14) Cf. [1; p.39], [6; p. 825].
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DEeFINITION 6. An element p of 7 which has any one (and therefore
all) of the properties stated in Lemma 9 is said to be a prime element
of T or of S.

DerINITION 7. Let ¢ be an element of 7. The infimum of the primes
containing ¢ is said to be a radical of c¢. In particular, the radical of O
is said to be a radical of S. The radical of ¢ is denoted by Rad (c), and
the radical of S by Rad (S).

Lemma 10. Rad(c) is contained in T for every element c of T. In
particular Rad (S) is contained in T.

Proof. Since T is lower-complete, this is immediate.

A non-zero element a of S is said to be nilpotent if ¢”=0 for a
whole number #. A subset of S is said to be nilpotent-free, if it has no
nilpotent element.

Theorem 10. The following conditions are equivalent to one another -
(1) Rad(S)=0.

(2) = is nilpotent-free.

(3) T is milpotent-free.

4) =, is milpotent-free.

(5) L s nilpotent-free.

(6) =g is nilpotent-free.

(7) R is nilpotent-free.

Proof. Let ¢ be an element of 7T, and let U(c) be the set of the
elements of X, such that every u-system, defined by =,, containing x
contains an element of the lattice-ideal of 7, which is generated by c.
Then, by using Lemma 10, we can prove similarly to the proof of
Lemma 3 that Rad(c) is contained in sup[U(c)]. Hence the proof of
equivalency of the conditions (1), (2) and (3) is obtained similarly to that
of Theorem 1. Let @ be an element of L such that ¢==0 and a°=0 for
a whole number p. Then we can take an element x such that x<la,
x40 and x€3,. Since (x¢)’=0, xa==0 and xe€=,, we obtain that
(2)=(5). (6)=(2) is evident. Hence of course (4) is equivalent to (2).
Similarly for (6) and (7).

§5. ¢-Closed Elements

In this section we suppose that Rad (S)=0. X,, i, =4, etc. are
similar as in §4. We are now going to define @-closed elements of S,
and consider a meet decomposition of @-closed elements.

Let 3’ be a subset of %,, and @ an element of L, We denote by
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l(a; %) the elements x of 3’ such that xa=0. r(a;Z2) is defined sym-
metrically for an element a of R and a subset 3’ of Zjx.

Lemma 11. Lef a be an element of L, and let F be the elements of
L such as fa=0. Then l(a;3;) cotncides with the set of the elements x
of 2 such that x<f for some f of F.

Proof. This is immediate.

Lemma 12. Let a be any element of L. Then sup|l(a;Z.)] is equal
to supl(a; =), and contained in T.

Proof. Take an element x of =; such that x<sup[/(e; =,)]. Then
there exists a finite number of elements u,, -, u, of l(a;Z;) such that
xu,v-u,. Hence (xe)a=x(ea)=xa<_\J}_,u;a=0. Since xe€ = and
x<_xe, we obtain sup[/(a; =,)]<sup[l(a;=7)] The converse inclusion
is evident, q.e.d.

Sup[/(a; =,)] is denoted by /*(a), and sup[7r(a; Zg)] is denoted by
r*(a).

Lemma 13. If c is an element of T, then I*(c)=r*(c) and cc*=c*c=0,
where c*=1*(c)(=7r*(c)).

Proof. Take an element x of =, such that x<(/*(c). Since there
exist a finite number of elements x,, -, x, of /(c;=;) such as x<x,v
--ux,, we have xc<\/;_,x;c=0, xc=0. Hence I*(c)-c=sup[l(c; Z.)-c]
=0, and hence (c-/*(c))*=c(I*(c)-c)I*(c)=0. Since c-/*(c) is contained in
L and L is nilpotent-free, we obtain c-/*(c)=0. Symmetrically »*(c)-c=0.
Next, we let x be an element of =, such as x<(/*(c). Then, by the
above argument, we have cx=0. Hence x is contained in 7(c; ;). We
obtain therefore /*(c)=sup [x; x€ 3, x<I*(c)] <sup [r(c; 2p]=7"().
Symmetrically 7*(c)<Il*(c), and *(c)=r*(c).

Lemma 14. Let ¢ be an element of T, and a an element of L. Then
the following conditions are equivalent :

1) ca=0.
2) cna=0.

Proof. This is immediate by (cna)’<ca<cna.

Lemma 15. If @ is an element of L, then I*(a)na=0.

Proof. Since /*(a).a=0 and /*(a) € T, this is immediate by Lemma
11. '

Lemma 16. Let ¢ be any fixed element of T. If cng=0 for an
element g of T, then g<c*,
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Proof. Take an element x of =, such that x<g. Then xnc=0.
Hence xc=0, hence x is contained in /(c; =;) and hence x<_c*. We have
therefore g<c*.

DermiTION 8. The mapping a— @(a)=r*({*(a)) = (*(a))* from L into
T is called @p-mapping of L. An element a of L is said to be ¢-closed
if p(a)=a. @’-mapping of R is defined symmetrically.

It is easy to see that the @-mapping of L has the following pro-
perties : ‘

1) a<o(a),

2) pp(a)=p(a),

3) a<<b implies p(a)<qp().
Symmetrically for ¢’-mapping of R.

Lemma 17. ¢(c)=¢'(c)=c** for every element c of T. c is ¢@-closed
if and only if it is @’-closed.

Proof. This is immediate by Lemma 13.

Theorem 11. If ¢ is a p-closed element of T, then c is decomposed
as a meet of a finite or infinite number of prime elements of T; and so
is p(a) for every element a of L.

Proof. Let [¢, c] be the interval {f;e>t">c, teS}. If we suppose
that ¢ is not represented as a meet of prime elements of 7, then, apply-
ing Theorem 10 to the /-semigroup [e¢, ¢], we can find an element g of
[e, c] AT such that g>>c¢ and ¢>g* Since (gnc*)*<<cnc*=0, we have
gnc*=0. Hence g<<c**=@(c) by Lemma 16. This implies c==o(c),
which is a contradiction.

Lemma 18. If ¢na=0 for elements ¢ of T and & of L, then
p(c)Nna=cnp(a)=0.

Proof. Since ca=0 by Lemma 14, we have a<r*(c)=c*. Hence
anp(c)<c*Nnp(c)=0, anp(c)=0. Next we have ¢<[*(a), since ca=0.
Hence cnp(a)<0*(a)nep(a)=1%(a)n(*(@)*=0 by Lemma 15. We have
therefore ¢ p(a)=0.

Lemma 19. Let a be an element of L. If c€le, a]AT, then ga=0
for every element g with gc=0, g€ T. Conversely, if (1) a<<c (c€T) and
(2) gc=0 for every element g with ga=0, g€ T, then cp(a).

Proof. The first part is easy to see. We now suppose that /*(a)-c
#4=0. Then by Lemma 14 we have g=cn[*(a)==0, Now it is evident
that g is contained in 7 and cng=g==0. Hence we have that gc=0.
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On the other hand, we have ga=(cN/*(a))a<l*(@)a=0, ga=0. This is
a contradiction. Hence we have *(a)c=0, ¢c<(*(a))* =p(a).

Lemma 20. @(ae)=p(a) for any element a of L.

Proof. Suppose that xa=0 for an element x of =,. Then of course
x+ae=0. Hence /(a; =Z,) is contained in /(ae; Z,;). Conversely, let x be
any element of /(ae;Z;). Then x-ae=0. This implies xa<xae=0,
xa=0. Hence x is contained in /(a;Z;). Hence {(a;Z;)=Il(ae; ;). We
have therefore /*(a)=sup [l(a;=,)]=sup [l(ae; =.)]=[*(ae), p(a)=(*(a))*
= (I*(ae))* =p(ae).

Theorem 12. @(ab)=p(a)Np(b) for any two elements a and b of L.

Proof. First we suppose that « is an element of 7. Then, since
ab<anb, we have @(ab) <planb)<pla)Nnp(b). Take now an element
g of T such that

(1) h=p@npd)ng=+0.

Then, since p(a)Ng==0, we have ang==0 by Lemma 18. It suffices to
prove that abng==0. Because, if so, we have @(a) N p(b) < pp(ab)=p(ab)
by Lemma 19. Assume now that abng=0. Then (anbdnh)}*<abnh<
abng=0, anbnh=0. Hence a(bnh)=0. Therefore we have

(2) bnh<r*(a) = a*.
By using (1) we have
(3) bnh <h<qp(a).

Since @(a)-a*=0, p(a)na*=0, we obtain bn2=0 by (2) and (3). Hence
by Lemma 18 we have O=@(b)nh=h=£0, a contradiction.

Next we suppose that ¢ is an element of L. Then by using Lemma
20, we obtain @(ab) = p(a-eb) = p(ae-b) = p(ae) N p(b) = p(a) N@(). This
completes the proof.

Corollary. @(ab)=@(anb) for any element a of T and b of L. If
both a end b are p-closed, then ab=anb.

DEFINITION 9. An element ¢ of L is said to be left @-prime if
ab<gq, a,be L, p(a)=e imply b<gq.

Lemma 21. An element q of L is left p-prime if (and only if)
ab<gq, ae T, pla)=e, be L imply b<q.

Proof. Suppose that ab<<gq, a,b€ L, p(a)=e. Since ¢—>ab=a-eb=ae-b,
ac€ T, we obtain @(ae)=p(a)=e by Lemma 20. Hence b<gq.
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Lemma 22. Let q be a left p-prime element. Then ab<gq, a,bEL,
p(a) =p(b) imply b<_q.

Proof. Since *(a)b<p(*(a))p(b) <p(l*(@)p(a)=p(*(a)-a)=9(0)=0,
*(@)b=0, we have (avul*(a)b=ab<q. Now since [*(av/*(a)<I*(a)N
(*(@)*=0, we have *(aui*(a))=0. Hence @o(*(avi*(a))=e. We get
therefore 6< gq, as desired.

Theorem 13. Let q be any left p-prime element of L. Then the
supremum g of the elements ¢ such that c<q, c€ T, is also a left p-prime
and p-closed element ; and § is decomposed as a meet of a finite or infinite
number of prime elements.

Proof. Suppose that ag< g, where @, b€ L and @(a)=e. Then a-be
<ge=3<gq. Hence be<_q, hence be<g, and hence b<_g. This proves
that g is left @-prime. Next, we prove that g is p-closed. Since gp(g)<<g
and @(g)=99(q), we have @(7)<g by Lemma 22. Hence @(g)=g. The
last part of this theorem is an immediate consequence of Corollary to
Theorem 12.

§ 6. Nilpotent-free Ring Systems

An associative multiplicative semigroup o is called here a ring
system, if it has the' following two conditions: (1) o is an algebra™
with a void or non-void set I'={®} of finitary operations which does not
contain the 'multiplication and (2) the left and the right distributive laws
hold for o, say, xp(x,, -, x,) =P(xx,, -+, X%,), P(X,, =+, X)X=P(XX, >+, XpX)
for all x, x;€0 and all peI. Usual semigroups, associative rings, some
near-rings and distributive lattices are included as very special cases.

Now we assume that o has the zero element 0. A non-void subset
a of o is called a left ideal of o, when (1) a is closed under all operations
in " and (2) if a€a, then raca, for all »e€o. A right ideal of o is
defined analogousely. A left and right ideal is called a two-sided ideal
or shortly an ideal of 0. Let X be a non-void subset of 0. By [X]*
we mean the closed subsystem of X under all operations in I. Any
element of [ X]" is denoted by fo, .. ¢, (%,, -+, £,) or losely by f(x,, -+, x,).
Let X and Y be any two non-void subsets of . By XY we mean the
set of the elements xy, x€X, ye€Y. The product X.Y is defined as
the elements of the form @(x,v,, -, x,¥,), where x;€ X, ;€Y and @ €1
By (X), we mean the left ideal generated by X. Then it is easily
verified that (X),=[oX Vv [X]"]*=[oX Vv X]*. For any element x of o, (x),

15) In the sense of G, Birkhoff, Cf. [2; Foreword on algebra].
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is called a principal left ideal of o. Symmetrically for right ideals (X),,
(%), of . The (two-sided) ideal generated by X is denoted by (X), which
is equal to [oXovoXvXoVvX]". Then we have (x)=[(x),-0V (x),]" for
any x€0. For, since [oxoV x0]"=[(ox Vv x)o]"=[[ox V2] 0] =[ox v x]F-0
=(x),-0, we obtain (x)=[oxoVvxoVvoxVvx ]| =[[oxoVvxo]"V[oxVva]"]"'=
L(x);+0v (x),]%, as desired.

Now let € be the left ideals of o, R the right ideals of o, & the
set-union of € and R, and ¥ the intersection of € and R. Then & is, of
course, a partly ordered set under the set-inclusion relation. Evidently
o is the greatest element of &, and the zero element O is the least
element of &. Evidently 0.a=a-0=0 for all a of &. If o has the unit
element, then o.a>a, a-0>a for all a of &; and if a€fR), then
p.a=a (a-0=a). It is now easy to see that both € and R form lower-
complete c/-semigroups under the operation (-) and the set-inclusion
relation. Hence, if o has the unit element, the conditions P,, P,, P,, P,
and P, hold for &.

An ideal p of v is said to be prime if whenever p contains a product
of two ideals of o, then p contains at least one of the factors. A radical
of v (or of &) is defined as the intersection of all prime ideals of o.
A non-zero ideal is called nilpotent when some power of it is the zero
ideal.

In the following we suppose that v has the unit element.

Let 3¢ and Zm be any two accessible join-generator systems of €
and N respectively, which satisfy the conditions (*) in §1 and [x] of
Lemma 8 in §4. Now we consider a family M (non-void or void) of
ideals such that 9 is closed under the multiplication (-). If a is an ideal
such that a’Ta implies o’ ¢ M, then by Lemma 1 there exists'® an ideal
p satisfying the following conditions; (1) a<p, (2) b<p implies b & M,
(3) if an ideal ¢ contains P strictly, there exists an ideal in 9 which is
contained in ¢ and (4) p is prime. Then, by Theorem 10, the following
conditions are equivalent: (1) o has the zero radical, (2) ZSeA3Zn is
nilpotent-free, (3) T is nilpotent-free, (4) € is nilpotent-free, (5) =g is
nilpotent-free, (6) R is nilpotent-free and (7) =x is nilpotent-free.

Lemma 23. The set of all principal left ideals of v forms an acces-
sible join-generator system of €.

Proof. Suppose that (@), is contained in \/,(@,),. Then there exists

16) If we define % as a family of ideals such that there exists an ideal ¢ contained in a-b
for any two ideals a, b€ 9, then, whether there exists p with (1), (2) and (3) or not, is un-
known to the author. Cf. [12; Theorem 14-11}.
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a finite number of elements x,, -, x, such that a=f(x,, -, x,), x;€
\/r(@), for some f. Hence x;€ (ary);, i=1, -+ ,n. Hence x;€\Ji_(ary):-
We obtain therefore (a),=(f(%,, -+, %,)); < \J7-, (@), The other condi-
tion is easy to see. This completes the proof.

By ¢ () we mean the system of the principal left (right) ideals
of o. Then it is easy to verify that these two systems satisfy the

condition [*] in Lemma 8. Hence, by using Theorem 10, we obtain the
following

Theorem 14. Let o be a ring system with the unit element and the
zero. Suppose that (x) the product of any two principal left ideals is
Sfinitely gemerated'™, and symmetrically for right ideals. Then the following
conditions are equivalent : (1) o has the zero radical, (2) o has no nilpotent
principal ideal, (3) T is nilpotent-free, (4) Ve is nilpotent-free, (5) L is
nilpotent-free, (6) P is nilpotent-free and (7) R is nilpotent-free.

Throughout the rest of this section, we suppose that o has the zero
radical.

Let a be any left ideal of o. Then, by Lemma 12, the left ideal
[*(a) generated by the set-union of the left ideals g with g-a=0 (y € Z¢)
is equal to the (two-sided) ideal generated by the set-union of the ideals
y with p.a=0 (yeZgAZn). Hence /*(a) is a two-sided ideal of o. The
same is true for r*(a), where a is a right ideal of o. If ¢ is an ideal
of o, we have /*(¢c)=7r*() and c.c*=c*.c=0, where ¢*=/*(c)=r*(c). Let
a be any left ideal of o. Then the mapping a—@(a)=(*(a))* from €
into ¥ is said to be p-mapping of €. A left ideal a is said to be @-
closed if @(a)=a. The @-mapping satisfies @(a-b)=p@(a)N@(b) for any
two left ideals a, b of o (Theorem 12). In particular, if a is an ideal,
p(a-b)=p(anb). If a, b are p-closed ideals, then a-b=anb. ¢@’-mapping
of R and @’~closed ideals are defined in a similar way. Then @(c)=¢’(c)
=c¢** for any ideal ¢ of o, and ¢ is @p—closed if and only if it is ¢’-closed.
In such a case we shall say that c¢ is closed. Then by Theosem 11 any
closed ideal of o is decomposed as an intersection of a finite or infinite
number of prime ideals of o; and so is @(a) for all left ideals a of o.

If o satisfies the condition () in Theorem 14, we can argue similarly
as above, by using Y3¢ and Pn instead of Z¢ and = respectively. In this -
case we use “@?(a)” instead of “@(a)”, and say “principally @-closed”
or shortly “p-@p-closed” instead of “@-closed”. Then any p-p-closed
ideal is decomposed as an intersection of a finite or infinite number of

17) This is essential in our argument. In fact, we can find an example which shows that
the conditions (2) and (3) are not equivalent, if this condition does not hold. This condition
is of course weaker than the ascending chain condition for the left (right) ideals of p.
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prime ideals of o; and so is @?(a) for all left ideals a of o. Therefore
we obtain the

Theorem 15. Let 0 be a ving system with the unit element and the
zero, and suppose that o has the zero radical. If the ascending chain
condition holds for ideals of o, then, for any left ideal a of o, p?(a) is
uniquely decomposed as an intersection of a finite number of prime ideals
of o. In particular, so is any p-p-closed two-sided ideal of o.

A left ideal q of o is said to be left @-prime if whenever a product
of two left ideals a and b with @(b)=p is in q, then, a is in q. Then,
by Theorem 13, the ideal q generated by the two-sided ideals contained
in g is closed and left @-prime; and q is decomposed into an inter-
section of a finite or infinite number of prime ideals of o.
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