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Abstract—This paper proposes a novel vector similarity search
(VSS)-based modulation and coding scheme (MCS) selection
for massive multi-user multiple-input multiple-output orthogonal
frequency division multiplexing (MU-MIMO-OFDM) systems
that employ uplink multi-user detection (MUD) based on it-
erative signal estimation. To maximize the uplink throughput of
MU-MIMO-OFDM systems, it is necessary to assign a carefully
selected MCS to each user according to an accurate prediction
of the mutual information (MI) that can be achieved with
MUD based on the knowledge of the estimated channel state
information (CSI). However, since the detection accuracy of
iterative MUDs, such as expectation propagation (EP), varies
depending on the convergence characteristics, it is challenging
to analytically predict the achievable MI in the presence of
MUD. To address this difficulty, we propose a novel method
for predicting the achievable MI by creating a vector database
(VDB) offline that stores feature vectors (keys) computed from
CSI and the actual MI (values) achieved with iterative MUD,
and then searching this VDB online using approximate nearest
neighbors (ANN) search, which enables VSS at ultra-high speed.
Simulation results show that the MCS selection based on the
proposed MI prediction achieves higher uplink throughput than
the conventional schemes in MU-MIMO-OFDM systems using
the EP-based MUD.

Index Terms—MU-MIMO-OFDM systems, MCS selection,
mutual information, vector database, vector similarity search.

I. INTRODUCTION

Massive multi-user multiple-input multiple-output orthog-
onal frequency division multiplexing (MU-MIMO-OFDM) is
one of the essential technologies to cope with the explosive
growth in the number of uplink user equipment (UE) devices
in the future wireless networks [1]. In order to maximize the
uplink throughput of MU-MIMO-OFDM systems, it is vital
to adaptively assign an appropriate modulation and coding
scheme (MCS) index to each UE according to its wireless
channel quality. As a metric for measuring this channel
quality, the estimated (predicted) value of the subcarrier-wise
signal-to-interference-plus-noise power ratio (SINR) achiev-
able by each UE with multi-user detection (MUD) has often
been adopted [2], [3]. However, in many standardization
specifications, channel coding is performed for each transport
block (TB); hence, a signal codeword is distributed over
multiple subcarriers with different channel quality. For this
reason, it is necessary to evaluate the wireless channel quality
over all the subcarriers (i.e., allocated resources) that con-
tribute to the transmission of the codeword, and the mutual
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information (MI), which can be calculated for each TB, has
been considered as a more appropriate metric [4], [5].

When using spatial filtering, such as linear minimum mean
square error (LMMSE) detection, it is possible to analytically
estimate the post-MUD SINR from the channel state informa-
tion (CSI). Therefore, after converting the estimated SINR of
each subcarrier to MI, the predicted MI of the demodulator
output can be obtained by averaging over all the subcarriers
within the allocated resource (i.e., 1 TB). In contrast, when
using (nonlinear) iterative signal detection such as expectation
propagation (EP) [6] as MUD, it is difficult to analytically
estimate the post-MUD SINR because the detection accuracy
varies depending on the iterative convergence characteristics
[3]. It should be noted here that if the MI of the demodulator
output cannot be predicted with high accuracy, the improve-
ment in MUD accuracy achieved by iterative signal detection
cannot be reflected in the MCS selection. Therefore, even if
the MUD accuracy at the linklevel is improved, as reported in
the literature, it will not lead to an enhancement in the overall
system throughput.

Based on the above observations, in this paper, we pro-
pose a novel vector similarity search (VSS)-based offline
learning approach that employs a vector database (VDB)
and approximate nearest neighbors (ANN) search [7]-[9] to
predict the achievable MI of the demodulator output in the
presence of iterative MUD. The proposed method consists
of a VDB construction phase based on offline learning and
an online MI prediction phase using the constructed VDB. In
the former phase, feature vectors (keys), which is a metric that
can be calculated from CSI and the average received signal-
to-noise power ratio (SNR), are generated and stored in the
VDB together with the MIs (values) achieved when actual
transmissions are performed over those wireless channels. In
the subsequent online prediction phase, the key (i.e., feature
vector) is generated from the estimated CSI and average
received SNR, and the VSS is executed by ANN search
on the constructed VDB to obtain the value (i.e., the MI
of the demodulator output) that is linked to the key with
high similarity. Since this value is the demodulator output
MI that has actually been achieved for a similar wireless
channel, it is possible to obtain a highly accurate prediction
value that also takes into account the convergence charac-
teristics of the iterative MUD. As a learning-based MCS
selection scheme, the Q-learning approach [10], [11] has been
widely investigated. However, in massive MU-MIMO-OFDM



systems, the size of the table/network becomes enormous,
due to channel fluctuations. This may cause a computational
challenge as the online learning may not converge within a
realistic processing time. In contrast, the proposed method
uses knowledge of the CSI and average received SNR as
keys to achieve a significant reduction in the search space
through offline learning, enabling high-speed, high-precision
MI prediction and MCS selection even in massive MU-
MIMO-OFDM systems.

ANN search has been used to achieve accurate VSS when
similarities or correlations are found in the data being handled,
and has been developed in the fields of translation between
different languages and classification of high-dimensional
images [9]. With the helpful recent development of the ANN
library [12], there have been reports of its application to
wireless communications, such as the transmission power
allocation problem [13] and the meta-learning to a deep
unfolding (DU)-aided signal detector [14], and this paper can
be positioned as one of the advancements of such studies.

In the rest of this paper, we first confirm that MI prediction
in the presence of LMMSE-based MUD can be achieved
analytically with high accuracy, and clarify the difference
from the achievable MI with EP-based MUD; next show that
it is possible to predict MI after EP-based MUD with high
accuracy by designing a feature vector (key) and creating a
VDB. Finally, we demonstrate that system throughput can
be significantly improved by MCS selection based on the
proposed method.

Notation: Sets of real and complex numbers are denoted
by R and C, respectively. Vectors and matrices are denoted
in lower- and upper-case bold-face letters. The transpose
and conjugate transpose operators are denoted by -1 and -H,
respectively. The a X a identity matrix is denoted by I,.
The diagonal matrix constructed by placing the elements of
a vector a on its main diagonal is denoted by diag[a]. The
i—th row and j—th column element of matrix A is denoted
by [A]; ;. The complex Gaussian distribution with a mean a
and a variance b is denoted by CN (a, b).

II. PRELIMINARIES
A. Signal Model

Consider an uplink massive MU-MIMO-OFDM system in
alignment with the fifth generation (5G) new radio (NR)
specification as shown in Fig. 1. Each UE has one trans-
mit (TX) antenna, and M UEs perform spatial multiplexing
transmission to a base station (BS) receiver equipped with N
receive (RX) antennas with uniform rectangular array (URA).
In the BS, resource allocation and MCS selection for uplink
transmission by each UE are performed based on the acquired
CSI, and the results are notified to each UE. Each UE then
encodes and modulates the information bit stream using the
selected MCS and transmits the resulting signal using OFDM
in the allocated time-frequency resource, where the resources
allocated to each UE in a given time slot are called TB,
and the information bit stream is encoded and modulated for
each TB unit. The smallest TB in the 5G NR standard [15]
is a resource block (RB) consisting of 14 OFDM symbols
(time) X 12 subcarriers (frequency), and resource allocation
is performed adaptively to every UE through scheduling
processing. The insertion and removal of cyclic prefix in
OFDM transmission are assumed to be carried out ideally, and
the receiver performs MUD on the frequency-domain MIMO
signal detection, demodulation, and then channel decoding.
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Fig. 1. Configuration of BS and UEs.

Let x,,[r,€] be the frequency-domain symbol transmit-
ted by the m-th UE at discrete time r using {-th sub-
carrier, where each symbol is selected from the set of
quadrature amplitude modulation (QAM) symbol candi-
date points X = {)(1,--- s X ,)(Q} with the aver-
age energy E;. Denoting the TX vector spatially multi-
plexed on the [r,]-th time-frequency resource by x[r,{] =
[xi[r. €], ....xpmlr, €], ..., xpe[r, €]]" € CMX1 the RX vec-
tor y[r,£] € CV*! can be expressed as

ylr. €] = H[C]x[r, ] +z[r, €], 1)

where H[f] = [h([€],...,hu[C],... . hp[€]] € CN*XM
is the frequency-domain MIMO channel matrix of the ¢-th
subcarrier; h,,[f] € CVX! denotes the m-th column vector
of H[(]; and H[{] is assumed to be constant during one-
time slot transmission (1 < r < R). In addition, z[r,{] =
[zi[r €], ... zn[r, €], ..., 2n[r, €]]7 € CNX1 is the additive
white Gaussian noise (AWGN) vector, each entry of which
follows CN (0, Ny) with Ny denoting the noise power density.

Since the MCS used by every UE must be determined prior
to actual transmission, the BS must estimate (predict) the
MI of the demodulator output that can be achieved in the
presence of MUD, based on the estimated values of H[{], V¢
and the average received SNR p £ E /Ny without the RX
signal y[r, €], Vr,VE.

For simplicity, we assume that the CSI H[{],V{ and
average received SNR p are estimated without error at the BS
and the assigned MCS index is notified to each UE without
error.

B. EP-based MUD Algorithm

The pseudo-code of the EP-based MUD algorithm designed
based on [6] is given in Algorithm 1, where we omit the
qualifier [r, €] since signal detection is performed indepen-
dently of indices r,{. The EP detector consists of module A,
which performs signal separation using the LMMSE filter, and
module B, which calculates the conditional expectation, which
is the general MMSE solution, based on the output of module
A. The detection accuracy can be gradually improved by
exchanging extrinsic information between the two modules.
For further details, we refer the reader to, e.g., [6]. The
number of iterations is denoted by T, and the qualifier (-)*)
denotes the iteration index for every variable. Finally, @ in
lines 14 and 15 is a damping factor.

C. Calculation of Bit-Wise LLRs

Continuing from the previous subsection, we will omit
the qualifier [r,{]. Based on the message qfnTLHB (xq) from
module A to B obtained in the final iteration of Algorithm



Algorithm 1 EP-based MUD algorithm
Input: y e CNXI HeCNM T

Output: qm A—»B(Xq) Vm,Vyq € X

/* Tnitialization */ :
_ Mx1 y(1

xp A =0eC LV

/* Tteration */

2: fortr=1to T do

3w WO = (Nl + BV, HY)

1: :ESIM

-1

-1
4 5O = (diag [B{® by, B P O hy])
O N O - H _ (t)
5oy =x)  + EOHWPO (y HxBHA)

v = (1)
6: V A—B ‘_'(t) VBHA

o P
|)(q *m AA)Bl
7. Vm,Vy, € X : qm A—>B(X‘1) = exp( MO) )
m,A—B
t
g: Vm :x([) — que)()(q qm AHB<X‘I
> quvqm AHB (xg)

m,B

z |Xq |2 m,A— (xq) 2
9: Vm : vZ)B = XX 1( s e) Z)B
’ Lyl ex qm amp (XG) ’
, RS DR D T
10: Vm : —7— =T
m B—A B mA B
(1) () Spn _ Yo
. = vy . mB _ mA-B
11: Vm 'xm,B—>A Vm B—A (’) (t)A R
b ¥ [z 7 o
: B—>A 1,BoA* > YmBoAY XM BoA
} (1) =(1) =(1)
13: VB_)A = diag [v1 BoA’ 2 VmBoAT 2 VM BoA
. (D) (1) _ (1)
14: xl?HA) axB(HA +(1 a)xBﬁ)A
t+1 (t
15: Vp '\ = VB_>A+(1 —a)Vp_ A
16: end for

1, the log-likelihood ratios (LLRs) of the coded bits that
compose the TX symbol x,, is calculated. When x,, consists
of S =log, O coded bits ¢.1, . .- Cim,ss - - - » Cm,5» the bit-wise
LLR corresponding to ¢, s is calculated as

T
Z/\/‘IEX‘CSZI qin,?A—»B (Xq)

Alcm,s) =1n 2

T ,
e Xleem0 Doy s (X0)

where X|cs = ¢ (c € {0, 1}) denotes a set of candidate symbol
points such that the s-th bit constituting y is c.

D. Calculation of MI for Each TB

With the qualifier [r, ¢], we denote the LLRs of the detector
output corresponding to the coded bits that compose x,,[r, €]
by A(cm.s)[r.€], Vs, using (2). The number of coded bits
Cm.s[r, €] contained in a single TB is Nyg = R X L X S, and
by using all the corresponding LLRs, the demodulator output
MI can be approximately computed as [16]

R L S

-ZmTB’“l_N_TBZZZUmsrg (3a)

r=1 {=1 s=
Mms[7, €] = log, (1 +exp [—(2¢m,s[7, €] = DA(cms) [, €]]) -
(3b)

If the MI of the demodulator output calculated by (3) can
be predicted prior to signal transmission, it can be converted
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Fig. 2. SNR versus MI in AWGN channel.

to the MI of the decoder output according to the decoding
characteristics and used for appropriate MCS selection.

III. MI PREDICTION AFTER LMMSE-BASED MUD
A. Analytical MI Prediction for LMMSE-Based MUD

When using the LMMSE detector, the SINR after MUD
can be calculated analytically. First, in the detection of
Xm[r, €], V¥r, from the RX signal y[r, {],Vr, in (1), the SINR
of the LMMSE filter output can be expressed in closed-form
as

1
Yml€] = I - L 4
| (oHMLE1H T + 1)
m,m

Next, by modeling the LMMSE filter output as an AWGN
channel output with the same SNR as in (4), the post-MUD
SINR for each subcarrier can be converted to the predicted
MI of the demodulator output ImQ [€] = Yo (Ym[€]), where
Yo(-),0 € {4,16,64}, is the conversion function shown in
Fig. 2. By averaging this over all L subcarriers, we can predict
the MI of the demodulator output 7, tg given by (3), which
can be achieved when O-QAM is used, as

~ 1 ~
2=~ Zz;,? [£]. )

Finally, MCS selection is performed by calculating (5) for
all modulation schemes (e.g., O € {4,16,64}), converting
each one to decoder output MI according to the decoding
characteristics, and then selecting the maximum MCS index
that achieves the target (reference) block error rate (BLER).

Based on the above descriptions, in MI-based MCS selec-
tion, accurate prediction of the MI of the demodulator output
plays a critical role.

B. Evaluation of Prediction Accuracy

We have simulated a massive MU-MIMO-OFDM system
and evaluated the accuracy of the demodulator output MI
predicted using (5) with LMMSE-based MUD. The simulation
conditions are summarized in Tab. 1.

Suppose that we have R OFDM symbols per TB with
each TB having Nrg RBs, and each RB consisting of N,
subcarriers. The number of subcarriers per TB is then given
by L = N. X Nrp. According to the RB model of the 5G
NR standard [15], we have R = 14 and N, = 12 (see Section
II-A). Assuming that Nrg = 16, we have L = 192 subcarriers



TABLE 1
SIMULATION CONDITIONS IN THIS NUMERICAL SIMULATION

Item Value
Center frequency 4.7 GHz
Bandwidth 100 MHz
Subcarrier spacing 30 kHz
Number of subcarriers 3072 (L =192)
Delay spread 100 ns

3GPP CDL-B [17]
4QAM. 16QAM, 64QAM [18]
LDPC [18]

(N, M) = (64,24)

Delay profile
Modulation scheme
Channel coding scheme
MIMO configuration
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and thus Ntg = R X L X § = 2688S (see Section II-D). For
simplicity, the evaluation was performed assuming that all
UEs use the same modulation scheme (Q € {4, 16,64}, and
the average received SNR was set to the range from -10 dB
to 24 dB.

Fig. 3 shows the scatter plots of the measured MI 7, 15
calculated using (3) on the vertical axis and the predicted
MI IﬁTB calculated using (5) on the horizontal axis. Thus,

the solid black line, which shows 7, T = ImQTB, represents

the ideal case indicating perfect prediction, and the dashed

black line, which shows 7, g = IW?TB + (.05, represents the
reference performance where the prediction error is 0.05. Figs.
3(a), (c), and (e) show the results when LMMSE detection is
used as MUD (T =1 in Algorithm 1) for every modulation
scheme. As expected, the samples (red dots) are distributed on
the ideal line, indicating that we can achieve highly accurate
analytical MI predictions. On the other hand, Figs. 3(b),
(d), and (f) show the results when EP detection (T = 4 in
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Fig. 4. MI prediction with VDB and ANN.

Algorithm 1) is used as MUD. It can be seen that almost all
samples are above the solid line (7, 18 = I”?TB) because the
measured MI improves by the amount of the iterative gain
compared to the predicted MI based on LMMSE detection.
The above results suggest the following two vital insights:
1) when MCS selection is performed using (5) and the EP
detector is used for MUD, highly reliable communications can
be achieved while significantly suppressing the retransmission
probability, and 2) if MI prediction with EP-based MUD can
be performed with high accuracy, further improvement in
system throughput can be expected by selecting an appropriate
MCS.

In the following section, we propose a method for accu-
rately predicting the MI with EP-based (i.e., iterative) MUD.

IV. PROPOSED VSS-BASED MI PREDICTION

Fig. 4 shows a schematic diagram of the proposed VSS-
based MI prediction using ANN search on VDB. The pro-
posed method consists of (a) an offline VDB construction
phase and (b) an online MI prediction phase. In the construc-
tion phase (a), the feature vector (key) calculated from the
CSI H and average received SNR p is linked to the value
of MI (value), which is paired with the measured MI (value)
when MU-MIMO-OFDM transmission is performed through
that wireless channel and MUD is performed with the EP
detector, and they are registered in VDB in vector format. This
phase is usually carried out offline, whether in simulations or
in real environments, but it is also possible to create VDB
online using real data or to update VDB with additional data.

In the prediction phase (b), the key is generated in the
same way from the estimated CSI and average received SNR,
and the ANN search finds an arbitrary number of neighboring
keys, and outputs the associated values. The values obtained
in this way are the MIs achieved when actual transmissions
are performed over similar wireless channels; therefore, if the
feature vector is designed appropriately, it is possible to make
highly accurate predictions. In this paper, we used Faiss [9],



Algorithm 2 VSS-based MI prediction using Top-K method
Input: Estimated CSI H , average SNR ¢, VDB for 0-QAM
Output: Predicted MI frgTB

1: Calculate the feature vector v = f(H, ()

2: Execute Top-K ANN search with query v

3: As a result of the search, we obtain K pairs in order of

similarity:
(vi,€1), (v2,82), ..., (UK, &K) 0 Dk
4: Calculate average of €1, &s,...,¢&k: Im’TB = % k=1 €k

[12], which is one of the ANN libraries that operate quickly
on GPUs.

A. Offline VDB construction Phase

The specific procedure is described as follows. The size of
VDB is set to Dypg, which means that the VDB can store
Dvpp pairs of a feature vector (key) v € RPreyXl and acquired
knowledge (value) € € R, in the format of (v, €).

In this paper, keys are generated from H and p; hence, the
feature extraction process can be expressed as [7]-[9]

v=/f(H,p), (6)

where f(-) is the feature extraction function, and this design
greatly affects the prediction performance. In addition, values
are the measured MI 7, tg in (3).

B. Online MI Prediction Phase

_ Denoting the obtained CSI and average received SNR by
H and g, respectively, the key is generated by (6) as

lﬁzf(H,p’). )

It is possible to search for a key that exists near ¢ in (7)
and directly employ the associated values as the predicted
MI. However, since ANN search is an approximate search, it
does not necessarily find the optimal key. Therefore, in this
paper, we obtain the predicted MI based on the Top-K method
[13] in order to further improve the prediction accuracy.

The Top-K method is a technique that outputs the values
associated with the top K keys with high approximate vector
similarity, which are calculated internally during ANN search,
and in this paper, we improve the prediction accuracy by
using the average of the K predicted MI values as the final
prediction value. The pseudo-code of the MI prediction using
the Top-K method is given in Algorithm 2.

C. Design of Feature Vector

Although wireless channels vary according to stochastic
events, there is a strong correlation among these variations
in the time, frequency, and spatial domains. If we can design
a feature vector (key) that can extract these characteristics
appropriately, it should be possible to achieve accurate pre-
dictions with a much smaller database size than that required
for other applications such as natural language processing and
high-dimensional picture classification.

In this paper, we consider constructing a feature vector
using the predicted MI with LMMSE-based MUD for each
subcarrier, i.e., ImQ [£€] in (5). In order to reduce the dimen-
sions of the feature vector Dyey, instead of using all L = 192
subcarriers that compose 1 TB, only one subcarrier is used for
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TABLE 11
PREDICTION ACCURACY

Modulation scheme 4QAM 16QAM 64QAM
PE +0.05 96.78 [%] 98.46 [%] 99.57 [%]
MSE 0.000320  0.000197  0.000101

each RB; thus, the feature vector of size Dy.y = 192/12 = 16
is constructed as

- - - T
v=|72[12],72124),...,12[192]| eRrR'*<!, (8)

where ANN search on VDB can be interpreted as a transfor-
mation process from the MI with LMMSE-based MUD for
every subcarrier to the MI with EP-based MUD for 1 TB.

D. Evaluation of Prediction Accuracy

Computer simulations were conducted to evaluate the pre-
diction accuracy with the feature vector in (8). Simulation
conditions are the same as those in Section III-B, i.e., the
parameters shown in Tab. I. The size of VDB was set to
Dvpg = 134400 for all modulation schemes. The number of
data points (the number of plots) used for accuracy evaluation
is 33600, and the wireless channel realizations used for
evaluation are generated independently of those used for VDB
construction. The parameter for the Top-K method was set to
K =20, which turned out to achieve the best accuracy in the
pre-simulations.

Fig. 5 shows the scatter plots of pairs of the predicted
MI and measured MI, as shown in Fig. 3. The MI of the
demodulator output with EP-based MUD is predicted using
the proposed method. Tab. II shows the percentage of the
sample points that fall within the range of the prediction error
(PE) £0.05 and the mean square error (MSE) between the
predicted and measured MIs. From Fig. 5, we can see that the
samples are distributed around the ideal line of 7, 1p = IW?TB,
and that the variance decreases at higher order modulation
schemes. This can be confirmed numerically in Tab. II, where
the percentage of cases where PE is within the range of 0.05 is
over 95% for all modulation methods. The above results show
that the proposed method using (8) as the key can accurately
predict the MI with EP-based MUD.
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Fig. 6. Average received SNR versus average system throughput.
V. MCS SELECTION AND THROUGHPUT EVALUATION

Finally, we verified the improvement in system throughput
when MCS selection is performed based on the MI predicted
using the proposed method via computer simulations.

A. MI-Based MCS Selection

As described in Section III-A, MCS selection is achieved by
predicting the MI of the demodulator output for all modulation
methods listed in the MCS table, converting each of these
to the MI of the decoder output according to the specific
decoding characteristics, and selecting the MCS index that
achieves the reference BLER. Due to space limitations, we
omit the details, but the conversion from the demodulator
output MI to the decoder output MI is performed using the
extrinsic information transfer (EXIT) curve [16].

B. Throughput Evaluation

Simulation conditions are the same as those in Section
III-B, as listed in Tab. I, and the VDB used for MI prediction
is the same as that in Section IV. The MCS table used is
compliant with 5G NR standard [19]. Fig. 6 shows the average
system throughput as a function of the average receive SNR,
where the following methods are compared:

o ZF-based method (*): MCS is selected based on the
SINR predicted based on zero-forcing (ZF)-based MUD
[31,

« LMMSE-based method (*): MCS is selected based on
the MI predicted using (5) [4], [5],

» Proposed method (*): MCS is selected based on the MI
predicted using the proposed VSS-based method,

with (*), specifying the detector used for MUD.

First, with the ZF-based method [3], the poor SINR predic-
tion accuracy indicates that a significant drop in throughput
is unavoidable without a correction method such as outer
loop link adaptation (OLLA). Next, it is worth noting that
the system throughput does not improve even when the
MUD scheme is switched from the LMMSE detector to EP
detector in the LMMSE-based method. This suggests that
it is necessary to select the MCS index according to the
MUD scheme in order to reflect the improvement in detection
accuracy in the improvement of system throughput. Finally, it
can be clearly confirmed that the system throughput improves
when the MCS selection is performed using the proposed
method in a MU-MIMO-OFDM system that uses the EP-
based MUD.

VI. CONCLUSION

In this paper, we proposed a novel VSS-based MI prediction
method for MCS selection in massive MU-MIMO-OFDM
systems that employ iterative MUD schemes. The proposed
method predicts the MI with MUD by performing ANN
search on VDB using the feature vector computed from
the CSI and average received SNR as the key. Computer
simulations show that the proposed method can predict MI
in the presence of EP-based MUD with high accuracy by
constructing a feature vector from the analytically predicted
MI with LMMSE-based MUD. In addition, it was shown
that by selecting MCS based on the MI predicted using the
proposed method, improvements in detection accuracy using
EP-based MUD can be transformed to the improvements in
system throughput.
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