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% 1 : H# L7~ Sentence Transformer &5 /L

Model name

Pretraining dataset type

Fine-tuning dataset type  References

sentence-transformers/multi-qa-  Wikipedia,

mpnet-base-dot-v1

BooksCorpus, and other

Collection of Q&A [3],[10]

corpora from various

corpora [9] domains
NeuML/pubmedbert-base- PubMed abstracts, PubMed title-abstract [11]
embeddings PubMedCentral full pairs & similar title pairs

texts[8]
pritamdeka/S-PubMedBert-MS-  PubMed abstracts, MS-MARCO Q&A [12], [13]
MARCO PubMedCentral full dataset

texts[ 8]
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[E#% PubMed O title-abstract pair T7 7 A
T a—= T EINEETALLDE QRA T —X
Ty P THEHENTZLODOGTAEH L TRUME
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Model name Title-abstract MeSH term
MRR nDCG@10 Average F1 Score
sentence-transformers/multi-qa-mpnet-base-dot-v1 0.257 0.108 0.246
NeuML/pubmedbert-base-embeddings 0.382 0.168 0.260
pritamdeka/S-PubMedBert-MS-MARCO 0.431 0.200 0.353
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