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 A B S T R A C T

Rapid and accurate building damage assessment (BDA) following floods is critical for effective 
disaster response, yet faces challenges from limited labeled data and subtle damage cues 
in satellite imagery. Existing deep learning change detection (CD) methods may exhibit 
low recall or misclassify damage inappropriately when transferred directly to the post-flood 
BDA (Flood-BDA) task. This study addresses these gaps by establishing the first systematic 
benchmark evaluating both supervised CD model transfer and semi-supervised learning (SSL) 
specifically for Flood-BDA. This research investigate image-level consistency regularization SSL 
to combat data scarcity, finding that strategies using pseudo-label derived reference distributions 
significantly enhance performance (+1.17% avg. Kappa at 5% labels). Notably, pseudo-label 
outperform ground-truth label strategies in low-label settings (e.g., +4.84% Kappa at 5% labels). 
Furthermore, confronting the limitations of transferred CD models (low recall, misclassifying 
’destroyed’ as ’no damage’), this paper proposed a simple prior attention disaster assessment 
Net (SPADANet), a lightweight U-Net incorporating a simple prior attention module designed 
for Flood-BDA. SPADANet demonstrably improves recall (+9.22% over best CD baseline) 
and exhibits more favorable error patterns for Flood-BDA, despite a precision trade-off. This 
work provides crucial benchmarks, validates the need for recall-driven, DA-specific designs 
distinct from CD, and demonstrates the potential of prior attention and image-level consistency 
regularization for post-flood building damage assessment. The code will be available at https:
//github.com/JX-OctoNeko/Flood_BDA_benchmark.git

1. Introduction

Flood events represent a category of natural disasters that have a widespread impact and seriously threaten civil systems. Due to 
the continuous expansion of urban areas and the exacerbation of extreme climates, floods are expected to remain a significant factor 
affecting socio-economic development and the safety of people’s lives in the foreseeable future [1]. Implementing pre-event and 
post-event countermeasures is crucial to minimize the losses and impacts caused by such disasters [2]. Remote sensing information 
is of great importance in the context of comprehensive disaster management systems, such as facilitating crisis management in 
disasters [3], vulnerability analysis [4], and disaster assessment (DA) [5].
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Fig. 1. Characteristics of the flood dataset.(a) Comparison with traditional CD images (b) The sample number of the flood dataset within the overall xBD dataset.

Within this context, the timely assessment of building damage in flood-affected areas is of utmost importance [6,7]. Traditional 
methods primarily rely on remote sensing images to analyze intensity [8], coherence [9], and polarimetry features [10]. Since 
these technical approaches have evolved from change detection (CD), building DA is often considered a pre- and post-disaster 
multi-classification CD issue [11]. However, in the contemporary era, marked by the growing diversity of remote sensing data 
sources, these handcrafted feature-based methods have faced considerable challenges. As the intricacies of the impacts become 
more pronounced, the effectiveness of manually extracted features has waned, leading to a decline in detection accuracy [12]. 
Concurrently, deep learning (DL) has made significant strides in the field of computer vision (CV), prompting the rapid and successful 
application of DL tools to key issues in remote sensing, such as land use and land cover (LULC) and CD [13].

In traditional research, manually engineered features for CD and DA tasks are identical [2], enabling direct methodological 
transfer. However, in deep learning, model-extracted features exhibit higher abstraction and complexity than manual features [13]. 
Given their divergent application scenarios and requirements, for example, empirical observations reveal that in flood building 
damage assessment (Flood-BDA) scenarios, damaged buildings typically retain overall contours with only subtle edge/texture 
alterations [14,15], whereas CD predominantly involve complete appearance/disappearance of large structures (Fig.  1 a) [16–18]. 
Furthermore, task priorities differ fundamentally: CD emphasizes detection precision (minimizing false positives), while DA requires 
recall rates higher to reduce false negatives – a critical requirement since missing damaged buildings may endanger lives due to 
misallocated rescue resources [2]. Thus, this paper argues that CD and DA demand differentiated model design paradigms in deep 
learning frameworks.

However, before developing novel, DA-specific architectures and strategies from scratch, it is crucial to first understand the 
benchmark performance and limitations of existing, successful DLCD techniques when applied to the Flood-BDA context. Currently, 
a systematic benchmark exploring how different modules and architectures used in DLCD perform on Flood-BDA tasks is lacking. 
Establishing such a benchmark is essential to identify specific weaknesses in existing approaches when faced with Flood-BDA data 
and to provide quantitative grounding for developing targeted improvements.

Therefore, this study first undertakes this critical benchmarking step, focusing specifically on the post-flood domain given its 
significant societal impact [1] and distinct characteristics [7]. Upon shifting to Flood-BDA tasks, there is a more severe long-tail 
distribution and data scarcity issues. The scarcity of data can be attributed to the inherent challenges associated with collecting 
data related to disaster events, which occur with less regularity than conventional CV. If the research scope is narrowed to flood 
events, the available data further diminishes, leading to a natural predicament of data insufficiency for Flood-BDA tasks. The 
absence of data is highly detrimental to the model’s ability to extract information from remote sensing data and can easily lead to 
overfitting [13]. Furthermore, due to the low-intensity nature of flood damage to buildings [15], the proportion of buildings falling 
into the ‘destroyed’ class is significantly reduced (the original xBD dataset had an even distribution across the three subcategories 
of damaged, refer to Fig.  1 b), which can easily result in minority class features being overwhelmed by majority class features [19].

Recognizing the specific data landscape of Flood-BDA is crucial for selecting appropriate strategies. While vast amounts of 
post-disaster satellite imagery are increasingly available due to frequent satellite passes, obtaining high-quality damage labels 
is the primary bottleneck. Annotating building damage levels accurately requires expert knowledge, adherence to strict damage 
scales (like the Joint Damage Scale used in xBD [20]), and significant time investment, making labeled datasets inherently small 
and expensive [17,21]. Conversely, collecting unlabeled imagery is relatively inexpensive. This disparity points strongly towards 
Semi-supervised learning (SSL) as a highly relevant approach to leverage the abundant unlabeled data alongside limited labeled 
samples.

Among various SSL paradigms [22], the research specifically investigates image-level consistency regularization [23]. This choice 
is motivated by the potential to utilize groups of unlabeled images. The paper hypothesizes that within a specific flood event or 
geographically similar affected areas, the distribution of building damage levels, while unknown a priori, follows certain underlying 
2 
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patterns influenced by factors like flood intensity and building typology. Image-level consistency regularization allows us to enforce 
alignment between the model’s predicted distribution on unlabeled batches and a reference distribution 𝑄. The core principle [22] 
suggests that if this reference distribution accurately approximates the true (but unknown) label distribution of the unlabeled data 
group, the consistency constraint acts as a powerful learning signal, guiding the model towards separating classes effectively in 
low-density feature space. The experiment explores different ways to construct this reference distribution, aiming to obtain the 
most suitable strategy for capturing these potential damage patterns from batches of unlabeled images.

Effective SSL, however, still relies on a robust supervised learning component capable of generating meaningful initial predictions 
and supervised signals. Our benchmark results indicated that attention mechanisms show promise in enhancing feature represen-
tation for CD/DA tasks [6,17,24]. While standard self-attention [24] can be computationally intensive and may not be optimal for 
faint signals, this paper hypothesizes that a simpler prior attention mechanism [25], specifically designed to amplify outlier-like 
features (corresponding to subtle damage cues) without adding parameters, could be more suitable for Flood-BDA.

Consequently, this paper proposes a simple prior-attention disaster assessment network (SPADANet). This network integrates 
the parameter-free prior attention module within a classic U-Net structure. SPADANet is designed to be a lightweight yet effective 
benchmark for Flood-BDA, capable of retaining critical building damaged related information, serving both as a standalone improved 
model for supervised learning and as the necessary supervised signal generator within our SSL framework.

In summary, this paper makes the following primary contributions:

(1) This study establishes the first deep learning benchmark for Flood-BDA. Through systematic supervised learning controlled 
experiments, this paper reveals the differences in effectiveness of different modules in Flood-BDA scenarios. By evaluating 
36 benchmark configurations combining 8 classic change detection models and the SPADANet with 4 SSL paradigms, 
this paper quantitatively demonstrates that consistency regularization achieves numerical improvement under 5%–50% 
annotation ratios as well as SPADANet’s adaptability to the Flood-BDA task, clarifying the performance boundaries of attention 
mechanisms and SSL.

(2) Through designed SSL reference distribution experiments, this study first discovers that pseudo-label distributions (𝑄𝑝𝑠𝑒𝑢𝑑𝑜) 
better approximate unlabeled data truth than ground-truth distributions of limited labeled dataset (𝑄𝑔𝑡) when annota-
tion ratios ≤ 50%. Empirical results show 𝑄𝑔𝑡 regularization causes annotation overfitting, while dynamically adjusted 
𝑄𝑝𝑠𝑒𝑢𝑑𝑜 implicitly models class transition matrices, attaining 73.53% fully-supervised equivalent performance with only 10% 
annotations, filling SSL’s theoretical validation gap in Flood-BDA.

(3) To address coupled challenges of subtle feature variations and annotation scarcity in Flood-BDA, this research proposes 
SPADANet—a parameter-free prior attention enhanced UNet architecture. SPADANet counters the trend of advanced CD 
methods like BIT sacrificing recall for precision; instead, through prior-attention guided outlier neuron features, it achieves 
79.10% recall—a 10.83% improvement over its UNet backbone with identical parameters (1.35M), and 1.13% improvement 
in kappa value than the next-best model. This high-recall performance, which aligns with the critical disaster response prin-
ciple of ‘‘preferring false positives over missed detections’’. Thus, SPADANet serves as a crucial validation that underexplored 
mechanisms like prior attention, when selected based on task-specific needs, offer a highly promising direction for developing 
more effective Flood-BDA models.

2. Related work

2.1. Disaster assessment and change detection

Change detection (CD) in remote sensing involves identifying differences in land use or land cover by comparing multi-
temporal images [11]. Post-disaster damage assessment (DA) can be viewed as an extension of CD, transitioning from binary change 
identification to multi-class semantic segmentation quantifying the extent of damage, particularly to structures like buildings [5]. 
Historically, especially with traditional feature engineering, methods applied to DA often mirrored those used in CD [2]. This 
methodological inheritance has largely continued into the deep learning (DL) era.

However, as discussed in the Introduction, the objectives of CD and DA diverge significantly. Specifically, Flood-BDA necessitates 
a strong emphasis on high recall [2]. While minimizing false positives (precision) is desirable, it is often secondary to ensuring 
comprehensive identification of all potentially damaged structures in the immediate aftermath of an event. This fundamental 
difference in task requirements suggests that evaluation metrics and model design philosophies optimal for CD may not directly 
translate to optimal solutions for DA.

Furthermore, the DL models typically employed for DA have largely evolved alongside advancements in the broader CD 
research [24,26,27], which benefits from a larger volume of research and more diverse datasets [16–18,20] compared to DA do-
main [5,6,28]. Consequently, DA research often adopts architectures and modules proven effective in CD, such as fully convolutional 
networks (FCN) [5,29], Siamese architectures [7,30], U-Net structures with skip connections [31–33], and various attention mech-
anisms [6,17,21,24,32,34]. In addition, some CD methods that remain unexplored in DA research, for example, Papadomanolaki 
et al. [31] dedicated to temporal modeling employs techniques like recurrent neural networks (RNNs) to capture long-sequence 
image features. Lin et al. [26] generated pseudo-videos to incorporate temporal information. Fang et al. [27] explored interaction 
strategies such as aggregation-distribution and feature exchange using a general MetaChanger architecture. While leveraging these 
mature CD techniques provides a valuable starting point, their direct applicability and baseline performance within the specific 
constraints and objectives of Flood-BDA (subtle changes, recall focus, data imbalance) require systematic investigation.
3 
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Fig. 2. Overview of the deep learning approach for post-flood building damage assessment. ‘‘Pre’’ and ‘‘Post’’ denote the images before and after the disaster. 
‘‘Conv’’ denotes the convolutional layers, ‘‘Concat’’ denotes concatenation.

Therefore, a primary goal of this work is to establish a benchmark performance for representative DLCD techniques when applied 
to the Flood-BDA task. This research aims to evaluate how different core architectural components developed primarily for CD 
perform under Flood-BDA conditions. It helps bridge the methodological gap between the two fields by providing benchmark results 
specific to DA needs.

2.2. Semi-supervised learning

Flood-BDA faces significant challenges related to labeled data scarcity and severe class imbalance (Fig.  1). While various 
techniques exist to mitigate these issues, such as over/under-sampling [19], transfer learning and domain adaptation [35], or 
adjusting loss functions to prioritize minority classes [36], these approaches often do not fully leverage the potential information 
within the large volumes of readily available unlabeled post-disaster imagery. Therefore, this paper argues that semi-supervised 
learning (SSL), which utilizes limited labeled data alongside large amounts of unlabeled data, represents a potentially powerful 
approach for DA scenarios.

Despite its potential, the application of SSL specifically for DA tasks remains limited. To understand potential avenues and bridge 
this methodological gap, this paper investigated existing SSL applications in the related field of CD. While examples utilizing GAN-
based approaches [37] and proxy-label/self-training methods [38] exist, this research identified a notable gap: methods based on 
consistency regularization (CR) [23], a prominent and effective SSL paradigm in general computer vision [22,39], appear largely 
unexplored in the published CD/DA literature.

Motivated by the desire to rapidly evaluate the potential of this underexplored CR paradigm for Flood-BDA and thereby fill 
the identified gap, this paper investigated established CR techniques. For instance, Berthelot et al. [40] introduced distribution 
alignment and augmentation anchoring, focusing on aligning marginal distributions with ground-truth label statistics. Sohn et al. 
[41] established FixMatch using consistency between weakly and strongly augmented versions of the same input image, and Yang 
et al. [23] extended this with UniMatch. These influential studies primarily demonstrate CR through intra-image perturbations 
(i.e., data augmentation) [37]. However, they do not explicitly consider leveraging statistical information aggregated from groups 
of images sharing similar event characteristics, which this paper believed is a relevant approach for Flood-BDA scenarios where 
batches of images often come from the same disaster context.

Therefore, this research developed an approach that applies CR by enforcing consistency between the model’s predicted class 
distribution and a reference distribution (𝑄) derived from the statistics of image groups (either ground truth label or pseudo-label, 
see Section 4.2).
4 
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Fig. 3. Illustration of the SPADANet. 𝐵 denotes batch size, 𝐻 denotes height, 𝑊  denotes width, 𝐶 denotes channel, 𝐶𝑜𝑛𝑣 denotes convolutional layers.

2.3. Attention mechanism

In the benchmark experiments for Flood-BDA, models incorporating attention mechanisms generally exhibited strong perfor-
mance relative to other architectures 4 [24,26,31]. This finding motivated a deeper investigation into how attention is typically 
employed in the CD and DA literature.

Existing CD and DA research highlight several ways attention mechanisms are utilized. For example, Xing et al. [34] added a 
self-attention module to U-Net to assess the flood vulnerability of buildings. Fang et al. [32] applied the UNet++ model to change 
detection and employed a channel attention module to focus the model on channel information and avoid redundancy. Chen and 
Shi [17] designed a pyramid spatial–temporal attention module (PAM) to utilize acquired spatial information. Zhang et al. [21] 
used spatial and channel attention as part of the deep supervision information added to the network. These designs aim to expand 
the model’s RF to obtain more information directly but do not consider that extending the RF also increases the redundancy of the 
model’s input. More advanced research builds on this by transforming image information into important semantic information for 
learning, such as the BIT [24] established by Chen et al. which treats information as tokens for positioning and uses a convolutional 
neural network to embed input images before employing a Transformer module for change detection.

In summary, this paper discovers that these CD methods utilize the understanding of CD tasks to inject priors knowledge into 
the model and improve the model by capturing correlations. This led us to explore prior attention mechanisms, an approach where 
attention patterns are guided not just by the input data itself, but also by incorporating pre-defined structural assumptions or priors 
about what information is likely to be important. This class of attention mechanism appears less explored in the specific context of 
CD/DA compared to self-attention variants.

Various forms of prior attention exist, often tailored to specific tasks by incorporating assumptions about global context or 
relationships. For instance, Hou et al. [42] used an Interaction-Aggregation-Update (IAU) module incorporating global spatial, 
temporal, and channel context information for pedestrian recognition tasks. Zhang et al. [43] proposed an effective Relation-Aware 
Global Attention (RGA) module for capturing global spatial and channel structure information for attention learning. Yang et al. [25] 
established an energy function based on the activity of neurons, allowing the model to process all dimensions of image information 
according to the spatial inhibitory characteristics of neurons. This study believes that the prior attention module established by 
Yang et al. can amplify the distance between outlier neurons and other neurons, emphasizing small change pixels. Therefore, this 
study adopted a parameter-free prior attention based on spatial inhibition [25].

3. Preliminaries

3.1. A representative self-attention CD network: BIT

As discussed in Section 2.3, this benchmark experiments highlighted the general effectiveness of attention mechanisms for 
Flood-BDA tasks. Among the methods evaluated, the BIT network, proposed by Chen et al. [24], demonstrated particularly strong 
performance. Understanding its architecture is valuable for two reasons: (1) It serves as a high-performing baseline representative 
of advanced CD methods found in the literature. (2) Its reliance on self-attention provides a clear point of contrast to the prior 
attention approach employed in our proposed SPADANet (Section 3.2). The key steps are:

Feature Extraction: Like many CD methods, BIT first uses a standard CNN backbone to extract deep semantic features (𝐹𝑝𝑟𝑒, 𝐹𝑝𝑜𝑠𝑡) ∈
R𝐻×𝑊 ×𝐶 from the pre- and post-disaster images (𝑥 , 𝑥 ) ∈ R𝐻×𝑊 ×𝐶0 , where 𝐻 , 𝑊  represent the height, width of the images, 𝐶
𝑝𝑟𝑒 𝑝𝑜𝑠𝑡
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and 𝐶0 represent the predefined feature map channel dimension and original image channel dimension. In this paper, 𝐶0 is set to 
4, representing four types of label classes. 𝐶 is a predefined value of 32.

Semantic Tokenizer: A convolution step in BIT is to distill the rich spatial information within the feature maps (𝐹𝑝𝑟𝑒, 𝐹𝑝𝑜𝑠𝑡) into a 
small, fixed number of ‘‘semantic tokens’’ (𝑇𝑝𝑟𝑒, 𝑇𝑝𝑜𝑠𝑡) ∈ R𝐿′×𝐶 , where 𝐿′ ≪ (𝐻 ×𝑊 ).

Transformer Encoder: The concatenated tokens (𝑇𝑠𝑢𝑚 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑇𝑝𝑟𝑒, 𝑇𝑝𝑜𝑠𝑡)) are fed into a Transformer encoder. This encoder utilizes 
Multi-Head Self-Attention (MSA) layers. After the transformer encoder, the dense context information 𝑇𝑛𝑒𝑤 ∈ R2𝐿′×𝐶 . The MSA 
formula is,

MSA(𝑇sum) = Concat(head1,… ,headℎ)𝑊𝑂 ,

head𝑗 = Attention(𝑇sum𝑊
𝑞
𝑗 , 𝑇sum𝑊

𝑘
𝑗 , 𝑇sum𝑊

𝑣
𝑗 ) (1)

where ℎ is the number of attention heads, 𝑗 represents the 𝑗th head. 𝐖𝑞
𝑗 ,𝐖

𝑘
𝑗 ,𝐖

𝑣
𝑗 ∈ R𝐶×𝑑 , 𝑊𝑂 ∈ Rℎ×𝑑×𝐶 are linear projection matrices 

that transform the encoded information back into the original tensor size of 𝑇𝑠𝑢𝑚.
Transformer Decoder: This decoder uses Multi-Head Cross-Attention (MA). Here, the original spatial feature maps (𝐹𝑝𝑟𝑒, 𝐹𝑝𝑜𝑠𝑡) act 

as queries, while the context-enriched tokens 𝑇𝑛𝑒𝑤 is split into two sets (𝑇𝑛𝑒𝑤_𝑝𝑟𝑒, 𝑇𝑛𝑒𝑤_𝑝𝑜𝑠𝑡) serve as keys and values. This allows the 
decoder produce enhanced feature maps (𝐹𝑛𝑒𝑤_𝑝𝑟𝑒, 𝐹𝑛𝑒𝑤_𝑝𝑜𝑠𝑡). The MA formula is,

MA(𝐹𝑖, 𝑇𝑖) = Concat(head1,… ,headℎ)𝑊𝑂 ,

head𝑗 = Attention(𝐹𝑖𝑊
𝑞
𝑗 , 𝑇𝑖𝑊

𝑘
𝑗 , 𝑇𝑖𝑊

𝑣
𝑗 ) (2)

where 𝐹𝑖 represents 𝐹𝑛𝑒𝑤_𝑝𝑟𝑒 or 𝐹𝑛𝑒𝑤_𝑝𝑜𝑠𝑡, 𝑇𝑖 represents 𝑇𝑛𝑒𝑤_𝑝𝑟𝑒 or 𝑇𝑛𝑒𝑤_𝑝𝑜𝑠𝑡, 𝑊 𝑞
𝑗 ,𝑊

𝑘
𝑗 ,𝑊

𝑣
𝑗 ∈ R𝐶×𝑑 , 𝑊𝑂 ∈ Rℎ×𝑑×𝑐 are linear projection 

matrices.
Prediction Head: Finally, the difference between the refined feature maps (𝐹𝑛𝑒𝑤_𝑝𝑟𝑒, 𝐹𝑛𝑒𝑤_𝑝𝑜𝑠𝑡) is computed, and a simple prediction 

head (e.g., a few convolutional layers) processes this difference map to generate the final pixel-wise change probability map.
In essence, BIT leverages the power of self-attention to model long-range spatio-temporal dependencies via a compact token 

representation. Its effectiveness, demonstrated in our benchmarks (Table  4) and the original work [24], establishes it as a strong 
baseline using attention mechanism. This architecture serves as an important reference point when evaluating the SPADANet, which 
adopts a fundamentally different, parameter-free prior attention strategy designed specifically for the subtle change characteristics 
of Flood-BDA (For detailed formulations of the attention mechanisms within BIT, please refer to the original publication [24]).

3.2. Simple prior-attention DA network (SPADANet)

Since the application of UNet in medical imaging [33], the U-shaped architecture has become an effective structure for sampling 
and preserving image features in many tasks, such as Diffusion models [44], Pix2Pix [45].

Therefore, in designing the prior-attention CD model, this paper considered that the change features in disaster scenarios are 
subtle and prone to loss during downsampling. Therefore, a UNet capable of retaining shallow information was used as the base 
model, with the addition of the prior-attention module as shown in Fig.  3. The input bitemporal images (𝑥pre, 𝑥post) ∈ R𝐻1×𝑊1×𝐶0

are concatenated to obtain 𝑋 ∈ R𝐻1×𝑊1×2𝐶0 . Through five convolutional units in UNet, generating downsampled feature maps 
𝑋𝑚

𝑓 ∈ R𝐻𝑚×𝑊𝑚×𝐶𝑚 (𝑚 = 1, 2, 3, 4, 5). In the feature map 𝑋𝑚
𝑓 , a target neuron 𝑡 is selected, and all other neurons are denoted as 𝑋𝑖. The 

attention maps for the corresponding layer are obtained by inputting both 𝑡 and 𝑥𝑖 into the prior-attention module (5)(6), denoted 
as 𝑋𝑛

𝑛𝑒𝑤(𝑛 = 1, 2, 3, 4).
Prior-attention Module: This paper adopts the prior-attention module proposed by Yang et al. [25], which is based on the spatial 

inhibitory properties of neurons. This work designs a simplified energy formula to calculate the importance of each neuron in a 
neural network. With 𝑥𝑖 ∈ 𝑋𝑖 computing the mean 𝜇 = 1

𝑆
∑𝑆

𝑖=1 𝑥𝑖 and variance 𝜎2 = 1
𝑆
∑𝑆

𝑖=1(𝑥𝑖 − 𝜇)2, where 𝑖 is the index of the 
spatial dimension. In this formula, 𝑆 = 𝐻 ×𝑊  represents the number of neurons in a channel. The energy function is calculated as 
follows: 

𝑒∗𝑡 =
𝑚(𝜎2 + 𝜆)

(𝑡 − 𝜇)2 + 𝑛𝜎2 + 𝑛𝜆
(3)

The greater the difference between the target neuron 𝑡 and its surrounding neurons 𝑥𝑖, the lower the value of 𝑒∗𝑡 , indicating 
the greater importance of 𝑡. Therefore, the importance of each neuron can be obtained by calculating 1

𝑒∗𝑡
 (where 𝑚 and 𝑛 serve as 

hyperparameters to adjust the energy of individual neurons) The ratio 𝑛𝑚  of used in this paper is 0.5. Therefore, the importance of 
each neuron in the feature map is calculated by sequentially computing 𝑒∗𝑡 , obtaining 𝑒 ∈ 𝐸 representing the overall attention of all 
dimensions, and the formula for calculating the attention maps 𝑥𝑛𝑛𝑒𝑤 is as follows: 

𝑋𝑛
𝑛𝑒𝑤 = sigmoid

( 1
𝑒

)

⊙𝑋𝑛
𝑓 (4)

The generated attention maps 𝑋𝑛
𝑛𝑒𝑤 are then concatenated with the convolutional layers in the decoder and ultimately projected 

back into the pixel space to obtain the change maps.
6 
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Fig. 4. Overall framework of the proposed semi-supervised learning. A pre-trained CD network 𝑓𝜃 processes labeled 𝐷𝑙 and unlabeled 𝐷𝑢 data. Supervised loss 
𝑠: Calculated using labeled predictions 𝑓𝜃 (𝐷𝑙) and ground-truth 𝑦𝑙 (refer to Eq. (5)). Unsupervised Losses: Based on unlabeled predictions 𝑓𝜃 (𝐷𝑢): 𝑢_𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (refer 
to Eq. (6)): Minimizes prediction entropy to encourage confidence. 𝑢_𝑘𝑙 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 (refer to Eq. (8)): Aligns the batch’s predicted class distribution 𝑃 with a target 
Reference Distribution 𝑄 (refer to Fig.  5). The total loss  optimizes 𝑓𝜃 .

4. Proposed method

4.1. Overview of the proposed method

Fig.  2 illustrates the experimental workflow for achieving benchmark performance in attention modules and image-level 
consistency regularization. This workflow comprises a fully supervised process and a semi-supervised process. The fully supervised 
learning process tests the performance of CD networks with prior and self-attention modules in post-DA tasks, comparing the 
advantages of the two mechanisms under different tasks. The SSL process evaluates the impact of various image-level consistency 
regularization perturbations and compares whether different reference distributions affect the amount of information learned from 
unlabeled data.

The proposed method in this paper adopts a two-stage improvement approach:

(1) The improvements in the red dashed box in Fig.  2 are specific to the model architecture. The purpose of this experiment is 
to determine which of the temporal relationships [26,31], self-attention [24], and spatial inhibition prior attention [25] is 
more suitable for DA tasks. Additionally, it provides supervised signals for semi-supervised experiments.

(2) The SSL strategy employs a comprehensive approach involving consistency regularization and entropy minimization for 
unlabeled data. The improvements are shown in the blue dashed box in Fig.  2. This paper assumes four image-level reference 
distributions most likely to approximate the ground-truth label classification distribution of unlabeled data as practical 
perturbations: (1) Pseudo-label predictions generated by a well-trained model on unlabeled data. (2) Ground-truth label 
predictions generated by a well-trained model on labeled data. (3) Ground-truth label group from the same dataset. (4) A 
combined distribution formed by combining the above three reference distributions. This assumption is based on the idea 
that when the preset reference distribution is closer to unlabeled data’s ground-truth label classification distribution, the SSL 
method trained with it will produce the most accurate predictions.

The following sections will describe the above improvements in detail.

4.2. Semi-supervised learning framework

The SSL method framework utilizing consistency constraint and proxy-label method is depicted in Fig.  4. The semi-supervised 
dataset 𝐷𝑙 = {(𝑥𝑖𝑙_𝑝𝑟𝑒, 𝑥

𝑖
𝑙_𝑝𝑜𝑠𝑡), 𝑦𝑙}

𝑀
𝑖=1 and the unlabeled dataset 𝐷𝑢 = {(𝑥𝑖𝑢_𝑝𝑟𝑒, 𝑥

𝑖
𝑢_𝑝𝑜𝑠𝑡)}

𝑁
𝑖=1. Here, (𝑥𝑢_𝑝𝑟𝑒, 𝑥𝑢_𝑝𝑜𝑠𝑡) and (𝑥𝑙_𝑝𝑟𝑒, 𝑥𝑙_𝑝𝑜𝑠𝑡) represent 

image pairs before and after the disaster, respectively, with 𝑀 and 𝑁 denoting the number of image pairs. 𝑦𝑙 is a length 𝐿 vector, 
where each element is drawn from the set {0, 1, 2, 3} representing the four possible classes.

First, the labeled dataset 𝐷𝑙 is used to train the CD model, resulting in a pre-trained CD model 𝑓𝜃 . By inputting labeled images 
𝑥𝑙 into the pre-trained model 𝑓𝜃 , segmentation predictions 𝑦̂𝑙 are obtained. Utilizing 𝑦̂𝑙 and ground truth 𝑦𝑙, the model is optimized 
through supervised loss 𝑠, by using Eq.  (5). For the unlabeled dataset 𝐷𝑢, this paper employs a comprehensive approach combining 
proxy-label and consistency training. The essence of the proxy-label method is to minimize the model’s entropy in low-density 
7 
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Fig. 5. Process of obtaining reference distribution. (a, b, c, d) denotes the sum of pixel statistics for each of the four categories in each image, and 𝜇 denotes 
the average value of pixels for each category.

regions [46] by pre-training model 𝑓𝜃 to generate predictions 𝑦̂𝑢 for unlabeled data 𝑥𝑢 and then minimizing the information entropy 
𝑢_𝑒𝑛𝑡𝑟𝑜𝑝𝑦 of 𝑦̂𝑢 to optimize the model using  Eq.  (6).

The semi-supervised learning framework in this study leverages consistency regularization to utilize unlabeled data. The core 
principle behind consistency regularization relies on the low-density separation assumption [22]: the decision boundary between 
classes should ideally lie in regions where data points are sparse. Enforcing consistency – requiring that the model’s predictions 
are robust to certain perturbations or that the predicted distribution aligns with a reference distribution – encourages the model to 
place decision boundaries away from high-density data clusters.

In our image-level approach, consistency is enforced by minimizing the KL divergence between the model’s predicted class 
distribution 𝑃  for a batch of labeled/unlabeled data reference distribution 𝑄. The effectiveness of this loss term hinges on how well 
𝑄 represents the ‘true’ target distribution for the unlabeled data. This research explores four different strategies for constructing 𝑄, 
each based on different assumptions about what constitutes a reliable reference distribution:

(1) Strategy 1 (unlabeled pseudo-label distribution) is derived from pseudo-labels generated by the current model on the 
unlabeled data itself. If the current model is accurate, its predictions on the unlabeled data (pseudo-labels) reflect the 
underlying structure and class proportions of that data. Enforcing consistency towards this distribution helps the model refine 
its boundaries based on the unlabeled data structure itself, potentially improving separation in low-density regions populated 
by unlabeled points. This assumes the pseudo-labels capture the true unlabeled distribution better than alternatives, especially 
when the model is reliable.

(2) Strategy 2 (labeled prediction distribution) is derived from the model’s predictions on the labeled data. The model’s output 
distribution on labeled data represents a potentially ‘smoothed’ or ‘noisy’ version of the ground-truth distribution. Enforcing 
consistency towards this might help stabilize training or propagate knowledge from labeled to unlabeled data, assuming the 
model’s outputs on labeled data is a beneficial target.

(3) Strategy 3 (labeled ground-truth distribution) is the distribution of the ground-truth labels in the labeled set. The labeled and 
unlabeled data are drawn from the same underlying distribution (i.e., they belong to similar events/conditions). Therefore, 
the class proportions observed in the labeled set are assumed to be representative of the unlabeled set. Enforcing consistency 
towards this fixed distribution encourages the model’s predictions on unlabeled data to match the known global statistics of 
the labeled data.

(4) Strategy 4 (combined distribution) is effectively an average or combination of the distributions used in Strategies 1, 2, and 
3. A combination of targets – leveraging the adaptability of pseudo-labels (1), the stability of model behavior on known data 
(2), and the anchor of ground-truth statistics (3) – might provide the most robust overall learning signal, balancing different 
potential biases.

By comparing these strategies, this research aim to understand which assumption regarding the reference distribution 𝑄 leads 
to the most effective application of the consistency regularization principle for improving model performance on Flood-BDA tasks 
using limited labeled data.

As shown in Fig.  2 blue dashed box, a control unit chooses different reference distributions 𝑄 based on the adopted strategies. 
The predictions 𝑦̂𝑢 from unlabeled data are transformed into class distributions 𝑃 , and calculating KL divergence 𝑢_𝑘𝑙 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 by 
using Eq.  (8).

The process of generating the reference distribution 𝑄 is depicted in Fig.  5. In this process, batches of generated labels are used 
to count the elements in each class and store them in a distribution buffer. A buffer size 𝑛 is set, and after a certain number of labels 
are accumulated in the buffer, the average is calculated to obtain the reference distribution 𝑄.

The four different reference distributions generated will serve as different optimization directions for semi-supervised learning, 
and their effectiveness will be compared through experiments to determine their superiority or inferiority.

4.3. Loss function

Our proposed method involves two training processes, utilizing three loss functions for training models. The loss function 
in the supervised training process is consistent with the supervised part of the semi-supervised training process, both being 𝑠. 
Semi-supervised loss consists of minimizing entropy loss and KL divergence.
8 
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4.3.1. Supervised loss
In this experiment, which is a multi-classification task, the weighted cross-entropy loss is used to optimize the prediction 

probability distribution in supervised learning. This loss function only acts on labeled data and can be expressed as 

𝑠 = − 1
𝑀

𝑀
∑

𝑖=1

4
∑

𝑐=1
𝑤𝑐𝑦𝑐𝑖 log(𝑝

𝑐
𝑖 ) (5)

where 𝑠 represents the supervised loss, 𝑀 denotes the number of samples, 𝑖 is the sample index, 𝑐 is the category index, ranging 
from 1 to 4, representing the four damage categories. 𝑤𝑐 represents the weight of the category, 𝑦𝑐𝑖  is the ground truth label of sample 
𝑖 for category 𝑐, and 𝑝𝑐𝑖  is the model’s predicted probability distribution for sample 𝑖 in category 𝑐.

4.3.2. Entropy minimization loss
Generally, models tend to produce low-certainty, high-entropy predictions for unlabeled data. The pseudo-labeling method is 

based on the assumption that similar data in low-density regions are separable [46]. Therefore, minimizing the information entropy 
of pseudo-labels during training is necessary to prevent the decision boundary from approaching data points. The information 
entropy loss term used in this experiment is defined as 

𝑢_𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = − 1
𝑁

𝑁
∑

𝑖=1

4
∑

𝑐=1
𝑝𝑐𝑖 log 𝑝

𝑐
𝑖 (6)

where 𝑢_𝑒𝑛𝑡𝑟𝑜𝑝𝑦 represents the loss function for entropy minimization, 𝑁 denotes the number of samples, 𝑐 is the category index, 
and 𝑝𝑐𝑖  is the probability that sample 𝑖 belongs to category 𝑐.

4.3.3. Kullback–Leibler divergence
Since there are no original labels, this research assumes the ground-truth label distribution of unlabeled data as the reference 

distribution 𝑄. By learning, this method aims to make the predicted probability distribution of categories 𝑃  approach the reference 
distribution. This paper uses the standard KL divergence to measure these two distributions’ differences. The definition of KL 
divergence is as follows 

𝐷𝐾𝐿(𝑃 ∥ 𝑄) =
∑

𝑖
𝑃 (𝑖) log

𝑃 (𝑖)
𝑄(𝑖)

(7)

In this equation, 𝑃 (𝑖) and 𝑄(𝑖) represent the probabilities of distribution 𝑃  and 𝑄 at the 𝑖th element, respectively. Based on Eq. 
(7), the loss function is defined as 

𝑢_𝑘𝑙 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑦 =
1
𝑁

𝑁
∑

𝑖=1
𝐷𝐾𝐿(𝑃 ,𝑄) (8)

where 𝑢_𝑘𝑙 𝑑𝑖𝑣𝑒𝑟𝑔𝑒𝑛𝑐𝑒 denotes the loss function for KL divergence, 𝑁 is the number of samples, 𝐷𝐾𝐿(𝑃 ,𝑄) represents the KL divergence 
between the model’s predicted distribution and the reference distribution of unlabeled data, with 𝑃  representing the model’s 
predicted distribution and 𝑄 representing the reference distribution of unlabeled data.

This loss function aims to minimize the KL divergence, thereby making the model’s prediction distribution as close as possible 
to the ground-truth label classification distribution of labeled data, improving the model’s performance on unlabeled data.

5. Experiments and results

5.1. Description of dataset

The xBD dataset is the largest building damage assessment dataset [20], consisting of images sourced from the
Maxar/DigitalGlobe Open Data Program. This dataset encompasses over 453,610 square kilometers and includes 850,736 building 
instances. xBD provides building polygons, labels of damage levels, and high-spatial-resolution (HSR) bitemporal optical satellite 
images with dimensions of 1024 × 1024 pixels and a ground sample distance (GSD) of less than 0.8 m, capturing scenes before 
and after various disaster events. To assess building damage across multiple disaster types, xBD employs the joint damage scale, 
developed with the assistance of the National Aeronautics and Space Administration (NASA), the California Department of Forestry 
and Fire Protection (CAL FIRE), the Federal Emergency Management Agency (FEMA), and the California Air National Guard. The 
joint damage scale comprises four discrete damage levels: no damage, minor damage, major damage, and destroyed, serving as the 
criteria for damage classification.

This study focused on pure flood events and manually selected relevant samples from the xBD dataset that were classified as 
flood. Specifically, the data originates from two major disaster events: the US Midwest floods (occurring January–May, 2019) and the 
India/Nepal floods (occurring July–September, 2017). The approximate geographic sampling locations for these events are illustrated 
in Fig.  6(a) and 6(b), respectively.

The flood dataset comprises 1064 pairs of high-spatial-resolution (HSR) remote sensing images. To ensure robust evaluation 
and prevent geographical bias in the splits, the image pairs were randomly divided into training (60%), validation (20%), and test 
(20%) sets. Subsequently, all images were cropped into 256 × 256-pixel blocks. To augment the training data, image cropping on 
9 
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Fig. 6. Geographic locations and building damage examples from the flood dataset used in this study. (a) Affected areas for the US Midwest flood events. (b) 
Affected area for the Nepal flood event. (c) Examples of building damage classifications (No Damage, Minor, Major, Destroyed - Pre/Post/Label) from the US 
Midwest events. (d) Examples of building damage classifications from the Nepal event.

Table 1
Proportion of building pixels per damage class for all events and flood events in 
the xBD dataset.
 Included disaster events All events Flood events 
 Original sample number 22 068 2128  
 No-damage class ratio 87.21% 91.68%  
 Minor-damage class ratio 4.57% 4.28%  
 Major-damage class ratio 5.48% 3.71%  
 Destroyed class ratio 2.74% 0.33%  

the training set was performed with a stride of 128 pixels, while a stride of 256 pixels (no overlap) was used for the validation and 
test sets. These operations resulted in 93,786/10,224/10,224 image patches for the respective sets.

Visual examples illustrating the challenges inherent in Flood-BDA are shown in Fig.  6(c) and (d). Example (c), from the US 
Midwest event, highlights difficulties such as the small proportion of pixels corresponding to damaged labels within the overall image 
patch and the close spatial proximity of visually similar but distinct damage classes (e.g., ’major damage’ adjacent to ‘destroyed’), 
making classification ambiguous. Example (d), from the India event, showcases another key challenge: the subtle nature of visual 
changes between pre- and post-disaster imagery. For many buildings, damage is not immediately apparent through visual inspection 
alone, making it difficult to distinguish between different damage levels based purely on observable pixel differences. These visual 
difficulties are compounded by the statistical rarity of severe damage classes (’major damage’ and ‘destroyed’) in flood scenarios, 
which, as shown by the pixel ratios in Table  1, are even less frequent compared to their prevalence across all disaster types in the 
original xBD dataset.

5.2. Implementation details

The experiment utilized the PyTorch framework and trained on a single NVIDIA RTX 4090 GPU. The Adam optimizer was 
selected.

Fundamental hyperparameters, including the initial learning rate and batch size, were determined following established practices 
where early-stage training dynamics serve as a reliable indicator for tuning [47]. Through systematic observation across initial 
experimental trials, the initial learning rate was set to 0.00003 and the batch size was configured at 24. The learning rate was 
subsequently reduced by 80% every 60 iterations using a step decay schedule. All models were trained for a total of 150 epochs.

Regarding the proposed SPADANet, the prior attention module incorporates an energy function influenced by hyperparameters 
𝑚 and 𝑛. The ratio 𝑛  was set to 0.5 (only the ratio affects the outcome). The energy function bias term 𝜆 for the prior attention 
𝑚
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module is set to 0.0001 in the supervised learning setup. The size of the convolution kernel is set to 3 × 3, and the number of 
kernels in each convolution unit for the basic UNet is set to {16, 32, 64, 128, 256}.

In the semi-supervised learning setup, the sampling ratios for the dataset were set to {5%, 10%, 20%, 50%}. The weights 𝛼 and 
𝛽 for the three loss functions were set to 0.001. In strategy 4, since three different reference distributions are used to calculate the 
loss terms, there are three KL loss weights, 𝛽1, 𝛽2, 𝛽3, all set to 0.001. The buffer size 𝑛 for the distribution buffer used to store the 
reference distributions was set to 10.

5.3. Evaluation metrics

This research employed overall accuracy (OA), precision, recall, F1 score, Intersection over Union (IoU) and kappa as evaluation 
metrics. The definitions of these metrics are as follows: 

𝑂𝐴 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(9)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(10)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(11)

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(12)

𝐼𝑜𝑈 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(13)

𝐾𝑎𝑝𝑝𝑎 =
𝑝𝑜 − 𝑝𝑒
1 − 𝑝𝑒

(14)

𝑝𝑜 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(15)

𝑝𝑒 =
(𝑇𝑃 + 𝐹𝑃 ) ⋅ (𝑇𝑃 + 𝐹𝑁)
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2

+
(𝐹𝑃 + 𝑇𝑁) ⋅ (𝐹𝑁 + 𝑇𝑁)
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2

(16)

In these formulas, TP (True Positive) represents the number of positive samples correctly predicted by the model, FP (False 
Positive) signifies the number of negative samples incorrectly predicted as positive, and FN (False Negative) indicates the number of 
positive samples incorrectly predicted as negative. 𝑝𝑜 is the observed classification consistency, while 𝑝𝑒 is the expected classification 
consistency. Note that higher F1 score, OA, and kappa indicate better overall performance.

In this study, the meaning of the metrics is as follows:

• Precision: A metric that represents the proportion of true positive samples among those predicted as positive by a classification 
model. A higher value indicates that the model can more accurately identify damaged buildings. Still, it may also imply that 
the number of positive samples found is very low.

• Recall: A metric that represents the proportion of true positive samples among all actual positive samples. A higher value 
suggests that the model can detect more damaged buildings. Still, it may also result in many undamaged buildings being 
incorrectly classified as damaged or more severe misclassification of damage levels.

• F1-score: This is a comprehensive evaluation metric used when Precision and Recall have varying performances. It balances 
the trade-off between the two.

• IoU: This parameter serves as an indicator of the model’s performance on individual patches, with higher values indicating 
more accurate predictions.

• Overall Accuracy (OA): This metric represents the proportion of correctly classified samples among the total samples. However, 
in cases of data imbalance, the majority class has a more significant influence on this metric. The undamaged class is more 
critical in our experiment than the damaged class.

• Kappa: This metric measures the agreement between the model’s predictions and the ground truth, correcting for the agreement 
that would be expected purely by chance. Unlike OA, which can be misleadingly high on imbalanced datasets if the model 
simply predicts the majority class, Kappa explicitly accounts for the possibility of correct predictions occurring randomly based 
on the marginal distributions of predicted and actual classes.

• Parameters (Params): The size of the model’s parameters indicates the ease of deployment and the time required for 
computational inference. Lower parameter values offer more significant advantages in terms of computational efficiency.

• Giga Floating-point Operations Per Second (GFLOPs): This parameter measures the computational complexity of the model 
per forward pass. Higher GFLOPs indicate a more computationally intensive model, typically requiring greater resources and 
often leading to longer processing times per iteration during training and inference.

It is noteworthy that, despite the use of numerous evaluation metrics to measure model performance, in DA tasks, this paper 
considers the metrics for the damaged classes (minor damage, major damage, destroyed) to be more important than those for the 
undamaged class. When overall metrics are similar, recall is considered more important than precision, as a more comprehensive 
and rapid identification of damaged buildings during the post-disaster rapid rescue phase can provide strong support for rescue 
operations.
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5.4. Comparative methods

To validate the effectiveness of the proposed method, this research conducted a comparative analysis using some representative 
CD methods. These methods were deliberately chosen to represent a diverse range of foundational architectural principles, allowing 
for a systematic evaluation of their suitability for the DA task. All methods were trained under identical settings (e.g., learning 
rate, optimizer, number of epochs) for a fair comparison. The selected models and the architectural principle each represents are as 
follows:

(1) UNet [33]: Represents the classic encoder–decoder architecture with skip connections. Its proven effectiveness in high-
resolution semantic segmentation makes it a fundamental baseline for any pixel-level prediction task.

(2) CDNet [29]: Represents early fully convolutional network (FCN) designs applied to change detection. It serves as a baseline 
for non-UNet, deconvolutional approaches.

(3) FC-siam-conc & FC-siam-diff [30]: Represent the Siamese network paradigm, a common and effective structure for CD tasks. 
These models extend the FCN approach by using twin networks to process bi-temporal images, testing two common feature 
fusion strategies (concatenation vs. differencing).

(4) LUNet [31]: Represents explicit temporal modeling using Recurrent Neural Networks (RNNs). By incorporating LSTM blocks, 
LUNet is designed to capture sequential relationships between temporal images, a distinct approach from purely convolutional 
or attention-based methods.

(5) SNUNet [32]: Represents the integration of nested, dense skip connections (UNet++) and a self-attention mechanism. This 
allows us to evaluate the impact of more complex U-Net variants and the general effectiveness of self-attention in a hybrid 
architecture.

(6) BIT [24]: Represents a purely Transformer-based self-attention approach. In contrast to hybrid models like SNUNet, BIT treats 
image features as semantic tokens, allowing us to assess the performance of a vision transformer architecture when applied 
to the Flood-BDA context.

(7) P2V [26]: Represents an alternative temporal modeling strategy based on pseudo-video generation. This method converts the 
bi-temporal CD problem into a video understanding task, offering a different perspective on capturing change over time.

5.5. Results and analysis

This section will present part of the results of the SSL experiment in Section 5.5.1 (the complete raw results can be referred to 
in supplementary material Table S3 to S22). In this subsection, it will be explained that the image-level consistency regularization 
method adopted in this paper can obtain additional information from unlabeled data to enhance model performance. Moreover, by 
comparing pseudo-label predictions, ground-truth label predictions, and ground-truth labels to form different image-level reference 
distributions, the results show that using the reference distribution composed of pseudo-label predictions can produce better 
improvements. Furthermore, in Section 5.5.2, this paper conducts a supervised learning experiment. A comparative experiment was 
carried out in the model that provides supervisory signals for the SSL experiment, aiming to explore whether the design of post-flood 
DA tasks should use different prior methods to capture relevance compared to CD task models. The numerical experimental results 
indicate that under the background of using DL models, Flood-BDA tasks should adopt different model design strategies due to the 
differences in application scenarios. Specifically, the specific focus on the recall should be an additional concern for the design of 
DA task models.

5.5.1. Semi-supervised learning results
This paper applied four consistency regularization strategies to modify nine networks, including SPADANet. Due to the imbalance 

of the dataset used in this study, OA as a comprehensive evaluation metric was not adopted. Instead, F1 score, and kappa value were 
chosen as the evaluation metrics. Considering that all four levels of building damage in DA tasks are equally important, this study 
used the average of the F1 scores of all four categories to evaluate the model’s performance. This choice reflects the importance of 
accurately classifying buildings with different damage levels in DA and ensures that the model’s performance on all categories is 
fairly and evenly considered.

It was challenging to present complete numerical results in the main text (full numerical results can be found in supplementary 
material Table S3 to S22).

Fig.  7 presents a boxplot of 160 kappa values obtained from experiments with different base methods (excluding SNUNet, 
which failed to learn effective features, as detailed in the supplementary material) combined with various image-level consistency 
regularization strategies across different label ratios (32 results for base methods and 128 for improved methods). The boxplot 
visually demonstrates the positive and negative impacts of SSL on each model.

Statistical analysis shows that among the improved methods, Strategy 1 resulted in 21 positive impacts and 11 negative impacts, 
Strategy 2 in 15 positive and 17 negative impacts, Strategy 3 in 15 positive and 17 negative impacts, and Strategy 4 in 20 positive 
and 12 negative impacts. These results indicate that SSL generally improves model performance, and Strategies 1 and 4 are more 
likely to yield positive impacts compared to Strategies 2 and 3. This demonstrates that image-level consistency regularization can 
effectively extract useful information from unlabeled data.

It is noteworthy that from Fig.  7, it can be observed that the effects produced by different strategies at various label ratios are 
complex and varied for each model. When examining models with upper quartile and median values above the boxplot, SPADANet 
12 
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Fig. 7. Boxplot of kappa values for all models with different label ratios and strategies. The red solid line represents the median, the blue dashed line represents 
the average. Figs. (a), (b), (c), and (d) depict the results for the 5%, 10%, 20%, and 50% label ratio datasets, respectively.

Table 2
Average performance of different strategies across different proportions of labeled datasets.

Method Label Ratio
5% 10% 20% 50%

F1 (%) Kappa (%) F1 (%) Kappa (%) F1 (%) Kappa (%) F1 (%) Kappa (%)
Base 37.36 23.74 43.46 38.71 46.53 42.59 51.78 50.20

Strategy 1 37.76 24.49 43.25 38.55 46.79 42.93 51.90 50.33
Strategy 2 35.77 20.17 43.22 38.22 46.91 42.92 51.82 50.19
Strategy 3 35.71 20.07 43.27 38.33 46.91 43.03 51.69 49.95
Strategy 4 37.96 24.91 43.49 38.62 46.76 42.99 51.96 50.22

Supervised F1=52.54 and Kappa=52.52
Best Second Third

stands out as the only model that consistently achieves high performance across different label ratios. This phenomenon may 
reveal an important direction for future model development: seeking architectures that maintain stable performance across different 
datasets and label ratios.

To further investigate the impact of each SSL strategy, this paper provides more detailed results of the mean and peak values 
from Fig.  7.

The average performance in Table  2 supports two key conclusions from Fig.  7:

(1) Image-level consistency regularization generally has a positive impact on model performance. Specifically, in terms of kappa 
values, Strategy 4 outperforms the base model by 1.17% at a 5% label ratio, while Strategy 3 shows a 0.44% improvement 
at a 20% label ratio, and Strategy 1 achieves a 0.13% gain at a 50% label ratio. These results indicate that consistency 
regularization becomes more effective as the proportion of unlabeled data increases.
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Table 3
Best quantitative results of different methods and labeling ratios.
 Method Label Ratio
 5% 10% 20% 50%

 F1 (%) Kappa (%) F1 (%) Kappa (%) F1 (%) Kappa (%) F1 (%) Kappa (%) 
 UNet 37.10 25.43 44.98 40.81 44.97 41.49 51.38 49.09  
 CDNet 38.23 28.40 42.18 36.30 47.98 44.57 50.64 47.73  
 FC-conc 34.78 21.35 43.59 37.04 46.16 40.51 52.93 51.62  
 FC-diff 36.87 24.11 40.76 34.86 47.42 42.64 52.86 51.07  
 SNUNet 17.90 0.00 17.99 0.00 17.90 0.00 17.83 0.00  
 P2V 36.17 18.96 44.12 37.80 44.71 39.80 49.83 46.08  
 LUNet 34.36 14.11 42.78 38.75 48.41 45.28 53.21 53.85  
 BIT 42.70 29.80 43.33 41.27 46.11 42.25 50.32 50.75  
 SPADANet 38.65 27.80 45.94 42.83 46.47 44.21 53.10 51.45  
 BIT + Strategy 1 43.21 30.97  
 SPADANet + Strategy 4 45.28 42.24  
 LUNet + Strategy 2 49.16 45.48  
 LUNet + Strategy 1 53.24 53.69  

Best Second

(2) Using pseudo-label predictions from unlabeled data to form the reference distribution yields greater positive impacts 
(strategies definition refer to Section 4.2). Comparing Strategy 1 and 4 with Strategy 2 and 3, the former two strategies 
exhibit better average performance at 5%, 10%, and 50% label ratios. Although this trend is less pronounced at a 20% label 
ratio, the differences in metrics among the strategies are minimal.

Table  3 highlights the best-performing methods enhanced by consistency regularization, corresponding to the peak performance 
in Fig.  7. For a 5% label ratio, the BIT + Strategy 1 approach outperformed the second-best BIT method, with a 0.51% improvement 
in F1 score and a 1.17% improvement in kappa value. At the 10% label ratio, SPADANet + Strategy 4 showed a decline of 0.66% in 
F1 score and 0.59% in kappa value compared to the best-performing SPADANet. At the 20% label ratio, LUNet + Strategy 2 emerged 
as the top performer, with a 0.75% improvement in F1 score and a 0.2% improvement in kappa value over the second-best LUNet. 
At the 50% label ratio, LUNet + Strategy 1 exhibited a marginal 0.03% improvement in F1 score but a slight 0.16% decrease in 
kappa value compared to LUNet. Metric improvements were observed at 5%, 20%, and 50% label ratios, while a negative impact 
occurred at 10%.

Visual inspection of the SSL results, exemplified in Fig.  8, provides further qualitative insights into the performance and 
limitations of these methods across different scenarios and label ratios: Fig.  8(a) showcases the BIT backbone combined with different 
SSL strategies at the 5% label ratio. Comparing the baseline BIT (column 5) with the BIT + Strategy 1 (column 6), there is a clear 
improvement. This configuration is also the numerically best method, significantly reduces the misclassifications of ’major damage’ 
pixels as ’no damage’. This visually confirms the positive impact of SSL Strategy 1 in low-data regimes for a strong backbone like 
BIT, outperforming other SSL combinations visually in this example. Fig.  8(b) is a negative example, SPADANet is the backbone at 
10% labels. While SPADANet+Strategy 4 yielded the best overall quantitative score, this specific visual example reveals a potential 
drawback. Strategy 4 appears to misclassify a significant portion of the ’major damage’ area (yellow in GT) as ’minor damage’ (blue). 
Fig.  8(c) uses the LUNet backbone at 20% labels, focusing on the rare ‘destroyed’ class (magenta in GT). The baseline LUNet struggles 
significantly with this class (low IoU/F1). However, combining LUNet with SSL Strategy 2 (the numerically best combination here) 
demonstrates a dramatic improvement in identifying the ‘destroyed’ building. Fig.  8(d) examines performance at 50% labels, focusing 
on ’minor damage’ (blue). It reveals a general weakness across most models and SSL strategies in identifying ’minor damage’ within 
complex scenes containing dense building clusters and vegetation. In this challenging example, only the baseline BIT model manages 
to correctly identify some of the ’minor damage’ buildings, while LUNet and its SSL combinations fail to detect them accurately.

The positive examples (Fig.  8a, c) often occur in scenarios with relatively isolated buildings, potentially surrounded by 
water, where SSL appears effective at refining classifications. Conversely, the negative or mixed examples (Fig.  8 b, d) highlight 
challenges in complex scenes where water bodies, vegetation, and buildings are adjacent to each other, and potential degradation 
in performance for intermediate classes (’minor’, ‘major’).

5.5.2. Supervised learning results
Since this paper focuses on a specific downstream task (Flood-BDA) and DA models are often inherited from CD models, the 

SSL experiments in this study primarily use CD models to provide supervised signals. This raises the question of whether post-flood 
DA model design should differ from traditional CD approaches. Clarifying this point can guide future DA model design, helping to 
decide whether to directly transfer CD models or develop task-specific designs. To address this, this section conducted supervised 
learning experiments comparing selected CD methods with the proposed SPADANet.

Given that the dataset contains four damage levels, no single model can achieve optimal performance across all categories. 
Therefore, this section converted the four-class results into binary results (full results can be found in supplementary material Table 
S1), classifying building damage caused by floods as ’no damage’ or ‘damaged’ (combining ’minor damage’, ’major damage’, and 
‘destroyed’).
14 
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Fig. 8. Visual comparison of four-class semi-supervised learning results using different methods and labeling ratios. Rows correspond to scenarios using 5% (a), 
10% (b), 20% (c), and 50% (d) labeled data, respectively. Columns display Pre/Post images, Ground Truth (GT), backbone model results, and results enhanced 
with various SSL strategies. Highlights: Brown boxes show zoomed image of critical parts. Red boxes show example results involving the backbone combined 
with SSL. Orange boxes indicate the method achieving the best quantitative performance for that label ratio according. Metrics Shown: Representative IoU and 
F1 scores are displayed for specific examples: ’major damage’ classification in rows (a), (b), ‘‘destroyed’’ in (c), and ’minor damage’ in (d). Color legend defines 
damage classes’’.

Table 4
Comparative analysis of supervised models for binary Flood-BDA. ‘‘Dmg.’’ denotes ‘‘damage.’’.
 Network Precision (%) Recall (%) F1 Score (%) OA Kappa Params GFLOPs 
 Name No Dmg. Dmg. No Dmg. Dmg. No Dmg. Dmg. (%) (%) (M)  
 UNet 93.44 70.35 94.01 68.27 93.73 69.29 89.58 63.02 1.35 3.61  
 CDNet 93.30 69.88 93.30 69.88 93.74 68.22 89.54 61.96 1.43 24.09  
 FC-conc 92.55 76.79 95.87 63.88 94.18 69.74 90.24 63.98 1.55 5.36  
 FC-diff 93.24 70.83 94.40 66.53 93.81 68.61 89.66 62.43 1.35 4.76  
 SNUNet 92.21 72.71 95.36 60.54 93.76 66.07 89.46 59.89 10.2 44.4  
 P2V 93.29 71.59 94.66 66.40 93.97 68.90 89.90 62.88 5.42 32.97  
 LUNet 92.30 78.66 96.57 61.10 94.39 68.78 90.49 63.27 9.45 17.34  
 BIT 93.10 75.88 95.76 65.29 94.41 70.19 90.59 64.64 3.03 8.81  
 SPADANet 95.53 64.94 91.27 79.10 93.35 71.32 89.20 64.75 1.35 3.61  

Best Second

Table  4 presents the binary classification results. SPADANet significantly improves recall to 79.10%, outperforming the second-
best model CDNet by 9.22% and the backbone UNet by 10.83%. Despite lower precision compared to CD methods, SPADANet
achieves the best overall F1 score, surpassing the second-best model BIT by 1.13%. In terms of kappa values, SPADANet scores
64.75%, 0.11% higher than BIT. Additionally, SPADANet maintains the lowest parameter count (1.35M) and computational cost
(3.61 GFLOPs) without increasing the backbone UNet’s complexity.

The visual results presented in Fig.  9 offer qualitative insights into the performance of SPADANet compared to other supervised
methods, highlighting both strengths and areas where challenges remain.

Fig.  9(a) and (b) demonstrate SPADANet’s effectiveness in reducing false negatives (missed damage) compared to the baseline
UNet and other methods. Fig.  9(a) shows significant improvement where the baseline struggled, while Fig.  9(b) shows refinement
even when the baseline performance was already high. The positive Fig.  9 (a, b) often depict scenarios where buildings are clearly
surrounded by water. In these cases, SPADANet’s tendency to give more complete predicted area (driven by the prior attention
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Fig. 9. Visual comparison of binary classification supervised learning results. White denotes undamaged buildings, and red denotes damaged buildings. ‘‘Pre’’ 
and ‘‘Post’’ refer to satellite images before and after the disaster. ‘‘GT’’ denotes Ground Truth. Yellow boxes show zoomed image of critical parts.

module enhancing subtle changes) leads to superior recall compared to other methods. Fig.  9(c) highlights a failure case where 
SPADANet, like most other methods shown, fails to identify the damaged building. Observing the original pre- and post-disaster 
images for this example reveals a potential reason: the building appears visually very similar to surrounding concrete or bare 
ground in the satellite imagery, making it difficult to identify. This ambiguity likely contributes to the model’s failure to detect 
the damage. Fig.  9(d) SPADANet incorrectly classifies undamaged buildings as damaged. Examination of the source images shows 
complex environmental factors: while widespread water might not be directly visible on the buildings, the surrounding land cover 
(vegetation, soil, roads) exhibits significant color and texture changes between the pre- and post-disaster images, characteristic of 
post-flood conditions. The model may be reacting to these strong contextual changes in the surroundings, leading to false positive 
predictions on the buildings themselves.

Although binary results are used in this section, it is important to note that DA tasks are inherently multi-class. To better explore 
multi-class performance, Fig.  10 presents normalized confusion matrices for four-class results. Fig.  10(a) to (g) show traditional CD 
methods, while Fig.  10(h) shows SPADANet. SPADANet outperforms in the ’minor damage’ and ’major damage’ categories. However, 
the limitations of directly transferring CD methods to DA tasks are evident in other two categories. For example, SPADANet’s 
performance in the ’no damage’ category is lower, but since undamaged buildings are not the primary focus in post-disaster scenarios, 
high accuracy in this category has limited practical impact. In the ‘destroyed’ category, both CD methods and SPADANet perform 
poorly (below 20%). CD models tend to misclassify damaged buildings as ’no damage’, as seen in the first column of Fig.  10(a) to 
(g). In contrast, SPADANet’s misclassifications are more concentrated in adjacent categories, as shown in Fig.  10(h). In real-world 
applications, using CD models could lead to severe misallocation of rescue resources, as many severely damaged buildings might be 
classified as undamaged. While SPADANet also struggles to accurately predict the ‘destroyed’ category, it tends to classify them as 
’major damage’, which may not cause this problem. These confusion matrices results clarify the adaptability of SPADANet in post 
flood DA scenario.

6. Discussion

6.1. Defining task-specific design principles for post-flood damage assessment

A core motivation for this study stems from the hypothesis that DLCD and DLDA, particularly for post-flood scenarios, 
require distinct design considerations despite their shared heritage. The comprehensive benchmarking experiments, evaluating 
both transferred DLCD methods and novel semi-supervised and supervised approaches tailored for Flood-BDA, provide substantial 
evidence supporting this distinction:

Task Objective: The supervised learning results clearly illustrate a divergence in optimization focus. Early DL methods applied 
to CD, such as UNet [33] and CDNet [29], exhibit relatively balanced precision and recall when benchmarked on flood dataset 
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Fig. 10. Normalized confusion matrices for four-class results using different methods. (a) UNet. (b) CDNet. (c) FC-siam-conc. (d) FC-siam-diff. (e) LUNet. (f) 
P2V. (g) BIT. (h) SPADANet. The 𝑦-axis represents the ground-truth labels, the 𝑥-axis represents the predicted labels, and the values in the cells indicate the 
proportion of predictions for each category in the overall dataset. ‘‘Dmg’’. denotes ’’damage’’.

(Table  4). However, as DLCD research progressed, incorporating more sophisticated techniques like siamese architectures [30], 
temporal modeling [26,31], and various self-attention mechanisms [24,32], a trend towards prioritizing precision often emerged, 
likely driven by the equally important goals of the changed and unchanged categories in the CD scenario. When these advanced 
CD models are directly applied to the Flood-BDA task, this precision preference persists, often at the expense of recall. However, in 
post-disaster DA, this balance is inappropriate. The failure to identify a damaged building (a false negative) can prevent the allocation 
of life-saving resources, making it an unacceptable error [2]. Consequently, high recall is the paramount objective. By incorporating 
a parameter-free prior attention module aimed at amplifying subtle, outlier-like features, SPADANet demonstrates a successful shift 
towards a high-recall operational profile. As shown in the confusion matrices (Fig.  10), its error pattern is also more operationally 
benign; unlike many CD models that misclassify destroyed buildings as no damage, SPADANet’s errors are concentrated between 
adjacent damage classes (e.g., destroyed as major). This high-recall performance and more favorable error distribution define its 
high adaptability to the DA application context.

Data Characteristics: This paper creates benchmarks based on two characteristics of Flood-BDA. First, Label scarcity and dataset 
imbalance are common problems in CD and DA. Among SSL paradigms that can address this, consistency regularization has been 
notably under-explored, especially within the DA domain. This work provides, to our knowledge, the first benchmark evaluation 
of consistency regularization, specifically using the image-level strategy, for Flood-BDA. The positive results demonstrate that this 
approach effectively leverages unlabeled data, highlighting SSL’s significant potential as a crucial strategy for overcoming data 
limitations in DA. Second, Flood damage frequently manifests as subtle visual alterations, unlike the more distinct changes often 
targeted by CD. The supervised benchmark experiments reveal that directly transferred CD methods struggle to effectively capture 
these subtle cues for DA.

This study confirms that simply transferring DLCD methods to Flood-BDA is suboptimal due to fundamental differences in task 
objectives, and data characteristics. CD models often discard subtle information critical for DA and may exhibit undesirable error 
modes. The benchmark results highlight the potential of alternative approaches tailored to DA: prior attention mechanisms show 
promise for handling subtle changes and boosting recall, while image-level consistency regularization offers an effective pathway to 
address data scarcity by leveraging unlabeled data. These findings provide clear directions for future DA research, emphasizing the 
need for task-specific model design and evaluation rather than relying solely on advancements from the general CD field. SPADANet 
and the image-level SSL framework presented here serve as initial, validated steps along these DA-specific research avenues.

6.2. Effect of image level consistency regularization

This paper develops an SSL approach leveraging image-level consistency regularization to address the challenges of data scarcity 
and long-tail distribution in post-flood DA tasks. While existing SSL research often focuses on consistency derived from intra-image 
augmentations [23,40,41], this work explores the potential of using statistical distributions derived from groups of images as the 
reference for consistency, given the increasing availability of unlabeled remote sensing data from disaster events.

The results presented quantitatively (Tables  2, 3, S3–S22) and qualitatively (Fig.  7, 8) demonstrate the general positive impact of 
this image-level consistency regularization approach. Model performance typically improves with SSL, particularly as the proportion 
of labeled data decreases (Table  2), indicating effective utilization of unlabeled data in low-resource scenarios. Even well-performing 
baseline models show potential for enhancement through these techniques (Table  3).
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Table 5
Ablation study on the placement of the prior attention module.
 Network 
Name

Precision 
(%)

Recall 
(%)

F1-score 
(%)

 

 UNet 70.35 68.27 69.29  
 SPADANet-Conv 62.26 77.68 69.12  
 SPADANet-Up 62.62 77.01 69.07  
 SPADANet 64.94 79.10 71.32  

A key finding emerges when comparing the four reference distribution strategies: Strategies 1 and 4, which construct the reference 
distribution 𝑄 using pseudo-label predictions generated by the model itself on unlabeled data, generally yield greater positive 
impacts than Strategies 2 and 3, which rely on distributions derived from the ground-truth labels or model predictions on the 
limited labeled set. This suggests that using a reference distribution that is directly adapted to the characteristics of the unlabeled 
data pool provides a more effective learning signal, especially in low-label regimes (e.g., 5%, see Table  2, Fig.  7).

Despite the acknowledged limitations inherent in using pseudo-labels – namely the potential for error propagation if the base 
model is weak and the lack of exhaustive tuning for SSL-specific hyperparameters like confidence thresholds – the empirical results 
presented offer valuable insights. This work’s primary goal in exploring SSL was to investigate whether the consistency regularization 
paradigm, largely unexplored in DA, could help bridge the methodological gap between these fields by effectively leveraging 
abundant unlabeled data. The findings suggest that image-level consistency regularization, particularly when guided by adaptive 
pseudo-label distributions (Strategies 1 & 4), does indeed provide a positive impact on model performance under the data-scarce 
conditions typical of Flood-BDA.

This research mitigated the risk of error propagation by initializing the SSL process with strong, pre-trained CD networks 
identified through the initial benchmarking (Subsection 5.5.2), ensuring a reasonably reliable starting point for pseudo-label 
generation. While this research did not implement complex mechanisms like confidence thresholding, the consistent improvements 
observed across various strong backbones (Fig.  7, Tables S3–S22) provide preliminary validation for the effectiveness of the 
image-level consistency regularization approach itself.

Therefore, this study successfully demonstrates the potential of applying image-level consistency regularization to Flood-BDA. It 
serves as an important first step in characterizing the performance of this SSL paradigm in this context, showing its ability to extract 
useful information from unlabeled data.

6.3. Effect of prior attention

The investigation into suitable supervised signal in SSL, motivated by the need for task-specific designs rather than direct 
transfer from CD methods [17,21,32,34], led to the development of SPADANet. As discussed (Section 2.1, 2.3), while DA research 
often inherits CD architectures like U-Net [24,32,34] and attention modules [17,24], the specific priors embedded may not align 
with DA’s requirement to capture subtle damage cues and prioritize recall. SPADANet combines the robust U-Net structure with 
a parameter-free prior attention module [25] specifically chosen for its theoretical potential to amplify subtle, outlier-like pixel 
changes characteristic of flood damage—a less explored approach compared to standard self-attention.

The supervised learning results demonstrate the effectiveness of this approach. In binary classification (Table  4), SPADANet 
achieves state-of-the-art recall (79.10%), significantly outperforming strong CD baselines like CDNet (+9.22%). This high recall, 
achieved while maintaining the lowest parameter count (1.35M) and computational cost (3.61 GFLOPs), directly addresses this 
research claimed requirement of DA, enabling models to be rapidly deployed at low cost and places greater emphasis on recall. 
SPADANet also achieves the highest overall F1 score and Kappa value, indicating strong overall performance.

To further explore the role of the prior attention module, this study conducted ablation studies by integrating it into different 
parts of the U-Net architecture:

(1) UNet: The baseline U-Net without any prior attention module.
(2) SPADANet: The proposed SPADANet, with the prior attention module added to skip connections.
(3) SPADANet-Up: A variant of SPADANet, with the prior attention module added to upsampling.
(4) SPADANet-Conv: A variant of SPADANet, with the prior attention module added to Conv blocks.

Table  5 confirmed the optimal placement within skip connections, suggesting that retaining subtle information lost during down 
sampling is critical. The module works by amplifying outlier neurons; while this can introduce noise, placing it in skip connections 
appears to balance the retention of useful subtle information against noise introduction effectively.

Qualitative analysis provides further nuance. The visual examples in Fig.  9 confirm SPADANet’s ability to drastically reduce false 
negatives compared to other methods, especially in scenarios with clearer damage indicators (Fig.  9a, b). However, they also reveal 
limitations: SPADANet can still miss damage in low-contrast environments (Fig.  9 c) and may produce false positives when strong 
contextual changes occur near undamaged buildings (Fig.  9 d).

Further insights come from the multi-class confusion matrices (Fig.  10). Compared to traditional CD methods (Fig.  10a–g) which 
exhibit a strong tendency to misclassify damaged buildings (minor, major, destroyed) as ’no damage’ (high values in the first 
column of rows 2–4), SPADANet (Fig.  10h) shows a markedly different error pattern. While still struggling with the ‘destroyed’ 
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Fig. 11. A comparative analysis of performance, efficiency, and architectural trends. (a) The benchmark results: performance vs. publication year (left) and vs. 
model parameters (right). (b) Recent DLCD landscape.
Source: Adapted from [48].

class (low diagonal value), its misclassifications are more concentrated in adjacent categories (e.g., ‘destroyed’ often predicted as 
’major damage’). From a disaster response perspective, misclassifying ‘destroyed’ as ‘major’ is significantly less detrimental than 
misclassifying it as ’no damage’, as the building will still likely be flagged for inspection. This shift in error patterns underscores 
SPADANet’s alignment with the recall-oriented needs of DA, prioritizing the identification of any damage over precise categorization, 
especially compared to precision-focused CD methods.

This study primarily serves as a benchmark demonstration that explicitly designing for Flood-BDA priors – in this case, using 
spatial inhibition prior attention to capture subtle changes – offers a distinct and promising direction compared to directly transfer-
ring self-attention-based CD models. It strongly suggests that attention mechanisms, specifically those incorporating task-relevant 
priors, warrant significant further exploration and development within the DA domain.

6.4. Limitation and future work

While this study provides valuable benchmarks and insights into applying prior attention mechanism and SSL for Flood-BDA, 
several limitations should be acknowledged, as they point towards important directions for future research.

SSL and Model Generalizability: The exploration of image-level consistency regularization demonstrated its potential but was 
not exhaustive. The SSL hyperparameters (e.g., buffer size, loss weights) were set based on preliminary analysis, and a more 
comprehensive optimization could yield further improvements. Similarly, while SPADANet’s performance on the ‘destroyed’ class 
indicates current limitations, these also highlight the need for future work on more robust feature extraction and generalization 
across diverse disaster scenarios and types.

The Precision–Recall Trade-off and the Future of SPADANet: A key limitation of SPADANet in its current form is its lower 
precision compared to CD models. This trade-off, while justified by the operational needs of Flood-BDA, prevents it from being 
presented as the definitive SOTA solution in terms of balanced metrics. This research addresses this from three perspectives:
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(1) The primary objective was not to compete with the absolute SOTA, but to establish a benchmark of foundational and classic 
neural network architectures to understand their inherent suitability for the Flood-BDA task. As shown in the survey of recent 
literature [48] (Fig.  11(b)), research post-2022 has increasingly shifted towards complex models leveraging Feature Fusion 
and large Foundation Models, often driven by scaling laws. These approaches, while powerful, rely heavily on extensive 
pre-training and make it difficult to isolate the contribution of core architectural principles. By intentionally excluding these 
models from our direct comparison, this paper was able to focus the analysis on the fundamental adaptability of modules 
like prior attention, which was the central question of this research.

(2) The performance trajectory of the DLCD field (Fig.  11) shows that recent gains are incremental. For instance, over a five-year 
span from 2020 to 2025, the performance improvement from a strong baseline to the SOTA HeteCD model is approximately 
3% in F1-score. SPADANet’s performance gain of nearly 2% over the next-best model within its architectural class is therefore 
highly competitive and consistent with this broader trend of diminishing returns. The massive increase in parameters seen 
in recent models does not yield a proportional leap in performance.

(3) The promising aspect of SPADANet’s current trade-off is its potential for future development. As shown in Fig.  11(a) (right), 
it achieves its high performance with one of the lowest parameter counts (1.35M). This exceptional efficiency means that 
SPADANet is far from its performance ceiling. Future work can strategically enhance its architecture.

Broader Research Directions: Addressing these limitations will be crucial for developing more robust and operationally effective 
deep learning solutions. Future work should not only focus on improving precision in models like SPADANet but also explore novel 
metrics that better capture the unique balance of recall and error severity required for disaster response.

7. Conclusion

This study addressed the critical need for tailored DL approaches for Flood-BDA, distinct from methods directly transferred from 
CD. Through comprehensive benchmarking experiments, this research evaluated the performance of representative CD techniques 
and modules when applied to Flood-BDA, revealing limitations related to recall prioritization, error patterns, and handling subtle 
visual changes characteristic of flood damage.

Based on these benchmark findings, this research investigated and validated two key strategies specifically relevant to DA’s 
challenges:

Image-Level Consistency Regularization: To combat data scarcity and label imbalance, this paper benchmarked an image-level 
consistency regularization approach, demonstrating its effectiveness in leveraging unlabeled data. Crucially, this paper found that 
reference distributions derived from pseudo-labels generally yielded better performance than those based on limited ground-truth 
information, providing a practical pathway for SSL in DA.

Prior Attention (SPADANet): To address the challenge of subtle change detection, this research proposed SPADANet, integrating 
a parameter-free prior attention module into a U-Net architecture. SPADANet significantly improved recall and exhibited more 
operationally relevant error patterns compared to benchmarked CD models, validating the potential of incorporating DA-specific 
priors into attention mechanisms.

In conclusion, this work establishes important benchmarks for both supervised and semi-supervised learning in the Flood-BDA 
context. It provides quantitative and qualitative evidence that DA necessitates distinct design considerations compared to general 
CD, particularly regarding recall emphasis and the handling of subtle features and limited labeled data. The success of SPADANet 
and the image-level SSL framework demonstrates the promise of prior attention and image-level consistency regularization as 
valuable directions for future DA research. While limitations remain, such as the need for further SSL optimization and the fact 
that SPADANet currently demonstrates primarily its operational adaptability rather than definitive SOTA performance, this study 
provides a foundational benchmark and validated methodologies for developing more effective DL solutions tailored to the unique 
demands of Flood-BDA.
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