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Abstract of Thesis

This dissertation focuses on advancing waterbody segmentation from normal -perspective imagery, addressing
key challenges such as illumination variations, reflections, and complex environmental factors. While
satellite imagery has been widely used for waterbody detection, its limitations necessitate alternative
approaches. To tackle these issues, this research introduces three progressive methodologies: Visual Aquatic
Generalist (VAGen), Aquatic Prompt Segmentation (APS), and Adaptor—Based Fine-Tuning, forming a stepwise
improvement strategy in segmentation accuracy and computational efficiency. The findings contribute to
enhancing real-world applications such as urban flood detection, agricultural water management, and ecological
monitoring.

Chapter 1 introduces the background and significance of waterbody segmentation using normal-perspective
imagery. It discusses the limitations of satellite—based segmentation methods and the challenges posed by
real—world conditions. The research questions, objectives, and key contributions of the study are highlighted,
providing a foundation for the subsequent methodologies.

Chapter 2 reviews existing waterbody segmentation techniques, including traditional deep learning—based
semantic segmentation methods, and their limitations in dealing with complex backgrounds and varying
environmental factors. It also introduces foundational models such as Segment Anything Model (SAM) and DINOv2
providing insights into their potential for waterbody segmentation.

Chapter 3 presents the Visual Aquatic Generalist (VAGen), which utilizes Visual Prompting (VP) and In—Context
Learning (ICL) to perform waterbody segmentation without retraining a Large Visual Model (LVM) from scratch.
By fine—tuning only specific layers, VAGen addresses the challenges posed by limited labeled data and
computational constraints, achieving a mean Intersection over Union (mIoU) of 55.71% on the ATLANTIS dataset

Chapter 4 introduces Aquatic Prompt Segmentation (APS), which enhances segmentation performance by
integrating multiple foundation models, including DINOv2, Stable Diffusion, BLIP-2, and SAM. APS employs a
modular pipeline with semantic retrieval, Text Guidance, and Mask Guidance, enabling a training—free
segmentation approach. It significantly improves adaptability to complex scenarios, achieving a higher mloU
of 68.18% on the ATLANTIS dataset.

Chapter 5 proposes Adaptor—Based Fine—Tuning, which advances segmentation performance by fine—tuning only
task—specific adapter modules while utilizing pre—trained backbone models. This approach significantly reduces
computational overhead while improving accuracy. With an mIoU of 79.38%, this method surpasses previous
frameworks in handling diverse waterbody conditions, making it the most efficient and effective segmentation
solution developed in this study

Chapter 6 provides a comprehensive discussion of the experimental results, analyzing the effectiveness of
each proposed method and comparing their performance against baseline models. The chapter evaluates the
trade—offs between accuracy, computational efficiency, and generalizability in real-world applications.

Chapter 7 concludes the dissertation by summarizing key findings, discussing limitations, and proposing
future research directions. It emphasizes the importance of integrating foundation models for scalable
waterbody segmentation and explores potential applications beyond environmental monitoring, such as disaster

response and autonomous navigation.
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