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Abstract
In this article we construct all the primitive idempotents of the restricted quantum

group NUq(sl2) and also describeNUq(sl2) as the subalgebra of the direct sum of matrix
algebras. By using this result we construct a basis of the space of symmetric linear
functions of NUq(sl2) and determine the decomposition of the integral of the dualofNUq(sl2) twisted by the balancing element to the basis of the space ofsymmetric linear
functions.

1. Introduction

The restricted quantum groupNUq(sl2) at roots of unity has been studied in vari-
ous contexts. In [2] and [3] it is shown that the category of modules of the irrational
vertex operator algebraW(p) is closely related with the category of finite-dimensional
modules of NUq(sl2) at q D exp(�p�1=p) for p � 2. More precisely, the Grothendieck
group and the center ofNUq(sl2) are determined and it is also proved that the center and
the space related withW(p), which is invariant under the canonicalSL2(Z) action, are
isomorphic to each other. Then it is also proved that, ifp D 2, the category of finite-
dimensional modules ofNUq(sl2) and the category of modules ofW(p) are equivalent
to each other. Furthermore we can expect that the equivalence of these categories holds
for any p � 2.

Let SLF( NUq(sl2)) be the space of all the symmetric linear functions onNUq(sl2),
that is, SLF(NUq(sl2)) is the space over the complex number fieldC formed by all theC-linear maps' W NUq(sl2)! C with '(ab) D '(ba) for all a, b 2 NUq(sl2). In this paper
we construct a basis of SLF(NUq(sl2)). In order to construct a basis we determine a cer-
tain basis of NUq(sl2) which corresponds to indecomposable projective modules.SinceNUq(sl2) is a finite-dimensional unimodular Hopf algebra and the square of the antipode
is inner, we can see that SLF(NUq(sl2)) is isomorphic to the center by [10]. ForNUq(sl2)
the center is (3p�1)-dimensional (see [2]) so we see that SLF(NUq(sl2)) is also (3p�1)-
dimensional. It also follows from [10] that the linear functions given by the action of
the balancing element ofNUq(sl2) to the left and right integrals of the dual Hopf algebra
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536 Y. A RIKE

of NUq(sl2) are symmetric. We determine the decomposition of this linear function into
the basis of SLF(NUq(sl2)).

Our motivation to study SLF(NUq(sl2)) comes from conformal field theories. For
conformal field theory associated with a vertex operator algebra (VOA), the represen-
tation theory of VOAs plays an important role. In fact, the conformal field theory with
the factorization property for any VOA with some regularityand some finiteness condi-
tion is established over the projective line in [9]. Note that such a VOA is rational. For
an elliptic curve, under the rationality and the finiteness condition, the space of con-
formal blocks with a VOAV is finite-dimensional and its dimension coincides with
the number of simple modules forV . Any conformal block is related with symmetric
linear functions on Zhu’s algebraA0(V) (cf. [7], [12]).

On the other hand, the theory for irrational VOAs is difficultbecause there could
be logarithmic modules (see [7]). In this case, under the same finiteness condition, the
number of simple modules is less than or equal to the dimension of the space of con-
formal blocks and we have to consider pseudo-trace functions on logarithmic modules.

There is an example of irrational conformal field theory which is called logarith-
mic conformal field theory. A typical example of irrational conformal field theory is a
VOA W(p), whose conformal blocks involve logarithmic function of modulus q (re-
call that no logarithmic terms appear in rational cases). Inthis example it is difficult
to determine the dimension of conformal blocks.

By the arguments given in [7] and [8], we can expect that the space of conformal
blocks is isomorphic to the space of the symmetric linear functions on a finite dimen-
sional algebra whose category of modules is equivalent to the category ofV-modules
(also see [6]). This naturally indicates that the space of conformal blocks associated to
W(p) is closely related with SLF(NUq(sl2)).

This paper is organized as follows. In Section 2 we recall thedefinitions and basic
properties of symmetric linear functions and integrals of finite-dimensional Hopf alge-
bras. We also introduce the relationship given in [10] between the space of symmetric
linear functions on a finite-dimensional Hopf algebra and its center.

In Section 3 we recall the definition ofNUq(sl2). We describe left and right integrals
of NUq(sl2), which turn out to be equal to each other, henceNUq(sl2) is unimodular. Left
and right integrals of the dual ofNUq(sl2) are determined. In addition, we recall that the
square of the antipode ofNUq(sl2) is inner. The above results can be found in [2].

In Section 4, by using the structure of projective modules ofNUq(sl2) given in [2],
we construct all indecomposable left ideals ofNUq(sl2) which are isomorphic to project-
ive modules and we also construct all primitive idempotentsof NUq(sl2).

In Section 5 we describeNUq(sl2) as the subalgebra of the direct sum of matrix
algebras. By using this result we construct a basis of SLF(NUq(sl2)). Moreover we de-
termine the decomposition of the linear functions given by the action of the balancing
element to the left and right integrals into the basis.
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2. Preliminaries

In this paper we will always work over the complex number fieldC. For any
vector spaceV we denote the space HomC(V , C) by V�.

2.1. Symmetric linear functions. Let A be a finite-dimensional associative al-
gebra. A symmetric linear function' on A is an element ofA� which satisfies'(ab)D'(ba) for all a, b 2 A. We denote the space of symmetric linear functions onA by
SLF(A). If A is a finite-dimensional Hopf algebra, the space SLF(A) coincides with
the space of cocommutative elements ofA� ([10]).

2.2. Integrals and the square of antipode of Hopf algebras. Let A be a finite-
dimensional Hopf algebra with the coproduct1, the counit" and the antipodeS. Each
element of the subspaces

LA D {3 2 A j a3 D "(a)3 for all a 2 A},

RA D {3 2 A j 3a D "(a)3 for all a 2 A},

is called a left integral and a right integral ofA, respectively. SinceA is finite-dimensional,
the spaceLA (respectivelyRA) is one-dimensional (cf. [1]). Similarly a left (respectively,
right) integral of the dual Hopf algebraA� is an element� 2 A� which satisfiesp� D
p(1)� (respectively,�p D p(1)�) for all p 2 A�. Equivalently we can see

LA� D {� 2 A� j (1
 �)1(x) D �(x) for all x 2 A},

RA� D {� 2 A� j (�
 1)1(x) D �(x) for all x 2 A}.

If LA D RA the Hopf algebraA is called unimodular.

Proposition 2.1 ([10]). Let A be a finite-dimensional unimodular Hopf algebra
with the antipode S. Suppose that� is a left integral of A� and that � is a right
integral of A�. Then
(1) �(ab) D �(bS2(a)),
(2) �(ab) D �(S2(b)a).

The square of the antipode is calledinner if there exists an invertible elementt
such thatS2(x) D t xt�1 for all x 2 A.

Denote by* and( the left and right actions ofA on A�:
a * p(b) D p(ba), p ( a(b) D p(ab),

for p 2 A� and a, b 2 A.
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Proposition 2.2 ([10]). Let A be a finite-dimensional unimodular Hopf algebra
with the antipode S. Suppose that� is a left integral of A� and that � is a right
integral of A�. If S2 is inner, the linear maps fl , fr W Z(A) ! SLF(A) defined by
fl (c) D t�1c* � and fr (c) D � ( tc are isomorphisms.

3. The restricted quantum group NUq(sl2)

3.1. Definition. Let p � 2 be an integer andq D exp(�p�1=p) be a primitive
2p-th root of unity. The restricted quantum groupNUq(sl2) is a Hopf algebra overC
generated byE, F , K and K�1 with the relations

K K�1 D K�1K D 1,

K E K�1 D q2E, K F K�1 D q�2F , [E, F ] D K � K�1

q � q�1
,

Ep D F p D 0, K 2p D 1,

as an algebra. We define the coproduct1, the counit" and the antipodeS by

1(E) D 1
 E C E 
 K , 1(F) D K�1
 F C F 
 1, 1(K ) D K 
 K ,

"(E) D "(F) D 0, "(K ) D 1,

S(E) D �E K�1, S(F) D �K F , S(K ) D K�1.

Lemma 3.1. The 2p3 elements EmFnK l , where 0 � m, n � p � 1 and 0 � l �
2p� 1, form a basis of NUq(sl2) as a vector space.

For m, n 2 Z we use the standard notation

[n] D qn � q�n

q � q�1
,

[n]! D [n][n� 1] � � � [2][1], [0]! D 1,
[

m
n

] D [m]!

[n]! [ m� n]!
for n � 0 and m� n � 0.

We can write down the coproduct of the basis ofNUq(sl2) in Lemma 3.1 by using
induction.

Lemma 3.2.

1(EmFnK l ) D m
∑

rD0

n
∑

sD0

qr (m�r )Cs(n�s)�2rs

[

m
r

][

n
s

]

� Er Fn�sK�sCl 
 Em�r FsK rCl .
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3.2. The integrals. The integral of NUq(sl2) and the right integral ofNUq(sl2)� is
given in [2]. A basis of the space of left integrals is given by

Ep�1F p�1
2p�1
∑

lD0

K l ,

which also belongs to the space of right integrals. Therefore we can see thatNUq(sl2)
is unimodular.

Define the elements inNUq(sl2)� by

�(EmFnK l ) D Æm, p�1Æn, p�1Æl , p�1,

�(EmFnK l ) D Æm, p�1Æn, p�1Æl , pC1,

for 0� m, n � p� 1 and 0� l � 2p� 1.

Proposition 3.3. Each of the spaces of left integrals and right integrals of the
dual Hopf algebra of NUq(sl2) is spanned by� and � respectively.

Proof. It follows from Lemma 3.2.

3.3. The square of the antipode. It is shown in [2] that there exists a ribbon
Hopf algebra ND which containsNUq(sl2) as a Hopf subalgebra. It is also shown in [2] that
the Drinfeld element and the ribbon element ofND belong to NUq(sl2). Thus the balancing
element of ND is in NUq(sl2). The balancing element is given byg D K pC1 in [2].

Proposition 3.4 ([2]). The square of the antipode ofNUq(sl2) is inner, in particu-

lar, S2(x) D gxg�1 for all x 2 NUq(sl2) where gD K pC1.

3.4. Irreducible modules. Let {X �
s j � D �, 1� s� p} be the complete set of

non-isomorphic irreducible modules ofNUq(sl2). The irreducible moduleX �
s has a basis

formed by weight vectorsa�n (s), 0� n � s� 1 with the action of NUq(sl2) defined by

Ka�n (s) D �qs�1�2na�n (s),

Ea�n (s) D �[n][s� n]a�n�1(s),

Fa�n (s) D a�nC1(s),

wherea��1(s) D a�s (s) D 0.

3.5. Casimir element. The Casimir element ofNUq(sl2) is given by

C D E F C q�1K C qK�1

(q � q�1)2
2 Z( NUq(sl2)).(3.1)
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Proposition 3.5 ([2]). The minimal polynomial relation of the Casimir element is

8p(x) D (x � �0)(x � �p)
p�1
∏

sD1

(x � �s)
2(3.2)

where�s D (qsC q�s)=(q � q�1)2.

This relation gives the decomposition ofNUq(sl2) into its subalgebras by the Casimir
element:

NUq(sl2) D p
⊕

sD0

Qs,(3.3)

where Qs for 0� s � p is a generalized eigenspace with eigenvalue�s.

4. Idempotents of NUq(sl2)

In this section we construct primitive idempotents ofNUq(sl2) by referring to the
structure of projective modules (see [2]). We construct allindecomposable left ideals
generated by primitive idempotents inNUq(sl2). It is well known that these ideals are
indecomposable projective modules.

4.1. Indecomposable modules inNUq(sl2). In order to construct projective mod-
ules in NUq(sl2), first we construct the module whose socle is isomorphic to the irreducible
moduleX �

s .
We quote the useful lemma.

Lemma 4.1 ([4]). For 1� m� p� 1, the following relations hold inNUq(sl2):

[E, Fm] D [m]Fm�1 q�(m�1)K � qm�1K�1

q � q�1

D [m]
qm�1K � q�(m�1)K�1

q � q�1
Fm�1,

[Em, F ] D [m]Em�1 qm�1K � q�(m�1)K�1

q � q�1

D [m]
q�(m�1)K � qm�1K�1

q � q�1
Em�1.

Then we have a generalization of this lemma (cf. [5], [11]).
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Lemma 4.2.

[Er , Fs] D min(r ,s)
∑

iD1

Er�i Fs�i f r ,s
i (K ),

where fr ,s
i (z) 2 C[z, z�1].

For 1� s� p, 1� t � s and � D �, we set

v�(s, t) D 2p�1
∑

lD0

(�q�(s�2tC1))l K l .

Then we can see thatKv�(s, t) D �qs�2tC1v�(s, t).
Define

a�0 (s, t) D Ep�1F p�tv�(s, t).(4.1)

This is a highest weight vector of highest weight�qs�1. Set a�n (s, t) D Fna�0 (s, t).
Then Lemma 4.1 shows

Ka�n (s, t) D �qs�1�2na�n (s, t),(4.2)

Ea�n (s, t) D �[n][s� n]a�n�1(s, t),(4.3)

Fa�n (s, t) D a�nC1(s, t),(4.4)

and Ea�s (s, t) D 0. By (4.3), we havea�n (s, t) ¤ 0 for 0� n � s� 1. Let X �
s (t) be a

space spanned bya�n (s, t), 0� n � s�1. It is clear that the spaceX �
p (t) is isomorphic

to the irreducible moduleX �
p for 1 � t � p. It is expected thata�s (s, t) is zero for

1 � s � p � 1 but it is hard to prove by direct calculation. In fact, this fact will be
proved in the following argument.

We consider the element which is sent toa�0 (s, t) by the action ofF .

Lemma 4.3. For 1� s � p� 1 and 1� t � s, we have

a�0 (s, t) D F
p�s
∑

nD1

��n(s)Ep�nF p�t�nv�(s, t)

where��n(s) D∏p�s�1
kDp�s�(n�1)(��[k][ p� s� k]).
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Proof. By Lemma 4.1,

F Ep�nF p�t�nv�(s, t)

D Ep�nF p�t�nC1v�(s, t)

� [ p� n]

q � q�1
(q�(p�n�1)K � qp�n�1K�1)Ep�n�1F p�n�tv�(s, t)

D Ep�nF p�t�nC1v�(s, t)C �[n][ p� s� n]Ep�n�1F p�n�tv�(s, t).

We can see

F
p�s
∑

nD1

��n(s)Ep�nF p�t�nv�(s, t)

D p�s
∑

nD1

��n(s)Ep�nF p�t�nC1v�(s, t)

C p�s
∑

nD1

��n(s)�[n][ p� s� n]Ep�n�1F p�n�tv�(s, t)

D Ep�1F p�tv�(s, t)

C p�s�1
∑

nD1

(��nC1(s)C �[n][ p� s� n]��n(s))Ep�n�1F p�n�tv�(s, t).

Since��n(s) D∏p�s�1
kDp�s�(n�1)(��[k][ p� s� k]), the second term vanishes.

Set

x�k (s, t) D Ep�s�k�1

∏p�s�1
iDkC1(��[i ][ p� s� i ])

p�s
∑

nD1

��n(s)Ep�nF p�t�nv�(s, t).(4.5)

Then we can easily see that

x�0 (s, t) D ��p�s(s)Ep�1Fs�tv�(s, t)
∏p�s�1

iD1 (��[i ][ p� s� i ])
D Ep�1Fs�tv�(s, t),

sox�k (s, t) is non-zero andx�0 (s, t) is a highest weight vector of highest weight��qp�s�1.
Then, by Lemma 4.1 and Lemma 4.3, we have

K x�k (s, t) D ��qp�s�1�2kx�k (s, t),(4.6)

Ex�k (s, t) D {��[k][ p� s� k]x�k�1(s, t), 1� k � p� s� 1,
0, k D 0,

(4.7)

Fx�k (s, t) D {x�kC1(s, t), 0� k � p� s� 2,
a�0 (s, t), k D p� s� 1.

(4.8)
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By above relations we obtain

a�s (s, t) D Fsa�0 (s, t) D FsCp�sx�0 (s, t) D 0

for 1� s � p� 1 and 1� t � s.

Proposition 4.4. For 1 � s � p and 1 � t � s, the spaceX �
s (t) spanned by the

vectors of the form a�n (s, t), 0� n � s�1 is isomorphic to the irreducible moduleX �
s .

Set

b�n (s, t) D Fn
p�s
∑

nD1

��n(s)Ep�n�1F p�t�nv�(s, t),(4.9)

y�k (s, t) D FsCkb�0 (s, t)(4.10)

for 0 � n � s� 1, 0� k � p� s� 1, and� D �. By Lemma 4.1 we have following
relations:

Kb�n (s, t) D �qs�1�2nb�n (s, t),(4.11)

Eb�n (s, t) D {�[n][s� n]b�n�1(s, t)C a�n�1(s, t), 1� n � s� 1,
x�p�s�1(s, t), n D 0,

(4.12)

Fb�n (s, t) D {b�nC1(s, t), 0� n � s� 2,
y�0 (s, t), n D s� 1,

(4.13)

K y�k (s, t) D ��qp�s�1�2ky�k (s, t),(4.14)

Ey�k (s, t) D {��[k][ p� s� k]y�k�1(s, t), 1� k � p� s� 1,
a�s�1(s, t), k D 0,

(4.15)

Fy�k (s, t) D {y�kC1(s, t), 0� k � p� s� 2,
0, k D p� s� 1.

(4.16)

By (4.15), we haveb�n (s, t)¤ 0 for 0� n � s�1 andy�k (s, t)¤ 0 for 0� k � p�s�1.
Let P�

s (t) be a space spanned by the elements of the form

b�n (s, t), x�k (s, t), y�k (s, t), a�n (s, t), 0� n � s� 1, 0� k � p� s� 1,

for 1 � s � p � 1 and 1� t � s. By (4.2)–(4.4), (4.6)–(4.8) and (4.11)–(4.16), the
2p-dimensional spaceP�

s (t) is an indecomposable leftNUq(sl2)-module. Note that the
modulesP�

s (t) for 1� t � s are isomorphic to each other so we setP�
s � P�

s (t).
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Proposition 4.5. The 2p-dimensional indecomposable left moduleP�
s , 1 � s �

p� 1 and � D �, has a basis formed by weight vectors

b�n (s), x�k (s), y�k (s), a�n (s),

for 0� n � s� 1 and 0� k � p� s� 1 with left actions defined by

Kb�n (s) D �qs�1�2nb�n (s),

Eb�n (s) D {�[n][s� n]b�n�1(s)C a�n�1(s), 1� n � s� 1,
x�p�s�1(s), n D 0,

Fb�n (s) D {b�nC1(s), 0� n � s� 2,
y�0 (s), n D s� 1,

K x�k (s) D ��qp�s�1�2kx�k (s),

Ex�k (s) D {��[k][ p� s� k]x�k�1(s), 1� k � p� s� 1,
0, k D 0,

Fx�k (s) D {x�kC1(s), 0� k � p� s� 2,
a�0 (s), k D p� s� 1,

K y�k (s) D ��qp�s�1�2ky�k (s),

Ey�k (s) D {��[k][ p� s� k]y�k�1(s), 1� k � p� s� 1,
a�s�1(s), k D 0,

Fy�k (s) D {y�kC1(s), 0� k � p� s� 2,
0, k D p� s� 1,

Ka�n (s) D �qs�1�2na�n (s),

Ea�n (s) D {�[n][s� n]a�n�1(s), 1� n � s� 1,
0, n D 0,

Fa�n (s) D {a�nC1(s), 0� n � s� 2,
0, n D s� 1.

It is shown in [2] that the action (C��s)2 vanishes on the modulesPC
s andP�

p�s

for 1 � s � p � 1. Hence there are inclusion mapsPC
s ! Qs and P�

p�s ! Qs for
1 � s � p � 1. It is also shown in [2] each of the actions of (C � �0) and (C � �p)
vanishes onX�

p and XC
p respectively. Thus there are inclusion mapsX�

p ! Q0 and
XC

p ! Qp.

4.2. Primitive idempotents of NUq(sl2). First we show that the irreducible mod-
ulesX �

p (t) contain primitive idempotens ofNUq(sl2).
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Proposition 4.6. Set

e�(p, t) D 1

2p
∏p�1

iD1 (�[i ][ p� i ])
a�t�1(p, t) 2 X �

s (t).(4.17)

Then

e�(p, t1)e�(p, t2) D {e�(p, t2), t1 D t2,
0, otherwise.

(4.18)

In particular eC(p, t) 2 Qp and e�(p, t) 2 Q0 for 1� t � p are primitive idempotents.

Proof. It is clear thate�(p, t) generates the irreducible moduleX �
p by the struc-

ture of irreducible modules. By the left action ofK on the irreducible module,

v�(p, t1)a�t1�1(p, t2) D {2pa�t2�1(p, t2), t1 D t2,
0, otherwise.

Thus we have

a�t�1(p, t)2 D 2pFt�1Ep�1F p�ta�t�1(p, t) D 2p
p�1
∏

iD1

(�[i ][ p� i ])a�t�1(p, t).

To find other primitive idempotents ofNUq(sl2) the following lemma is useful.

Lemma 4.7. Let 'n be an element inNUq(sl2) with weight qs�1�2n for 0� n� s�1
and k be an element inNUq(sl2) with weight�qp�s�1�2k for 0� k � p� s� 1. Then

vC(s, t)'n D
{

2p'n, n D t � 1,
0, otherwise,

vC(s, t) k D 0,

v�(p� s, u)'n D 0,

v�(p� s, u) k D
{

2p k, k D u � 1,
0, otherwise,

for 1� s� p� 1, 1� t � s and1� u � p� s.

Proof. It follows from direct calculation.
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For 1� s� p� 1 and 1� t � s, set

e�(s, t) D 1
 �(s)

(

b�t�1(s, t) � Æ�(s)
 �(s)
a�t�1(s, t)

) 2 P�
s (t)(4.19)

where


 �(s) D 2p
p�s�1
∏

mD1

(��[m][ p� s�m])
s�1
∏

iD1

(�[i ][s� i ]),(4.20)

Æ�(s) D 2p
p�s�1
∏

mD1

(��[m][ p� s�m])
s�1
∑

jD1

s�1
∏

kD1
k¤ j

(�[k][s� k])

C 2p
s�1
∏

iD1

(�[i ][s� i ])
p�s�1
∑

nD1

p�s�1
∏

kD1
k¤n

(��[k][ p� s� k]).

(4.21)

Note that
C(s)D 
 �(p�s) andÆC(s)D Æ�(p�s). Then we see thate�(s, t) generates
the moduleP�

s .
Using Lemma 4.7 and the action ofNUq(sl2), we have the following.

Proposition 4.8. The elements eC(s, t) for 1 � t � s and e�(p � s, u) for 1 �
u � p� s are mutually orthogonal primitive idempotents of Qs for 1� s� p� 1.

Proof. Using Lemma 4.7, we have

(eC(s, t))2

D F t�1

(
C(s))2

(

bC0 (s, t) � ÆC(s)
C(s)
aC0 (s, t)

)(

bCt�1(s, t) � ÆC(s)
C(s)
aCt�1(s, t)

)

D 2p
F t�1

(
C(s))2

(

p�s
∑

iD1

�Ci (s)Ep�i�1F p�t�i � ÆC(s)
C(s)
Ep�1F p�t

)

� (bCt�1(s, t) � ÆC(s)
C(s)
aCt�1(s, t)

)

.
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By the action of NUq(sl2) on PC
s , we obtain

(

p�s
∑

iD1

�Ci (s)Ep�i�1F p�t�i

)

(

bCt�1(s, t) � ÆC(s)
C(s)
aCt�1(s, t)

)

D �Cp�s(s)
s�1
∏

iD1

([i ][s� i ])

(

bC0 (s, t) � ÆC(s)
C(s)
aC0 (s, t)

)

C �Cp�s(s)
s�1
∑

iD1

s�1
∏

jD1
j¤i

([ j ][s� j ])aC0 (s, t)

C s�1
∏

iD1

([i ][s� i ])
p�s�1
∑

iD1

�Ci (s)
p�s�1�i
∏

jD1

(�[ j ][ p� s� j ])aC0 (s, t)

D 
C(s)

2p

(

bC0 (s, t) � ÆC(s)
C(s)
aC0 (s, t)

)C ÆC(s)

2p
aC0 (s, t),

and

(4.22)

Ep�1F p�t

(

bCt�1(s, t) � ÆC(s)
C(s)
aCt�1(s, t)

)

D p�s�1
∏

iD1

(�[i ][ p� s� i ])
s�1
∏

jD1

([ j ][s� j ])aC0 (s, t) D 
C(s)

2p
aC0 (s, t),

since�Ci (s) D∏p�s�1
jDp�s�(i�1)(�[ j ][ p� s� j ]). Hence we have

(eC(s, t))2 D 2p
F t�1

(
C(s))2

(
C(s)

2p

(

bC0 (s, t) � ÆC(s)
C(s)
aC0 (s, t)

)

C ÆC(s)

2p
aC0 (s, t) � ÆC(s)
C(s)


C(s)

2p
aC0 (s, t)

) D eC(s, t).

By Lemma 4.7 these idempotents are mutually orthogonal.

Corollary 4.9. The modulesX �
p and P�

s for � D � and 1 � s � p � 1 are in-
decomposable projective modules.

It is clear that

NUq(sl2) � p�1
⊕

sD1

s
⊕

tD1

(PC
s (t)� P�

s (t))� p
⊕

tD1

(XC
p (t)� X�

p (t)).(4.23)

Then the dimension of right hand side is 2p3 so the above inclusion is an equality.
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Theorem 4.10. The following equality holds:

NUq(sl2) D p�1
⊕

sD1

s
⊕

tD1

(PC
s (t)� P�

s (t))� p
⊕

tD1

(XC
p (t)� X�

p (t)).

5. Symmetric linear functions on NUq(sl2)

5.1. Basis and matrix representation ofQs . Let A be a finite-dimensional as-
sociativeC-algebra and let{Pi j i 2 I } be the complete set of non-isomorphic project-
ive A-modules. Then the map' W A!⊕

i2I EndC(Pi ) defined by'(a) D (�i (a))i2I for
a 2 A is an algebra monomorphism where�i is the representation ofA on Pi .

Recall that NUq(sl2) has the decomposition into subalgebras:

NUq(sl2) D p
⊕

sD0

Qs.

By Proposition 4.6, each of the subalgebrasQ0 and Qp has unique projective irredu-
cible moduleX�

p , respectively. By Proposition 4.8, the subalgebraQs for 1 � s �
p� 1 has two projective modulesPC

s andP�
p�s. So we can define the algebra mono-

morphisms

'0 W Q0! EndC(X�
p ),

'p W Qp ! EndC(XC
p ),

's W Qs! EndC(PC
s )� EndC(P�

p�s),

for 1� s� p�1. In order to determine the images of above monomorphisms, we first
give a certain basis ofQs and their actions on projective modules.

For Q0 we can choose a basis

A�
n (p, t) D 1

2p
∏p�1

iD1 (�[i ][ p� i ])
a�n (p, t), 0� n � p� 1, 1� t � p.(5.1)

For Qp we can choose a basis

AC
n (p, t) D 1

2p
∏p�1

iD1 ([i ][ p� i ])
aCn (p, t), 0� n � p� 1, 1� t � p.(5.2)

By the action of NUq(sl2) on the irreducible moduleX �
p and Lemma 4.7, we have

A�m(p, t)a�n (p) D {a�m(p), n D t � 1
0, otherwise.

(5.3)

By (5.3) we have the following theorem.



SYMMETRIC L INEAR FUNCTIONS ON NUq(sl2) 549

Theorem 5.1. The subalgebra Qs for sD 0, p is isomorphic to Mp(C). The iso-
morphism is given by A�m�1(p, t) 7! Em,t for 1� m, t � p where Em,t is a matrix unit
of Mp(C).

For 1� s� p� 1 the following elements define a basis ofQs:

BC
n (s, t) WD 1
s

(

bCn (s, t) � Æs
s
aCn (s, t)

)

,(5.4)

XC
k (s, t) WD 1
s

xCk (s, t) D Ep�s�k

∏p�s�1
iDkC1(�[i ][ p� s� i ])

BC
0 (s, t),(5.5)

YC
k (s, t) WD 1
s

yCk (s, t) D FsCk BC
0 (s, t),(5.6)

AC
n (s, t) WD 1
s

aCn (s, t) D FnC1E BC0 (s, t),(5.7)

B�
k (p� s, u) WD 1
s

(

b�k (p� s, u) � Æs
s
a�k (p� s, u)

)

,(5.8)

X�
n (p� s, u) WD 1
s

x�n (p� s, u) D Es�n

∏s�1
iDnC1([i ][s� i ])

B�
0 (p� s, u),(5.9)

Y�
n (p� s, u) WD 1
s

y�n (p� s, u) D F p�sCnB�
0 (p� s, u),(5.10)

A�
k (p� s, u) WD 1
s

a�k (p� s, u) D FkC1E B�0 (p� s, u),(5.11)

for 1� t � s, 1� u � p� s, 0� n � s� 1 and 0� k � p� s� 1 where


s D 
C(s) D 
 �(p� s),

Æs D ÆC(s) D Æ�(p� s).

By the action of NUq(sl2) on projective modulesPC
s given in Proposition 4.5 and

Lemma 4.7, the following hold:

BC
m (s, t)bCn (s) D {bCm(s), n D t � 1,

0, otherwise,
(5.12)

BC
m (s, t)xCk (s) D 0,(5.13)

BC
m (s, t)yCk (s) D 0,(5.14)

BC
m (s, t)aCn (s) D {aCm (s), n D t � 1,

0, otherwise,
(5.15)
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Table 1. The actions of the basis ofQs on PC
s .

QsnPC
s bCt�1(s) xCu�1(s) yCu�1(s) aCt�1(s)

BC
n (s, t) bCn (s) 0 0 aCn (s)

XC
k (s, t) xCk (s) 0 0 0

YC
k (s, t) yCk (s) 0 0 0

AC
n (s, t) aCn (s) 0 0 0

B�
k (p� s, u) 0 xCk (s) yCk (s) 0

X�
n (p� s, u) 0 0 aCn (s) 0

Y�
n (p� s, u) 0 aCn (s) 0 0

A�
k (p� s, u) 0 0 0 0

Table 2. The actions of the basis ofQs on P�
p�s.

QsnP�
p�s b�u�1(p� s) x�t�1(p� s) y�t�1(p� s) a�u�1(p� s)

BC
n (s, t) 0 x�n (p� s) y�n (p� s) 0

XC
k (s, t) 0 0 a�k (p� s) 0

YC
k (s, t) 0 a�k (p� s) 0 0

AC
n (s, t) 0 0 0 0

B�
k (p� s, u) b�k (p� s) 0 0 a�k (p� s)

X�
n (p� s, u) x�n (p� s) 0 0 0

Y�
n (p� s, u) y�n (p� s) 0 0 0

A�
k (p� s, u) a�k (p� s) 0 0 0

B�
k (p� s, u)bCn (s) D 0,(5.16)

B�
k (p� s, u)xCl (s) D {xCk (s), l D u � 1,

0, otherwise,
(5.17)

B�
k (p� s, u)yCl (s) D {yCk (s), l D u � 1,

0, otherwise,
(5.18)

B�
k (p� s, u)aCn (s) D 0,(5.19)

for 0� m, n � s�1, 0� k, l � p�s�1, 1� t � s and 1� u � p�s. By (5.4)–(5.11)
and (5.12)–(5.19), we can determine the action ofQs on PC

s . Similarly we can also
determine the action ofQs on P�

p�s. The actions ofQs on PC
s andP�

p�s are given in
Table 1 and Table 2. We note that the actions which do not appear in Table 1 or 2
are zero.
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Let us expandv 2 Qs by the basis ofQs for 1� s � p� 1:

(5.20)

v D s
∑

tD1

{

s
∑

nD1

('Cn,t (v)BC
n�1(s, t)C  C

n,t (v)AC
n�1(s, t))

C p�s
∑

kD1

(�Ck,t (v)XC
k�1(s, t)C �Ck,t (v)YC

k�1(s, t))

}

C p�s
∑

uD1

{

p�s
∑

kD1

('�k,u(v)B�
k�1(p� s, u)C  �

k,u(v)A�
k�1(p� s, u))

C s
∑

nD1

(��n,u(v)XC
n�1(p� s, u)C ��n,u(v)Y�

n�1(p� s, u))

}

.

By Table 1, we have

vbCm�1(s) D s
∑

nD1

('Cn,m(v)bCn�1(s)C  C
n,m(v)aCn�1(s))

C p�s
∑

kD1

(�Ck,m(v)xCk�1(s)C �Ck,m(v)yCk�1(s)),

vxCl�1(s) D p�s
∑

kD1

'�k,l (v)xCk�1(s)C s
∑

nD1

��n,l (v)aCn�1(s),

vyCl�1(s) D p�s
∑

kD1

'�k,l (v)yCk�1(s)C s
∑

nD1

��n,l (v)aCn�1(s),

vaCm�1(s) D s
∑

nD1

'Cn,m(v)aCn�1(s),

for 1� m� s and 1� l � p� s. Set

Ks(v) D ['Cn,m(v)] 2 Ms(C),(5.21)

K p�s(v) D ['�k,l (v)] 2 Mp�s(C),(5.22)

Hs(v) D [ C
n,m(v)] 2 Ms(C),(5.23)

Ap�s,s(v) D [�Ck,m(v)] 2 Mp�s,s(C),(5.24)

Bp�s,s(v) D [�Ck,m(v)] 2 Mp�s,s(C),(5.25)

Cs, p�s(v) D [��n,l (v)] 2 Ms, p�s(C),(5.26)

Ds, p�s(v) D [��n,l (v)] 2 Ms, p�s(C),(5.27)

QHp�s(v) D [ �
k,l (v)] 2 Mp�s(C).(5.28)
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Let �Cs W Qs! EndC(PC
s ) and��s W Qs! EndC(P�

p�s) be the representations. The linear

map �Cs (v) can be expressed as follows with respect to the basisbCn (s), xCk (s), yCk (s),
aCn (s):

�Cs (v) D








Ks(v) 0 0 0
Ap�s,s(v) K p�s(v) 0 0
Bp�s,s(v) 0 K p�s(v) 0

Hs(v) Ds, p�s(v) Cs, p�s(v) Ks(v)









.

By Table 2, the linear map��s (v) can be expressed as follows with respect to
the basisb�k (p� s), x�n (p� s), y�n (p� s), a�k (p� s):

��s (v) D








K p�s(v) 0 0 0
Cs, p�s(v) Ks(v) 0 0
Ds, p�s(v) 0 Ks(v) 0QHp�s(v) Bp�s,s(v) Ap�s,s(v) K p�s(v)









.

Thus we have the following theorem, which is one of our main results in this paper.

Theorem 5.2. For 1 � s � p� 1, the image of's is given by the subalgebra of
M2p(C)� M2p(C) as follows:

















Ks 0 0 0
Ap�s,s K p�s 0 0
Bp�s,s 0 K p�s 0

Hs Ds, p�s Cs, p�s Ks









,









K p�s 0 0 0
Cs, p�s Ks 0 0
Ds, p�s 0 Ks 0QHp�s Bp�s,s Ap�s,s K p�s

















where Ks, Hs 2 Ms(C), K p�s, QHp�s 2 Mp�s(C), Ap�s,s, Bp�s,s 2 Mp�s,s(C) and
Cs, p�s, Ds, p�s 2 Ms, p�s(C).

5.2. The center. To determine the space of symmetric linear functions onNUq(sl2),
it is important to describe the structure of the center ofNUq(sl2). The structure of the center
of NUq(sl2) is given in [2].

Proposition 5.3 ([2]). The center of NUq(sl2) is (3p� 1)-dimensional.

The subalgebraQs, 0� s � p, has a central idempotentes which acts onQs as
an identity and annihilatesQs0 for s 6D s0. For 1� s� p�1, Qs also has two nilpotent
elementsw�

s . The action ofwC
s on Qs is given bywC

s BC
n (s, t)D AC

n (s, t) for 1� t � s
and 0� n � s� 1. Similarly the action ofw�

s on Qs is given byw�
s B�

k (p� s, u) D
A�

k (p� s, u) for 1� u � p� s and 0� k � p� s� 1. For other elements of the basis
of Qs, the central elementw�

s acts as zero.
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5.3. Symmetric linear functions. Since NUq(sl2) is unimodular and the square
of the antipode is inner, the dimension of the space of symmetric linear functions onNUq(sl2) is equal to the dimension of the center ofNUq(sl2). By Proposition 2.2 and
Proposition 5.3, we have the dimension of the space of symmetric linear functions
on NUq(sl2).

Proposition 5.4. The space of symmetric linear functions onNUq(sl2) is (3p� 1)-
dimensional.

We define linear functionsT0 on Q0 and Tp on Qp by

T0(v) D p
∑

tD1

 �
t ,t (v), for v D p

∑

tD1

p
∑

nD1

 �
n,t (v)A�

n�1(p, t) 2 Q0,

Tp(w) D p
∑

tD1

 C
t ,t (w), for w D p

∑

tD1

p
∑

nD1

 C
n,t (w)AC

n�1(p, t) 2 Qp,

respectively. By Theorem 5.1, we may regardT0 and Tp as the traces onMp(C).
Let us define linear functions onQs for 1� s� p� 1

TC
s (v) D tr(Ks(v)),

T�
s (v) D tr(K p�s(v)),

Gs(v) D tr(Hs(v))C tr( QHp�s(v)),

for v 2 Qs. By (5.20)–(5.28), we note that

TC
s (v) D s

∑

nD1

'Cn,n(v),

T�
s (v) D p�s

∑

kD1

'�k,k(v),

Gs(v) D s
∑

nD1

 C
n,n(v)C p�s

∑

kD1

 �
k,k(v).

Then we have the main theorem in this paper.

Theorem 5.5. The linear functions

T0, Tp, T�
s , Gs,

for 1� s� p� 1 form a basis ofSLF( NUq(sl2)).
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Proof. It is sufficient to prove that the linear functionsT�
s and Gs form a basis

of SLF(Qs) for 1� s� p� 1.
We can easily see that linear functionsT�

s are symmetric by Theorem 5.2.
By Theorem 5.2, we can see

Hs(vw) D Hs(v)Ks(w)C Ds, p�s(v)Ap�s,s(w)

C Cs, p�s(v)Bp�s,s(w)C Ks(v)Hs(w),

QHp�s(vw) D QHp�s(v)K p�s(w)C Bp�s,s(v)Cs, p�s(w)

C Ap�s,s(v)Ds, p�s(w)C K p�s(v) QHp�s(w),

for v, w 2 Qs. Thus we haveGs 2 SLF(Qs).
Suppose

(5.29) aTC
s C bT�

s C cGs D 0,

for a, b, c 2 C. By applying (5.29) toBC
t�1(s, t), B�

u�1(p� s, u) or AC
t�1(s, t), we have

a D bD cD 0.

5.4. Integrals and symmetric linear functions. The linear functionsg�1 * �
and� ( g on NUq(sl2) are in SLF(NUq(sl2)) by Proposition 2.1. Note that

(5.30) g�1 * �(EmFnK l ) D � ( g(EmFnK l ) D Æm, p�1Æn, p�1Æl ,0.
Recall that the mapc 7! � ( gc gives an isomorphism from the center ofNUq(sl2) to
the space of symmetric linear functions onNUq(sl2). For the left integral�, the map
c 7! g�1c * � is also isomorphism. Sinceg�1 * � D � ( g, the linear function
g�1c * � coincides with� ( gc for any central elementc. Thus we only consider
the linear function� ( gc.

Proposition 5.6. For sD 0, p, the following relations hold:

� ( ges D �sTs,

where�0 D 1=(2p
∏p�1

iD1 (�[i ][ p� i ])
)

and �p D 1=(2p
∏p�1

iD1 ([i ][ p� i ])
)

.

Proof. Recall that the central elementep acts onQp as an identity and annihilates
Qs for s 6D p. Therefore� ( ges is a linear function onQs. Recall that

AC
n (p, t) D Fn

2p
∏p�1

iD1 ([i ][ p� i ])
Ep�1F p�tvC(p, t).
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Then, by Lemma 4.2, we see that the termEp�1F p�1 appears inAC
t�1(p, t) only. Thus

we have

� ( ges(AC
n (p, t)) D







1

2p
∏p�1

iD1 ([i ][ p� i ])
, n D t � 1,

0, otherwise.

Proposition 5.7. For 1� s� p� 1, the following relations hold:

� ( ges D �s(T
C
s C T�

s )C �sGs,

� ( gwC
s D �sT

C
s , � ( gw�

s D �sT
�
s ,

where�s D �Æs=(
s)2 and �s D 1=
s.

Proof. Recall

AC
n (s, t) D Fn


s
Ep�1F p�tvC(s, t),

BC
n (s, t) D Fn


s

(

p�s
∑

lD1

�Cl (s)Ep�l�1F p�t�l � Æs
s
Ep�1F p�t

)

vC(s, t).

By Lemma 4.2, we see that the termEp�1F p�1 appears inAC
t�1(s, t) and BC

t�1(s, t)
only. Therefore we obtain

� ( ges(AC
n (s, t)) D







1
s
, n D t � 1,

0, otherwise,

� ( ges(B
C
n (s, t)) D







� Æs

(
s)2
, n D t � 1,

0, otherwise.

Similarly we have

� ( ges(A�
k (p� s, u)) D







1
s
, k D u � 1,

0, otherwise,

� ( ges(B
�
k (p� s, u)) D







� Æs

(
s)2
, u D k � 1,

0, otherwise.

Thus we have the first relation.
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Recall thatwC
s BC

n (s, t) D AC
n (s, t) andwC

s annihilates other elements of the basis
of NUq(sl2). Hence we have

� ( gwC
s (BC

n (s, t)) D






1
s
, n D t � 1,

0, otherwise.

Similarly we have

� ( gw�
s (B�

k (p� s, u)) D






1
s
, u D k � 1,

0, otherwise.

So we obtain the second and the third relations.

Now we can see that

� ( g D � (
(

g
p
∑

sD0

es

)

.

By Proposition 5.6 and Proposition 5.7, we have

� ( g D �0T0C
(

p�1
∑

sD1

�s(T
C
s C T�

s )C �sGs

)

C �sTp.

We can see that

�s D 1

2p
∏s�1

iD1[i ][s� i ]
∏p�s�1

iD1 (�[i ][ p� s� i ])

D (�1)p�s�1[s]2

2p([ p� 1]!)2

D (�1)p�s�1

2p3
[s]2

(

2 sin
�
p

)2(p�1)

,

since [p � 1]! D ∏p�1
lD1 sin(l�=p)=sinp�1(�=p) and

∏p�1
lD1 sin(l�=p) D p=2p�1. In the

same way, we have

�p D 1

2p3

(

2 sin
�
p

)2(p�1)

,

�0 D (�1)p�1

2p3

(

2 sin
�
p

)2(p�1)

.
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By (4.22), we see

��s D � Æs

(
s)2
D ��s

(

s�1
∑

lD1

1

[l ][s� l ]
� p�s�1
∑

lD1

1

[l ][ p� s� l ]

)

.
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