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Abstract of Thesis

Text—to—image generation models have attracted increasing attention due to their remarkable
capabilities in producing high—quality images given natural language prompts. From a positive
perspective, these models provide novel opportunities to address challenges that were difficult to
solve. However, they also inherit and amplify societal biases, reproducing stereotypes related to
gender, race, and age in the generated images.

To examine both their potential for downstream applications and their ethical risks, this thesis
investigates the impact of text—to—image generation models on both art and society. First, we explore
how generative models can be used to improve digital art analysis. We propose GOYA, which leverages
synthetic images generated by Stable Diffusion and employs contrastive learning to disentangle content
and style in art paintings. GOYA demonstrates strong performance in downstream tasks such as
classification and retrieval, highlighting the potential of generative models in the digital
humanities.

Despite their promising applications in representation learning, the inherent bias of generative models
cannot to overlooked. To address these ethical concerns, we introduce an automatic protocol to evaluate
gender bias in text—to—image generation. Through a systematic analysis of representational disparities,
object co—occurrence similarity, and prompt—image dependencies, we reveal that gender bias originates
from text embeddings, propagates through the generation process, and is reflected in the entire output
image. Based on these findings, we present a training—free method for mitigating gender bias. Our
approach interpolates between feminine and masculine embeddings within both the text embeddings and the
attention module of the model to generate fairer and diverse neutral outputs. This method does not
require model fine—tuning or additional data, offering a lightweight and practical solution for
improving fairness in image generation

With these contributions, this thesis offers a comprehensive view of the capabilities and risks of
text—to—image models, shedding light on their potential to enhance representation learning while
underscoring the importance of addressing their social impact.
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ARENGR L. TF A MO OEBREZERT 2EBAERET VORI OV TORMLOIEAICETLHDOTH
D, EHRAERET VOEM D BE~OEHE LTI ONAE LIRS 2 FrE o (F28) | mgAERET L0
PRSI NA T ADOEEMNFEE (3%E) | & HITHERHINAS 7T AOERBFIEICHET 2R RICES L,

F2RETIX, WBAERET VOF LWEAAREE ORI Z BRY & LT, B A MmN A & Uz B9 2 FHE
BOEET D HIEICOVWTHRE TS, I ATEEZFHA L URESINZEGEE B | BREEFA—-ONE (A, ¥
R, I E R &) 2B ADREFE, WO IEETRT I LN TE D, BREOON T, BRENTH# T
WANCER T2 ERHY, NEEEREOSHEAIAEE L THELRD, BEORMEZERCTZ 08 % 8
LEHET 2848, BREONFEEBEICHETET )T —2a VBRBRELE RN, ZHICIEEL DI A SB35,
T, AFMERLTIHIEGAERET VAR L CREINE L BERZIEET 2 2 L TREROE®REZAER L. T
LEFMALTCAR LEAZ SHET 27O DETVEFET L7 7 e—F 2L L T 5, BEFIEOBRFFEICK
THEAMMENFERICL D EEMITREND L & HIC, BEFIECLVEONIIRENE & RO 0O R E
2. FEBRICRBEINE & EBICKHET 2 2 EBNEEMIR I TV 5,

F3ETIL, WBAENKET VDBFEOHRI NS T AORBEIZHSWT, K<FH S LbLlatent DiffusionET /L (X
HFUOEEEZFOET V) OFedDONA T AOERICFEEZZE ML TND, REMERITBW T, BBAERET LV
WEFONA T 2L TN EEE LRVEEE (Person/e &) ICL o TARINIZEBEFHO AW ORBERS, ZD AW &
L HICERENDIMIEOREARRY 2T b0 & LTW5S, EFIETIE, Latent Diffusion [CBIFASET
a—X O E LTHELND SIEREE., IWMET VO E L TELNDBERME., IO ICEEREEL B
Ta—ZIZANLTHEOLNAEBEDOIRIEICER L, TRENTHEWNAS T A2 EEFHMH L TWAS, X T, W\
BARTIIATIENDIBARASHET F A MIEBREINTOWRWEMNAEEND Z LRI N, a4
TVl NMEOBEELEBASET XA MIEENLIHEBEORNGEGN S, [RROFH] & 17 % X M-EROXIED
FH] O —o0BLSTHGTOMEZSHE L, TRAENICOVWTEEM L, A7 AOFERICBE L TELL T
Do

H4®TIX, Latent DiffusionEF VDA NA T AW FIEIZOWTHFHBR L TWD, HH3E & FERICHN 2 &
BLARAVWHEEZELEAERMNL TR, XM T ARBOT 7o —F L LTEBYEOMELZYSICT SN EZD
o, TOHTH, KRANGHCCIEBEMOBEGEEEZ BB L, SiEe LTS BEOMOBEEE 7 v 4 L
WY TV TTHZ IRV AR T RAEEBL TS, ERENDIEBETHO NS 7Y v 7 S Btk i
KM EED7D, o7 7 ENEBEOHEITIEERET VOT ) AV 77t ATHA I TV D EEHE
HOHRTIThbhsd, ERTI, 3R TRELLEMETELZAA L TEETEZFHMM L, 2R 2 REBMOICHERL T
WD,

bbb, REAGRSUIEBAERET VICBE LT, ZOFNER DO O Ik wm» b NERMRIETH 5 a1
NAT ZADE~OE YA ON TR L TEY | [ERBF A HOLR L THEMICORELFEFGTHLDOTH D,
ZOZENG, L (FWRET) OFMEmLE L TIEDH LD LRD 5,
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