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Abstract i

Abstract

Text-to-image generation models have attracted increasing attention due to their remarkable

capabilities in producing high-quality images given natural language prompts. From a positive

perspective, these models provide novel opportunities to address challenges that were difficult

to solve. However, they also inherit and amplify societal biases, reproducing stereotypes related

to gender, race, and age in the generated images.

To examine both their potential for downstream applications and their ethical risks, this the-

sis investigates the impact of text-to-image generation models on both art and society. First, we

explore how generative models can be used to improve digital art analysis. We propose GOYA,

which leverages synthetic images generated by Stable Diffusion and employs contrastive learn-

ing to disentangle content and style in art paintings. GOYA demonstrates strong performance

in downstream tasks such as classification and retrieval, highlighting the potential of generative

models in the digital humanities.

Despite their promising applications in representation learning, the inherent bias of genera-

tive models cannot to overlooked. To address these ethical concerns, we introduce an automatic

protocol to evaluate gender bias in text-to-image generation. Through a systematic analysis of

representational disparities, object co-occurrence similarity, and prompt-image dependencies,

we reveal that gender bias originates from text embeddings, propagates through the genera-

tion process, and is reflected in the entire output image. Based on these findings, we present a

training-free method for mitigating gender bias. Our approach interpolates between feminine

and masculine embeddings within both the text embeddings and the attention module of the

model to generate fairer and diverse neutral outputs. This method does not require model fine-
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Abstract ii

tuning or additional data, offering a lightweight and practical solution for improving fairness in

image generation.

With these contributions, this thesis offers a comprehensive view of the capabilities and risks

of text-to-image models, shedding light on their potential to enhance representation learning

while underscoring the importance of addressing their social impact.
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Chapter 1

Introduction

Recent breakthroughs in text-to-image generation have greatly advanced the ability to trans-

late natural language into high-quality visual content. Pioneering models such as Stable Diffu-

sion [1, 3] and DALL-E 2 [4] exhibit remarkable capabilities in producing high-fidelity images

semantically aligned with the natural image prompts. These developments have opened up

new possibilities across a wide range of fields, including design, entertainment, and digital art.

As generative models become increasingly integrated into daily life, discussions have emerged

regarding their impact on artistic representation and ethical considerations. This thesis investi-

gates how text-to-image diffusion models affect both art and society, which motivates our major

focus: how does text-to-image generation affect art and society, and how can we enhance

its benefits while minimizing its harms?

In addition to image generation, text-to-image models also serve as powerful tools across

various computer vision tasks, such as object detection [5], segmentation [6], and representa-

tion learning [7]. The representations of the generated images provide rich information that

can be used for downstream tasks [7]. From an artistic perspective, these models offer novel

opportunities for exploring visual semantics and aesthetics. In particular, by leveraging these

representations, we can achieve a better understanding of concepts such as content and style in

artwork, providing new pathways for the use of generative models in digital humanities beyond

image generation.
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Figure 1.1: Overview of the three projects in this thesis.

However, on the other side, their ethical implications for society cannot be overlooked.

These models often contain or even amplify societal bias embedded in the generated images

[8–11]. Prior studies have shown that the generated images may reinforce harmful stereotypes

related to gender [8–10], race [9, 10], age [11], etc. By investigating the internal components

of generative models, we examine how bias emerges throughout the generation process, and

propose practical strategies for bias mitigation.

This thesis consists of three projects, each addressing a different aspect of how text-to-image

generation is applied to art analysis and its impact on society (Figure 1.1).

In Chapter 2, we explore how generative models can contribute to digital art analysis.

Specifically, we address the challenge of disentangling content and style in paintings – two

fundamental elements yet intertwined elements that jointly shape the visual and semantic at-

tributes of artworks. While prior work in digital art analysis often relies on supervised classi-

fication using categorical labels (e.g., artist, style, etc), such methods fail to capture the subtle

semantic (content) and visual (style) features present in individual artworks. To solve this is-

sue, we propose GOYA, a novel framework that leverages synthetic images generated by Stable

Diffusion from designed prompts that contain both content and style descriptions. Using con-

trastive learning, GOYA disentangles these two components without the need for human anno-
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tations. Evaluation on the WikiArt dataset [2] demonstrates that the disentangled embeddings

have good performance on classification and image retrieval while achieving effective disentan-

glement between content and style. This chapter positions generative models as a powerful tool

for representation learning in the digital humanities.

On the society side, Chapter 3 focuses on the ethical considerations of generative models,

specifically evaluating gender bias in text-to-image generation. Although prior research has

examined demographic bias in facial attributes and on occupation-based prompts, less attention

has been paid to how bias originates and propagates during the generation process. To address

this, we develop an automatic evaluation protocol for evaluating gender bias in Stable Diffu-

sion. We construct neutral, feminine, and masculine as prompt triplets derived from captions

in vision-language datasets and one sentence set generated by ChatGPT [12]. The resulting

images are evaluated across three spaces: 1) representational similarity in several spaces dur-

ing generation, 2) object co-occurrence in the output images, and 3) prompt-image dependency

that reflects the alignment between the textual inputs and the generated visual content. Our

findings reveal a consistent pattern that neutral prompts tend to produce outputs that are more

visually and semantically aligned with those generated from masculine prompts than from fem-

inine ones. Moreover, object-level analysis further shows that the concepts such as clothing,

surroundings, and background have unbalanced correlations with the gendered prompts. This

chapter contributes a comprehensive and automatic evaluation protocol for evaluating bias be-

yond facial features, revealing that bias originates in the text embeddings and manifests through-

out the entire images.

Based on these findings, Chapter 4 presents an efficient strategy for mitigating gender bias

without model fine-tuning or extra data. We introduce a training-free interpolation framework

that manipulates the internal representations within the latent space of a pre-trained text-to-

image model, producing fairer and diverse neutral outputs. Given a neutral prompt, we first

construct its feminine and masculine counterparts and then interpolate between their embed-

dings to construct semantically neutral representations. The interpolation is applied both in the

text embedding and attention module of Stable Diffusion 3 [1], allowing for real-time modulat-
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ing of the generation process. To enhance coherence, we further employ a Beta distribution to

dynamically sample interpolations and select the most perceptually consistent path. Our exper-

iments show that this method effectively reduces representational disparities between gendered

prompts while maintaining high image quality and diversity. As a plug-and-play approach,

this method requires no additional data or retraining, offering a lightweight solution for bias

mitigation in real-world deployments.

Overall, these three projects contribute both methodological innovations and analytical in-

sights into understanding the advantages and limitations of generative models. By investigating

both artistic representations and social bias, we provide a multi-dimensional exploration into

the impact of text-to-image models on art and society. The main contributions are as follows:

• A novel approach that leverages generative models to disentangle content and style in art-

works, demonstrating the potential of generation models beyond generation but in digital

humanity.

• A systematic evaluation protocol for evaluating gender bias in diffusion generative mod-

els, revealing how bias manifests beyond facial attributes to the entire image.

• A training-free bias mitigation method that manipulates the latent embeddings within

the text and attention modules in the text-to-image model, yielding balanced and diverse

outputs for neutral without altering model weights.

By critically engaging with both the strengths and risks of generative models, this work

aims to guide future research and promote the ethical deployment of AI systems in creative and

socially impactful domains.
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Chapter 2

Leveraging Generative Art for

Content-Style Disentanglement

2.1 Overview

Content and style are two fundamental elements in the analysis of art. Content refers to the sub-

ject matter depicted in the artwork, answering the question of what scene the artwork depicts,

e.g., a girl chasing a butterfly, fruits on a table, or a street scene near a river. On the other hand,

style corresponds to how the artwork looks, focusing on the visual appearance of the image,

such as color compositions, brushstrokes, and perspective. Each artwork is characterized by a

distinctive integration of content and style, making the disentanglement of these two elements

an essential aspect of the study of digital humanities.

While humans can easily distinguish content and style, from a computer vision perspective,

the boundary between content and style is not so clear. Generally, in the computer vision field,

object detection techniques are widely applied to analyzing content in artworks [13]. However,

artworks may contain similar objects while still conveying different subject matters. Similarly,

the automatic analysis of style presents its own challenges. Without a formal definition of what

visual appearance is, there is a degree of vagueness and subjectivity in the computation of style.
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Some methods [14, 15] classify style by relying on well-established attributes, such as author

or artistic movement. While this approach may work on certain applications, such as artist

identification [16], it may not be applicable to other tasks such as style transfer [17] or image

search [18]. In style transfer, for example, style is defined as the low-level features of an image

(e.g., colors, brushstrokes, shapes). However, in a broader sense, style is not formed by a single

image but by a set of artworks that share a common visual appearance [19].

To address these challenges, most methods for art analysis rely on full supervision [15, 20],

requiring corresponding content or style labels for each image in the dataset. Although some

art datasets with labeled attributes are available (e.g., WikiArt [2], The Met [18], APOLO [21]),

additional issues arise. Firstly, the attributes of new artworks still require experts to annotate

them. Moreover, the annotated labels commonly are words describing general traits of artwork

collections, making it difficult to convey subtle differences between artworks. For instance,

what scene does a painting in the still life genre depict? What does the visual appearance of an

Expressionism style painting look like? While we can infer some of the common attributes they

may carry, e.g., inanimate subjects in the still life painting and strong subjective emotions in the

Expressionism painting, detailed attributes such as depicted concepts, color composition, and

brushstrokes still remain unknown. When training based on labels, it is challenging to capture

the subtle content and style discrepancies in images. To resolve this problem, some work [22]

leverages natural language descriptions instead of categorical classes. Although natural lan-

guage can overcome the ambiguity and rigidity of labels, they still require human experts to

write descriptions for each image.

In our work, we exploit the generative power of a popular text-to-image model, Stable Diffu-

sion [3], and propose leveraging the distilled knowledge as a prior to learn disentangled content

and style embeddings of paintings [23, 24]. Given a prompt specifying the desired content

and style, Stable Diffusion can generate a diverse set of synthetic images while maintaining

consistency with the prompt. The subtle characteristics of content and style in the syntheti-

cally generated images can be controlled through well-defined prompts. Thus, free from direct

human annotations, we train on the generated images to disentangle content and style using
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Diffusion generated
attract

CLIP space

Training

Content space

Style space

repel

repelattract

Diffusion generated

Training

Figure 2.1: An overview of our method, GOYA. By using Stable Diffusion generated images,

we disentangle content and style spaces from CLIP space, where content space represents se-

mantic concepts and style space captures visual appearance.

contrastive learning. Previous work also shows that Stable Diffusion generated images can be

useful for image classification [25].

The intuition behind our method, named GOYA (disentanGlement of cOntent and stYle

with generAtions), is that, although there is no explicit boundary between different contents or

styles, significant dissimilarities can be distinguished by comparison. Our simple yet effective

model (Figure 2.1) first extracts joint content-style embeddings using a pre-trained Contrastive

Language-Image Pretraining (CLIP) image encoder [26], and then applies two independent

transformation networks to learn disentangled content and style embeddings. These transforma-

tion networks are trained on the generated synthetic images with contrastive learning, reducing

the reliance on human image-level annotations.
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We conducted three tasks and an ablation study on a popular benchmark of paintings, the

WikiArt dataset [2]. We show that, even with distilled knowledge from Stable Diffusion, our

model achieves better disentanglement between content and style compared to other models

trained on real paintings. Additionally, experiments demonstrate that the resulting disentangled

spaces are useful for downstream tasks such as similarity retrieval and art classification. In

summary, our contributions are as follows:

• We design a disentanglement model to obtain disentangled content and style space derived

from CLIP’s latent space.

• We train our model with synthetic images rather than real paintings, leveraging the capa-

bilities of Stable Diffusion and prompt design.

• Results indicate that the knowledge in Stable Diffusion can be effectively distilled for art

analysis, performing well in content-style disentanglement, art retrieval, and art classifi-

cation.

Our findings pave the way for the adoption of generative models in digital humanities, not

only for generation but also for analysis. The code is available at https://github.com/

yankungou/GOYA. 1

2.2 Related Work

2.2.1 Art Analysis

The use of computer vision techniques for art analysis has been an active research topic for

decades, particularly in tasks such as attribute classification [27,28], object recognition [29,30],

and image retrieval [13, 18]. Fully-supervised tasks (e.g., genre or artist classification [27])

have achieved outstanding results by leveraging neural networks trained on annotated datasets

[31,32]. However, image annotations have some limitations, particularly in the categorization of
1This chapter is based on the conference paper [23].
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styles. Multiple datasets [33–36] provide style labels, which abundant research [16, 37–39] has

utilized for style classification. This direction of work assumes style to be a static attribute rather

than dynamic and evolving [19]. A different interpretation is provided by style transfer [17]

where a model extracts the low-level representation of a stylized image (e.g., a painting) and

applies it to a content image (e.g., a plain photograph), defining style based on a single artwork’s

characteristics like color, shape, and brushstroke. To address the limitations of rigid labels in

supervised learning and the narrow focus on a single image in style transfer, we propose learning

disentangled embeddings of content and style through similarity comparisons leveraging the

flexibility of a text-to-image generative model.

2.2.2 Representation Disentanglement

Disentangling representation plays an essential role in various computer vision tasks such as

style transfer [40, 41], image manipulation [42, 43], and image-to-image translation [44, 45].

The goal is to discover discrete factors of variation in data, thus improving the interpretability

of representations and enabling a wide range of downstream applications. Previous work on

disentangling attributes like azimuth, age, or gender has utilized adversarial learning [46] or

variational autoencoders [47], aiming to encourage discrete properties in a single latent space.

For content and style disentanglement, approaches apply generative models [40], a diffusion

model [48], or an autoencoder architecture with contrastive learning [49]. In the art domain,

ALADIN [49] concatenates the adaptive instance normalization (AdaIN) [50] feature into the

style encoder to learn style embedding for visual searching. Kotovenko et al. [40] propose fix-

point triplet loss and disentanglement loss for performing better style transfer. However, these

approaches lack semantic analysis of content embeddings in paintings. Recently, Vision Trans-

former (ViT)-based models has shown the ability to obtain structure and appearance embed-

dings [51, 52]. DiffuseIT [48] and Splice [51] learn content and style embeddings by utilizing

the keys and the global [CLS] token of pre-trained DINO [52]. In our work, taking advantage

of the generative model, our approach builds a simple framework to decompose the latent space
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into content and style spaces with contrastive learning, exploring the use of generated images

in representation learning.

2.2.3 Text-to-Image Generation

Text-to-image generation models aim to produce synthetic images based on given text inputs.

Fueled by datasets containing vast text-image pairs that have emerged in recent years, numer-

ous text-to-image generation models have been developed [3,4,53]. For instance, CogView [53]

is trained on 30 million text-image pairs, while DALL-E 2 [4] is trained on 650 million text-

image pairs. One of the main challenges faced by these models is achieving semantic coher-

ence between guiding texts and generated images. This challenge has been addressed by using

pre-trained CLIP embeddings [26] to construct aligned text and image features in the latent

space [54–56]. Another challenge is obtaining high-resolution synthetic images. GAN-based

models [57, 58] have shown good performance in improving the quality of generated images;

however, they suffer from instability during training. Leveraging the superior training stability,

approaches based on diffusion models [3] have recently emerged as a popular tool for generat-

ing near-human quality images. Despite the rapid development of models for image generation,

how the features of synthetic images can be utilized remains an underexplored area of research.

In this paper, we study the potential of generated images for enhancing representation learning.

2.2.4 Training on Synthetic Images

With the increasing availability of open-sourced applications in generative models, synthetic

images can be collected and integrated into training data, potentially impacting the development

and performance of future models [59]. Several studies have investigated the impact of synthetic

images across various aspects, including art forgeries [60], learnt representations [7], datasets

[61], model training [62,63], and classification [25,61]. Tian et al. [7] demonstrate that training

solely on synthetic images using self-supervised methods can yield better representations than

training on real images of the same sample size. Sariyildiz et al. [25] show that models trained
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on synthetic ImageNet clones achieve comparable performance on classification tasks to those

trained on real image. Azizi et al. [62] demonstrate that augmenting real data with generated

images during training improves classification accuracy score (CAS) [64]. In the art domain,

Ostmeyer et al. [60] find that training with synthetic images enhances the recognition of human-

made art forgeries. In our work, we explore leveraging synthetic images for content and style

disentanglement in art paintings.

2.3 Preliminaries

2.3.1 Stable Diffusion

Diffusion models [3,65] are generative methods trained in two stages: a forward process with a

Markov chain to transform input data to noise, and a reversed process to reconstruct data from

the noise, achieving high-quality performance in image generation.

To reduce training costs and accelerate the inference process, Stable Diffusion [3] trains the

diffusion process in the latent space instead of the pixel space. Given a text prompt as input

condition, the text encoder transforms the prompt to a text embedding. Then, by feeding the

embedding into the UNet through a cross-attention mechanism, the reversed diffusion process

generates an image embedding in the latent space. Finally, the image embedding is fed to the

decoder to generate a synthetic image.

In this work, we define symbols as follows: given a text prompt x = {xC , xS} as input, we

can obtain the generated image y. The text xC represents content description and xS denotes

style description, where {·} indicates a comma-separated string concatenation.

2.3.2 CLIP

CLIP [26] is a text-image matching model that aligns text and image embeddings in the same

latent space. It shows high consistency between the visual concepts in the image and the se-

mantic concepts in the corresponding text. The text encoder ET and image encoder EI of CLIP
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are trained with 440 million text-image pairs, showing outstanding performance on various

text and image downstream tasks, such as zero-shot prediction [66, 67] and image manipula-

tion [55,56,68]. Given the text x and an image y, the CLIP embeddings f from text, and g from

image, both in Rd, can be computed as follows:

f = ET (x), (2.1)

g = EI(y). (2.2)

To exploit the multi-modal CLIP space, we employ the pre-trained CLIP image encoder EI to

obtain CLIP image embeddings as the prerequisite for the subsequent disentanglement model.

Moreover, during the training stage, the CLIP text embedding of a prompt is applied to acquire

the semantic concepts of the generated image.

2.4 GOYA

We aim to learn the disentangled content and style embeddings of artworks in two different

spaces. To collect a diverse set of artistic images with various content and style, we leverage

Stable Diffusion to generate synthetic images based on specific content and style descriptions.

By training with contrastive loss, our GOYA model effectively learns the proximity of different

artworks in two spaces, guided by text prompts.

Figure 2.2 shows an overview of GOYA. Given a mini-batch of N prompts {xi}Ni=0, where

xi = {xC
i , x

S
i } with comma-connected content and style descriptions, we obtain diffusion gen-

erated images yi using Stable Diffusion. We then compute CLIP image embeddings gi by

Equation (2.2) and use a content and a style encoder to obtain disentangled content and style

embeddings in two different spaces, respectively. As previous research has shown [69] that

content and style possess different properties, while content embeddings correspond to higher

layers in the deep neural network and style embeddings correspond to lower layers. Accord-

ingly, we design an asymmetric network architecture for extracting content and style, a common

approach in the art analysis domain [32, 40, 49, 69].
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Figure 2.2: Details of our proposed method, GOYA, for content and style disentanglement.

Given a synthetic prompt containing content (first part of the prompt, in green) and style (second

part of the prompt, in red) descriptions, we generate synthetic diffusion images. We compute

CLIP embeddings with the frozen CLIP image encoder, and generate content and style disen-

tangled embeddings with two dedicated encoders C and S , respectively. In the training stage,

projectors hC and hS and style classifier R are used to train GOYA with contrastive learning.

For content, contrastive learning pairs are chosen based on the text embedding of content de-

scription in the prompt extracted by frozen CLIP text encoder. For style, contrastive learning

pairs are chosen based on the style description in the prompt.

2.4.1 Content Encoder

The content encoder C maps CLIP image embedding gi to content embedding gCi as follows:

gCi = C(gi), (2.3)

C is a two-layer perceptron (MLP) with ReLU non-linearity. Following previous research [70],

to make content gCi highly linear, during training, we add a non-linear projector hC on top of

the content encoder, which is a three-layer MLP with ReLU non-linearity.
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2.4.2 Style Encoder

Style encoder S also maps CLIP image embedding gi but to style embedding gSi as follows:

gSi = S(gi). (2.4)

S is a three-layer MLP with ReLU non-linearity. In particular, following [71], we apply a skip

connection before the last ReLU non-linearity in S . Similar to the content encoder, non-linear

projector hS with the same structure as hC is added after S to facilitate contrastive learning.

2.4.3 Content Contrastive Loss

Unlike prior research [40], which defines content similarity only solely based on style-transferred

images originating from the same source, we use a broader definition of content similarity. We

introduce a soft-positive selection strategy that identifies pairs of images with similar content

according to their semantic similarity. That is, two images sharing similar semantic concepts

are designated as a positive pair, whereas images lacking semantic similarity are considered

negative pairs.

To quantify semantic similarity between a pair of images, we exploit the CLIP latent space

and conduct text similarity between the associated texts. Given the content description xC
i of

the image yi, we consider the CLIP text embedding fC
i = ET (xC

i ) as a proxy for the content

of yi. Therefore, for a pair of two diffusion images (yi, yj) and a text similarity threshold ϵT ,

they are considered a positive pair if DT
ij ≤ ϵT , where DT

ij is the text similarity obtained by the

cosine distance between the CLIP text embedding fC
i and fC

j . The content contrastive loss is

defined as follows:

LC
ij = 1[DT

ij≤ϵT ](1−DC
ij) + 1[DT

ij>ϵT ] max(0, DC
ij − ϵc), (2.5)

where 1[·] is the indicator function that yields 1 when the condition is true and 0 otherwise.

DC
ij is the cosine distance between hC(g

C
i ) and hC(g

C
j ), which are the content embeddings of

images after projection. ϵc is the margin that constrains the minimum distance of negative pairs.
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2.4.4 Style Contrastive Loss

The style contrastive loss is defined based on the style description xS given in the input prompt.

If a pair of images share the same style class, then they are considered a positive pair, indicating

that their style embeddings should be close in the style space. Otherwise, they are deemed

a negative pair, and they should be pushed away from each other. Given (yi, yj), the style

contrastive loss can be computed as follows:

LS
ij = 1[xS

i =xS
j ]
(1−DS

ij)) + 1[xS
i ̸=xS

j ]
max(0, DS

ij − ϵS), (2.6)

where DS
ij is the cosine distance between the style embeddings hS(gSi ) and hS(gSj ) after projec-

tion, and ϵS is the margin.

2.4.5 Style Classification Loss

To learn the general attributes of each style, we introduce a style classifier R to predict the

style description (given as xS
i ) based on the embedding gSi of image yi. Prediction wS

i by the

classifier is given by

wS
i = R(gSi ), (2.7)

where R is a linear layer network. For training, we use softmax cross-entropy loss, which is

denoted by LSC
i . Note that the training of this classifier does not rely on human annotations, but

on the synthetic prompts and generated images by Stable Diffusion.

2.4.6 Total Loss

In the training process, we compute the sum of three losses. The overall loss function in a

mini-batch is formulated as

L = λC
∑
ij

LC
ij + λS

∑
ij

LS
ij + λSC

∑
i

LSC
i , (2.8)

where λC , λS , and λCS are parameters to control the contributions of losses. We set

λC = λS = λCS = 1. The summations over i and j are computed for all pairs of images
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in the mini-batch, and the summation over i is for all images in the mini-batch.

2.5 Evaluation

We evaluate GOYA on three tasks: disentanglement (Section 2.5.5), classification

(Section 2.5.7), and similarity retrieval (Section 2.5.6). We also conduct an ablation study

in Section 2.5.8.

2.5.1 Evaluation Data

To assess content and style in the classification task, we utilize genre and style movement labels

in art datasets that can serve as substitutes for presenting content and style, even if they do

not entirely satisfy our definitions in this paper. In detail, the genre labels indicate the type

of scene depicted in the paintings, such as “portrait” or “cityscape”, while style movement

labels correspond to artistic movements such as “Impressionism” and “Expressionism”. We

use the WikiArt dataset [2] for evaluation, a popular artwork dataset with both genre and style

movement annotations. The dataset comprises a total of 81,445 paintings: 57,025 in the training

set, 12,210 in the validation set, and 12,210 in the test set, with three types of labels: 23 artists,

10 genres, and 27 style movements. All evaluation results are computed on the test set.

2.5.2 Training Data

Baselines reported on WikiArt are typically trained with the WikiArt training set. GOYA is

trained with generated images by Stable Diffusion, which are described in the next paragraph.

Additionally, the training dataset of Stable Diffusion LAION-5B [72] contains over five billion

image–text pairs, which contain some paintings from the WikiArt test set. We examine other

models trained on generated images, which are equally affected by this issue.
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2.5.3 Image Generation Details

To generate images resembling human-made paintings, we relied on craft prompts

x = {xC , xS} as explained in Section 2.3.1. For simplicity, we selected titles of paintings as

xC and style movements as xS , although alternative definitions of content and style descriptions

could be used. In total, there are 43,610 content descriptions xC , and 27 style descriptions xS .

For each xC , we randomly selected five xS to generate five prompts x. Then, each prompt gener-

ated five images with random seeds. In total, we obtained 218,050 prompts and 1,090,250 syn-

thetic images. We split the generated images into 981,225 training and 109,025 validation

images. We used Stable Diffusion v1.42 and generated images of size 512 × 512 through 50

PLMS [73] sampling steps.

Figure 2.3 depicts examples of diffusion generated images created by the specified prompts.

We observed that the depicted scene is consistent with the content description in the prompts.

Images in the same column have the same xC but different xS , exhibiting a high level of agree-

ment in content while carrying significant differences in style. Likewise, images in the same

row have the same xS but different xC , and paint different scenes or objects while maintaining a

similar style. However, some content descriptions are religious, such as xC in the third column,

“our father who art in heaven”. In such cases, achieving agreement on the semantic consistency

between the generated images and the prompts may pose challenges.

2.5.4 GOYA Details

For the CLIP image and text encoders, we employ the pre-trained weights of CLIP-ViT-B/32

models3. The margin for computing contrastive losses is set to ϵC = ϵS = 0.5. In the indicator

function for the content contrastive loss, the threshold ϵT is set to 0.25. We use the Adam

optimizer [74] where base learning rate = 0.0005 and decay rate = 0.9. GOYA is trained on

four A6000 GPUs with Distributed Data Parallel in PyTorch4. In each device, the batch size is

2https://github.com/CompVis/stable-diffusion
3https://github.com/openai/CLIP
4https://pytorch.org/
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Figure 2.3: Examples of prompts and the corresponding generated diffusion images. The first

part of the prompt (in blue) denotes the content description xC , and the second part (in orange)

is the style description xS . Each column depicts the same content xC while each row depicts

one style xS .

set as 512. Before being fed into CLIP, images are resized to 224×224 pixels. The architectural

details of GOYA are shown in Table 2.1.

2.5.5 Disentanglement Evaluation

To measure content and style disentanglement quantitatively, we compute the distance correla-

tion (DC) [75] between content and style embeddings, which is specially designed for content

and style disentanglement evaluation. Let GC and GS denote matrices containing all content

and style embeddings in the WikiArt test set, i.e., GC = (gC1 · · · gCN) and GS = (gS1 · · · gSN).
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Table 2.1: GOYA detailed architecture.

Components Layer details

Content encoder C

Linear layer (512, 2048)

ReLU non-linearity

Linear layer (2048, 2048)

Style encoder S

Linear layer (512, 512)

ReLU non-linearity

Linear layer (512, 512)

ReLU non-linearity

Linear layer (512, 2048)

Projector hC/hS

Linear layer (2048, 2048)

ReLU non-linearity

Linear layer (2048, 64)

Style classifier R Linear layer (2048, 27)
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For an arbitrary pair (i, j) of embeddings, the distances pCij and qSij can be computed by

pCij = ∥gCi − gCj ∥, pSij = ∥gSi − gSj ∥, (2.9)

where ∥ · ∥ gives the Euclidean distance. Let p̄Ci· , p̄
C
·j , and p̄C denote the means over j, i, and

both i and j, respectively. With these means, the distances can be doubly centered by

qCij = pCij − p̄Ci· − p̄C·j + p̄C , (2.10)

and likewise for qSij . DC between GC and GS is given by

DC(GC , GS) =
dCov(GC , GS)√

dCov(GC , GC)dCov(GS, GS)
, (2.11)

where

dCov(GC , GS) =
1

N

√∑
i

∑
j
qCijq

S
ij. (2.12)

dCov(GC , GC) and dCov(GS, GS) are defined likewise. DC can be computed for arbitrary ma-

trices with N columns. DC is in [0, 1], and a lower value means GC and GS are less correlated.

We aim at DC being close to 0.

Baselines

To compute the lower bound DC on the WikiArt test dataset, we assigned the one-hot vector

of the ground-truth genre and style movement labels as the content and style embeddings, rep-

resenting the uppermost disentanglement when the labels are 100% correct. Besides the lower

bound, we evaluated DC on ResNet50 [71], CLIP [26], and DINO [52]. For ResNet50, embed-

dings were extracted before the last fully connected layer. For CLIP, we used the embedding

from the CLIP image encoder EI . For pre-trained DINO, following Splice [51], content and

style embeddings were extracted from the deepest layer from the self-similarity of keys in the

attention module and the [CLS] token, respectively.

Results

Results are reported in Table 2.2. With the lowest DC of 0.367, GOYA demonstrates the best

disentanglement, surpassing the second-best model fine-tuned CLIP by a large margin. With
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Table 2.2: Distance Correlation (DC) between content and style embeddings on the WikiArt

test set. Labels indicate the results when using a one-hot vector embedding of the ground

truth labels. ResNet50 and CLIP are fine-tuned on WikiArt, while DINO loads the pre-trained

weights.

Model
Training Training Emb. Size Emb. Size

DC ↓
Params. Data Content Style

Labels - - 27 27 0 .269

ResNet50 [71] 47M WikiArt 2048 204 0.635

CLIP [26] 302M WikiArt 512 512 0.460

DINO [52] - - 616,225 768 0.518

GOYA (Ours) 15M Diffusion 2048 2048 0.367

only nearly 1/3 training parameters of ResNet50 and 1/20 of CLIP, GOYA outperforms em-

beddings directly trained on WikiArt’s real paintings while consuming fewer resources. Also,

GOYA achieves better disentanglement capability than DINO, with much more compact em-

beddings, e.g., 1/300 content size embedding. However, there is still a notorious gap between

GOYA and the lower bound based on labels, showing that there is room for improvement.

2.5.6 Similarity Retrieval

Next, we evaluate the visual retrieval performance of GOYA. Given a painting as a query, the

five closest images are retrieved based on the cosine similarity of the embeddings in the content

and style space, representing the most similar paintings in each space.

Results

Visual results are shown in Figure 2.6. Most of the paintings retrieved in the content space

depict scenes similar to the query image. For instance, in the third query image, a woman with

a headscarf is depicted bending over to scrub a pot, while all similar paintings in the content
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space show a woman leaning to do manual labor such as washing, knitting, and chopping,

independently of their visual style. It can be seen that, in most similar content paintings, various

styles are depicted through different color compositions and tones. On the contrary, similar

paintings in the style space tend to exhibit similar styles but different content. Similar images

in the style space possess similar color compositions or brushstrokes, but depict distinct scenes

compared to the query image. For example, the fourth query image, one of the paintings in the

“Rouen Cathedral” series by Monet, exhibits different visual appearances on the same object

under the light variance. It can be observed that the retrieved images in the style space also

employ different light conditions to create a sense of space and display vivid color contrast.

Furthermore, they also display similar color compositions and strokes but paint different scenes.

Figure 2.4 and 2.5 show results comparing against CLIP. In Figure 2.4 and 2.5, for each

query image, the first two rows display the retrieved images from GOYA content and style

spaces, and the last row shows images retrieved in the CLIP latent space. Results show that

images in the CLIP latent space are similar in content and style, while in GOYA content space,

there is consistency in depicting scenes but with different styles, and in GOYA style space, the

visual appearance is similar, but the content is different.

2.5.7 Classification Evaluation

For evaluating the disentangled embeddings for art classification, following the protocol in [76],

we trained two independent classifiers with a single linear layer on top of the content and style

embeddings. We used 10 genres (genre labels include abstract painting, cityscape, genre paint-

ing, illustration, landscape, nude painting, portrait, sketch and study, religious painting, and

still life) and 27 style movements (style movement labels include Abstract Expressionism, Ac-

tion painting, Analytical Cubism, Art Nouveau, Baroque, Color Field Painting, Contemporary

Realism, Cubism, Early Renaissance, Expressionism, Fauvism, High Renaissance, Impression-

ism, Mannerism Late Renaissance, Minimalism, Naive Art Primitivism, New Realism, Northern

Renaissance, Pointillism, Pop Art, Post Impressionism, Realism, Rococo, Romanticism, Sym-
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bolism, Synthetic Cubism and Ukiyo-e) in the WikiArt [2] dataset for classification evaluation.

Baselines

We compared GOYA against three types of baselines: pre-trained models, models trained on

WikiArt dataset, and models trained on diffusion generated images. As pre-trained models, we

used the Gram matrix [69, 77], ResNet50 [71], CLIP [26], and DINO [52]. For models trained

on WikiArt, other than fine-tuning ResNet50 and CLIP, we also applied two popular contrastive

learning methods: SimCLR [70] and SimSiam [76]. For models trained on generated images,

ResNet50 and CLIP are fine-tuned with style movements in the prompts. When fine-tuning

ResNet50 and CLIP, a linear classifier was added after the layer where embeddings are ex-

tracted, and we then trained the entire model on top of the pre-trained checkpoint. SimCLR and

SimSiam were trained without any annotations.

Here we clarify the layer where the embeddings were extracted. Gram matrix embeddings

are computed from the layer conv5_1 of a pre-trained VGG19 [78]. For ResNet50 [71], CLIP

[26], and DINO [52], the protocols for which layer to extract embeddings and for fine-tuning

are consistent as in the disentanglement task.

Results

Table 2.3 shows the classification results. Compared with the pre-trained baselines listed in the

first four rows, GOYA surpasses the Gram matrix, ResNet50, and DINO. However, it falls short

of the pre-trained CLIP by less than 1% in both genre and style movement accuracy. Compared

with models trained on WikiArt, although not comparable to fine-tuned ResNet50 and CLIP on

classification, GOYA demonstrates superior disentanglement capabilities, as shown in Table 2.2.

Moreover, GOYA exhibits enhanced classification performance when compared to contrastive

learning models SimCLR and SimSiam.

When trained on diffusion generated images, GOYA achieves the best classification perfor-

mance compared to other models with different embedding sizes. After fine-tuning on style

movement in the prompts, ResNet50 shows a 3% increase on the style accuracy, indicating the

Graduate School of Information Science and Technology, The University of Osaka



Chapter 2 Leveraging Generative Art for Content-Style Disentanglement 24

Table 2.3: Genre and style movement accuracy on the WikiArt [2] dataset for different models.

Model
Training

Label
Num. Emb. Size Emb. Size Accuracy Accuracy

Data Train Content Style Genre Style

Pre-trained

Gram Matrix [69, 77] - - - 4096 4096 61.81 40.79

ResNet50 [71] - - - 2048 2048 67.85 43.15

CLIP [26] - - - 512 512 71.56 51.23

DINO [52] - - - 616,225 768 51.13 38.81

Trained on WikiArt

ResNet50 [71] (Genre) WikiArt Genre 57,025 2048 2048 79.13 43.17

ResNet50 [71] (Style) WikiArt Style 57,025 2048 2048 67.22 64.44

CLIP [26] (Genre) WikiArt Genre 57,025 512 512 80.43 34.98

CLIP [26] (Style) WikiArt Style 57,025 512 512 56.28 63.02

SimCLR [70] WikiArt - 57,025 2048 2048 65.82 45.15

SimSiam [76] WikiArt - 57,025 2048 2048 51.65 31.24

Trained on Diffusion generated

ResNet50 [71] (Movement) Diffusion Movement 981,225 2048 2048 61.78 45.79

CLIP [26] (Movement) Diffusion Movement 981,225 512 512 52.65 43.58

SimCLR [70] Diffusion - 981,225 2048 2048 33.82 20.88

GOYA (Ours) Diffusion - 981,225 2048 2048 69.70 50.90

potential for analysis via synthetically generated images. However, CLIP decreases in both

genre and style accuracy after fine-tuning on generated images. SimCLR experiences a dra-

matic decrement when trained on generated images compared to WikiArt. As SimCLR focuses

more on learning the intricacies of the image itself rather than the relation of images, it learns

the distribution of generated images, leading to poor performance on WikiArt. While training

on the same dataset, GOYA maintains better capability on classification tasks while achieving

high disentanglement.

To thoroughly examine the classification results, we provide confusion matrix analyses for

both genre and style movement classification evaluations. Figure 2.7 shows the confusion ma-

trix of genre classification evaluation on GOYA’s content space. The number in each cell rep-
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resents the proportion of images classified as the predicted label to the total images with the

true label. The darker the color, the more images are classified as the predicted label. We can

observe that images from several genres are misclassified as genre painting, as such paintings

usually depict a wide range of activities in daily life, thus overlapping semantically with images

from other genres, such as illustration and nude painting. In addition, due to the high similarity

of depicted scenes, there is a 28% misclassification rate of images from cityscape as landscape.

The confusion matrix of style movement classification is shown in Figure 2.8. However, the

boundary of some movements is not very clear, as some movements are sub-movements that

represent different phases within one major movement, e.g., Synthetic Cubism in Cubism and

Post Impressionism in Impressionism. Generative models may produce images likely to belong

to the major movement even when the prompt is about sub-movements, leading GOYA to learn

from inaccurate information. Thus, images from sub-movements are prone to be predicted as

the according major movement. For example, 82% of the images in Synthetic Cubism and 90%

of the images in Analytical Cubism are classified as Cubism. Similarly, about 1/3 of the images

in Contemporary Realism and New Realism are predicted incorrectly as Realism.

2.5.8 Ablation Study

We conducted an ablation study on the WikiArt test set to assess the effectiveness of the losses

and the network structure in GOYA.

Losses

We compare the losses used in GOYA against two other popular contrastive losses, Triplet

loss [79] and NTXent loss [80], both of which have shown their superiority in many contrastive

learning methods. We also investigated the application of a style classification loss in conjunc-

tion with the above-mentioned contrastive losses. The criteria of selecting positive and negative

pairs remain consistent across all of these loss functions.

The results in terms of accuracy (as the product of genre and style movement accuracies)

and disentanglement (as DC) are depicted in Figure 2.9. The NTXent loss achieves the highest
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accuracy but with the cost of undercutting the disentanglement ability. In contrast, Triplet loss

exhibits almost the best disentanglement performance but lags behind in terms of classification

performance. Compared to these two losses, only the contrastive loss in GOYA manages to

maintain a balance between disentanglement and classification performance. Moreover, after

occupying the classification loss, GOYA has a boost in classification accuracy without sacrific-

ing disentanglement, achieving the best performance compared to the other loss settings.

Embedding Size

We explore the effect of the embedding size on a single-layer content and style encoders, rang-

ing from 256 to 2048. Figure 2.10 illustrates that both genre and style accuracy improve by

up to 6% as the embedding size increases, but conversely, the DC deteriorates, from 0.750 to

0.814, indicating a trade-off between classification and disentanglement. Moreover, the clas-

sification performance of genre and style movement surpasses the pre-trained CLIP (shown in

Table 2.3) when the embedding size exceeds 512, suggesting that larger embedding sizes pos-

sess a stronger ability to distill knowledge from the pre-trained model. Inspired by this finding,

we set the embedding size to 2048.

2.6 Discussion

2.6.1 Image Generation

• Prompt design: In this study, we used a combination of content and style descriptions as

prompts, where the content description comprises the title of paintings, and the style de-

scription employs the style labels of the WikiArt dataset. Alternatively, more specialized

prompt designs could be implemented to attain even finer control over the generated im-

ages. For example, captions from vision-language datasets could be employed as content

descriptions, while detailed style descriptions could be extracted from external knowledge

such as Wikipedia.
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• Data replication: As demonstrated in previous research [81, 82], Stable Diffusion might

produce forgeries, generating images that closely resemble the training data. However,

the extent of these replicated images within our training data remains uncertain, and their

potential impact on model training has yet to be thoroughly explored.

2.6.2 Model Training

• Encoder structure: For the content and style encoders, we employ small networks con-

sisting of only two and three layers, respectively. We found that a higher-dimensional

hidden layer (2048) and fewer layers (3) are effective for learning content embeddings,

while a lower-dimensional hidden layer (512) and more layers (2) yield better style em-

beddings. We hypothesize that content embedding, which reflects semantic information,

benefits from a large number of neutrons, while style embedding, containing low-level

features, is more efficiently represented with lower dimensions.

• Partition of synthetic images: We performed style movement classification on a training

dataset comprising both synthetic and real data. Results presented in fig. 2.11 indicate

that, as the number of synthetic images increases during training, the accuracy decreases.

We attribute this phenomenon to the domain gap between synthetic and real images. In

addition, we suggest that contrastive learning may help alleviate the impact of this domain

gap.

2.6.3 Limitation on the WikiArt Dataset

While the WikiArt dataset serves as our evaluation dataset, it comes with limitations related to

annotations and diversity. Firstly, the annotated genre and style movement label may not entirely

align with the content and style definitions described in this paper. Secondly, the majority of the

paintings in WikiArt belong to Western art, especially European and American art, thus lacking

representation from a diverse spectrum of art paintings. Future work could focus on obtaining
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more precise annotations for content and style in paintings, as well as including art paintings

from various regions, such as Asian, Oceanian, and African art, thereby enriching the diversity

of the dataset.

2.6.4 Applications

• Art applications: Our work can potentially be extended into various practical scenarios.

For instance, it could be integrated into an art retrieval system, enabling users to find

paintings based on text descriptions or a given artwork. Additionally, it could be em-

ployed in a painting recommendation system, offering personalized suggestions to users

according to their preferred paintings. These applications have the potential to enhance

user experience and engagement, thus contributing to the improvement of art production

and consumption.

• Digital humanities: While our work mainly focuses on the analysis of fine art, there

is potential for our work to be applied in other areas within digital humanities, such as

graphic design and historical document analysis.

• Beyond art: Apart from the art domain, audio disentanglement could be a potential area

to expand [83–85].
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Figure 2.4: Retrieval results in GOYA content and style spaces and CLIP latent space based on

cosine similarity. In each row, the similarity decreases from left to right. Copyrighted images

are skipped.
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Figure 2.5: More retrieval results in GOYA content and style spaces and CLIP latent space

based on cosine similarity. In each row, the similarity decreases from left to right. Copyrighted

images are skipped.
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Figure 2.8: Confusion matrix for style movement classification evaluation in the style space

using GOYA.
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Chapter 3

Revealing Gender Bias from Prompt to

Image in Stable Diffusion

3.1 Overview

Text-to-image generation has shown a superior capability for generating high-fidelity images.

Given natural language inputs, known as prompts, cutting-edge models such as Stable Dif-

fusion [3] and DALL-E 2 [4] produce high-quality images that align closely with the given

prompts. However, their widespread accessibility and diverse applications across various do-

mains have raised ethical concerns, such as the social impact of data [86–88], bias [10, 89, 90],

privacy [59, 82], or intellectual property issues [81, 91]. Evaluating these problems remains a

relatively underexplored challenge. In this work, we focus on developing an evaluation protocol

for gender bias in Stable Diffusion models.

It has been widely shown that certain adjectives [89] or professions [89] can lead to the

generation of stereotypical demographic attributes in faces. However, disparities according to

gender are also shown in regions beyond the faces, which are intended to fill the images [10].

Figure 3.1 shows triplets of generated images from prompts that differ only in the gender in-

dicators (gender indicators refer to words that indicate the gender of a person). We observe
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A person playing an 
instrument

A man playing an 
instrument

A woman playing an 
instrument

A person on 
the shore of lake

A man on 
the shore of lake

A woman on 
the shore of lake

Person looks at the 
falling balloons

Man looks at the 
falling balloons

Woman looks at the 
falling balloons

Royal person attend a 
conference

Royal man attend a 
conference

Royal woman attend a 
conference

Figure 3.1: We use free-form triplet prompts to analyze the influence of gender indicators on the

overall image generation process. We show that (1) gender indicators influence the generation

of objects (left) and their layouts (right), and (2) the use of gender neutral words tends to

produce images more similar to those prompted by masculine indicators rather than feminine

ones.

that while the representation of the faces changes accordingly, unexpected variations also occur

in other parts of the images, even when not explicitly mentioned in the prompt. For example,

differences can be seen in the object depicted (e.g., different musical instruments on the upper-

left image) and the layout of the image (e.g., on the right images). This suggests that gender

bias extends beyond face representations and influences the broader context of the entire image.

Most previous works [10,87,89,90,92–95] report demographic bias focused on generated faces

in text-to-image generation [10, 89, 92, 96], often neglecting to examine the generation process

and how bias perpetuates from prompt to image.

In this paper, we investigate the internal components of Stable Diffusion to uncover the ori-

gins of gender bias and how it pertains [97,98]. We suggest that these disparities arise from the

interplay of representational disparities and prompt-image dependencies during image genera-

tion: the process involves transitioning from prompt space to image space, potentially treating

genders differently and resulting in representational disparities. To analyze differences regard-
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ing genders, we set triplet prompts that differ only in gender indicator, and quantify represen-

tational disparities (Section 3.4) and prompt-image dependencies (Section 3.6). Our automatic

evaluation protocol allows us to formulate and answer the following research questions (RQ):

RQ1 Do images generated from neutral prompts exhibit greater similarity to those generated

from masculine prompts than to images generated from feminine prompts and, if so, why?

RQ2 Do object occurrences in images significantly vary based on the gender specified in the

prompt? If there are differences, do these object occurrences from neutral prompts exhibit

greater similarity to those from masculine or feminine prompts?

RQ3 Does the gender in the input prompt influence the prompt-image dependencies in Sta-

ble Diffusion, and if so, which prompt-image dependencies are more predisposed to be

affected?

We conduct experiments on three versions of Stable Diffusion models. The template-free

natural language prompts are derived from four caption datasets and a text set generated by

ChatGPT [12]. Despite differing only in the gender indicator, the triplets exhibit a consistent

trend across all Stable Diffusion models. Our key findings include the following:

• The images generated from neutral prompts are consistently more similar to those from

masculine prompts than feminine prompts.

• Across all internal stages of the generation process, representation from neutral prompts

also exhibits greater similarity to those from masculine than from feminine ones.

• Object co-occurrence in images generated from neutral prompts aligns more closely with

masculine prompts than with feminine prompts.

• Objects explicitly mentioned in the prompts do not exhibit differences regarding specific

gender.

• Objects not explicitly mentioned in the prompts have different possibilities to be gener-

ated regarding different genders.
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These findings demonstrate that gender bias perpetuates throughout the generating process

and manifests across entire images, including areas beyond generated faces. To address this

issue, we provide recommendations for both model developers and users to mitigate bias during

image generation. Compared to our conference version [97], this work includes the following

improvements1:

• An extended literature review on gender bias evaluation methods in text-to-image gener-

ation.

• Additional details on triplet prompt generation (section 3.3.1), image space (section 3.4.1),

and word attention (section 3.6.1).

• Expanded experimental results and further discussions in Sections 3.4–3.6.

• Deeper analysis of the prompt-image dependency, including dependency group presence

in images (section 3.7.2), amount of objects (section 3.7.2).

3.2 Related Work

3.2.1 Text-to-Image Models

There are three main types of text-to-image generation models: GAN [57, 99, 100], autore-

gressive [4, 53, 101–103], and diffusion [3, 65, 104]. Within diffusion models, Stable Diffu-

sion [3] has emerged as the preferred testbed due to its high-quality generations and open-

source nature. As diffusion models rely on cross-attention to connect text and image modali-

ties, it enables the examination of the image generation process at the word level [105]. The

cross-attention module assists in tasks such as editing [105–109] and segmentation [110–112].

By leveraging this property, we can investigate the relationship between gender and prompt-

guided generations.

1This chapter is based on the conference paper [97].
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3.2.2 Social Bias

Text-to-image generation models often reproduce demographic stereotypes tied to gender and

race across various factors, including but not limited to occupations [10, 89, 92–94, 96, 113],

adjectives [89, 95, 114], objects [115], outfits [116], and nationalities [10, 117]. Analysis of

prompt templates like “a photo of the face of [OCCUPATION]” reveals that cer-

tain occupations, such as software developers, are predominantly represented as white men,

while housekeepers tend to be associated with women of color. Additionally, Wolfe et al. [11]

showed that models are more inclined to generate sexualized images in response to prompts

containing “a [AGE] year-old girl”. Moreover, Zhang et al. [118] argued that unfair-

ness extends to images depicting underrepresented attributes like wearing glasses, highlighting

the pervasive nature of biases in the generation process. In addition to biases concerning hu-

mans, previous studies have explored geographical-level differences in objects [119] and the

correctness of cultural context [120, 121].

3.2.3 Bias Evaluation

A fundamental aspect in the study of bias is the evaluation protocol. As summarized in Ta-

ble 3.1, we compare differences between our method and several previous gender bias evalua-

tion methods in text-to-image generation [8–10, 87, 89, 92, 93, 95, 115, 116, 122–131]. Most of

these approaches rely on prompts that fill attributes (e.g., profession) with a template, leading

to constrained scenarios and limited additional details in the prompts. Moreover, these methods

evaluate bias on the proxy presentation of the generated images, but do not examine presenta-

tions in the generation process. Additionally, these methods mainly focus on people’s attributes,

such as the gender of faces, thereby overlooking biases in the generated visual elements as well

as the entire image context. Except for the method that exclusively on gender bias evaluation,

there are traditional evaluation criteria for text-to-image models measuring image fidelity and

text-image alignment with automated metrics [132–135] or human evaluation [136].

Overall, there is an absence of automated methods for nuanced bias evaluation that conveys
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bias at the different stages of the generation process. Using free-form prompts, our work pro-

poses a method to uncover prompt-image dependencies, disclosing how objects are generated

differently according to gender indicators in the prompt.

3.3 Preliminaries

3.3.1 Triplet Prompt Generation

Let Pn be a set of neutral prompts, which do not specify the gender of the person. As shown

in Figure 3.1, from these neutral prompts, we generate two counterpart prompt sets, Pf and

Pm, as feminine and masculine prompt sets, respectively. The only difference among these

three prompt sets is the gender indicator, while all other words remain unchanged. Our bias

evaluation is based on analyzing distinctions between pairs of generated images from the triplet

{Pn,Pf,Pm}.

We generate neutral prompts from natural language sentences, consisting of captions from

four vision-language datasets (GCC validation set [140], COCO [137], TextCaps [141], and

Flickr30k [139]), as well as a profession prompt set generated by ChatGPT 3.5 [12] (accessed

on 7 November 2023). From the vision-language datasets, we generate neutral prompts by

choosing neutral captions. To ensure the neutral prompts do not contain other words that might

potentially define the gender of generated people, we set two criteria for the neutral captions: (1)

they contain the word person or people, and (2) they do not include other words (listed in Table

3.2) that indicate humans (e.g., “The person and a boy are playing badminton” is

not a neutral caption). To generate feminine and masculine prompts, we swap person/people in

the neutral captions with the gender indicators woman/women and man/men, respectively. For

the profession prompt set, we generate neutral prompts with ChatGPT based on professions,

such as ecologist or doctor, across 16 topics. For example, an ecologist studies

the ecosystem in a lush green forest. To create feminine and masculine prompts,

we prepend female/male before the profession (e.g., an female ecologist studies the
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ecosystem in a lush green forest). Examples of triplet prompts and the correspond-

ing generated images for each dataset are shown in Figure 3.8.

3.3.2 Image Generation

Given prompt p as input, Stable Diffusion transforms it into a text embedding t in the prompt

space using the text encoder. This text embedding is fed into the cross-attention module in

UNet [142], which performs the denoising operations from an initial noise zT in the latent

space. After T denoising steps, the embedding z0 in the denoising space is obtained. Finally,

image x in the image space is generated from z0 by the image decoder. In this work, we evaluate

Stable Diffusion models: v1.42, v2.0-base3, and v2.1-base4 (denoted as SD v1.4, SD v2.0, and

SD v2.1, respectively). The three versions share the same model structure as introduced, but

they differ in their text encoders. SD v1.4 uses CLIP ViT-L/14, while SD v2.0 and SD v2.1 use

a larger and more transparent encoder, OpenCLIP ViT-H.

Table 3.3 reports the details of image generation for each dataset. The seed is the same

within each triplet, ensuring the same initial noise zT . To address data scarcity in GCC and

Profession sentences, we produce five images per prompt with five different seeds. In the fol-

lowing, when mentioning a dataset, we are referring to the generated images whose prompts

originate from the corresponding dataset.

3.3.3 Gender Bias Definition

The interpretation of gender bias varies across literature, resulting in different work attributing

different meanings to the term. In this paper, we define gender bias as follows:

• Within the triplet, images generated from neutral prompts consistently display greater

similarity to those from either feminine or masculine prompts.

2https://github.com/CompVis/stable-diffusion
3https://huggingface.co/stabilityai/stable-diffusion-2-base
4https://huggingface.co/stabilityai/stable-diffusion-2-1-base

Graduate School of Information Science and Technology, The University of Osaka



Chapter 3 Revealing Gender Bias from Prompt to Image in Stable Diffusion 42

• Specific objects tend to appear more frequently in the generated images associated with a

specific gender.

Whereas objects are not equally distributed in the real world or across cultures, and recog-

nizing that not all disparities regarding genders are inherently problematic (i.e., the association

of dress with women may not be an issue, whereas kitchen might), we argue that it is essen-

tial to have a methodology for recognizing and quantifying these differences. Our proposed

evaluation protocol is not envisaged to identify objects that perpetuate discrimination and gen-

der stereotypes, but to highlight significant gender disparities, regardless of whether they are

deemed problematic.

3.4 Gender Disparities in Neutral Prompts

RQ1 Do images generated from neutral prompts exhibit greater similarity to those generated

from masculine prompts than to images generated from feminine prompts and, if so, why?

In this section, we address the above research question through the use of representational

disparities.

3.4.1 Representational Disparities

We use representational disparities to analyze how images generated by different gender in-

dicators compare with respect to neutral prompts. For a given triplet, the analysis consists on

comparing the similarity between neutral embeddings and feminine and masculine embeddings.

To measure the extent of gender disparities in the generative process, as shown in Figure 3.2, we

examine the representational disparities throughout the entire generation, tracking embeddings

from the prompt space to the denoising space and the image space, offering insights into when

bias is introduced.
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Figure 3.2: Overview of representational disparities and prompt-image dependency.

Prompt Space

The prompt space is defined as the space in which all text embeddings lie. Different points in

this space provide different semantics to the following image generation process. To measure

the disparity between a pair prompt set P and P ′ in the triplet, we compute cosine similarity as

sP(P ,P ′) =
1

|P|
∑
pi,p′i

cos(t, t′), (3.1)

where | · | is the number of elements in the given set, cos(·, ·) gives cosine similarity, the sum-

mation is computed over all prompts pi from P and p′i from P ′ (subscript i is the index of the

prompt to clarify pi and p′i are corresponding prompts, derived from the same one), and text

embeddings t and t′ correspond to prompts pi and p′i, respectively.

Denoising Space

The embedding z0 after the last denoising process lies in the denoising space. Similarly to the

prompt space, we compute cosine similarity as

sD(P ,P ′) =
1

|P|
∑
pi,p′i

cos(z0, z′0) (3.2)
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where z0 and z′0 are derived from pi and p′i, respectively.

Image Space

As bias often involves more in the semantics rather than pixel values, we adopt a spectrum of

metrics computed from the generated images. To measure image structural differences, we use

the average of SSIM scores over all pixels as one of our disparity metrics SSIM. Additionally,

the ratio of the number of pixels in the contours with higher SSIM scores is used as another dis-

parity metric Diff. Pix. To quantify differences in higher-level semantics, we apply latent vectors

of pre-trained neural networks, adopting the last fully connected layer of ResNet-50 [71], the

image encoder from CLIP ViT-B/325 [26], and the last layer of DINO-s16 [52] following [143],

referred to as ResNet, CLIP, and DINO, respectively. For all metrics, we compute the cosine

similarity between the latent vectors from image pairs as in Equations (3.1) and (3.2). Addi-

tionally, we adopt split-product [81] using DINO-b8 [52] following the default configuration,

computing the maximum cosine similarity among corresponding patches between image pairs.

3.4.2 Results Analysis

By analyzing the representational disparities on (neutral, feminine), and (neutral, masculine)

pairs, we can provide some answers for RQ1.

Results are shown in Table 3.8. In the image space, regardless of whether considering the

entire image holistically (SSIM, Diff. Pix, ResNet, CLIP, and DINO), or the highest similarity

on corresponding patches (split-product), images generated from neutral prompts consistently

demonstrate greater similarity to those from masculine prompts. This trend is consistently

observed in all datasets and all models.

Tracing back to the prompt space and denoising space to explore where and when gender

bias emerges in the generated images, embeddings from neutral prompts are closer to the em-

beddings from masculine prompts, both in the prompt space and the denoising space. Although

5https://github.com/openai/CLIP
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Stable Diffusion models apply different text encoders (OpenCLIP-ViT/H for SD v2.0 and SD

v2.1, while CLIP ViT-L/14 for SD v1.4), the same trend is observed across all three models

and all datasets. This indicates that gender bias originates from text embedding and perpetuates

through the generation process, leading to the disparities observed in the generated images.

3.5 Influence of Gender on Objects

RQ2 Do object occurrences in images significantly vary based on the gender specified in the

prompt? If there are differences, do these object occurrences from neutral prompts exhibit

greater similarity to those from masculine or feminine prompts?

The representational disparities reflect the holistic similarity between gender groups, but

they do not convey fine-grained differences, i.e., why a certain object appears in the generated

image given a gender-specific prompt. In this section, we address RQ2 by investigating the

relationship between gender and the objects in the generated images. To do so, we extract

objects with a visual grounding model and study their co-occurrence with each gender.

3.5.1 Detecting Generated Objects

To detect objects in the generated images we use the assembled model Grounded-SAM [144].

Given a generated image, RAM (14M) [145] predicts plausible objects, which are used by

Grounded DINO-T [146] to propose bounding boxes around the candidate objects. Then, ViT-

H Segment Anything Model (SAM) [147] extracts object regions mo within the bounding box

of the object o. For each image, a set of object names and a set of regions are obtained.

3.5.2 Evaluation Metrics

Our evaluation protocol involves measuring the differences in object co-occurrences for dif-

ferent genders. Let cnt(o, p) denote the number of occurrences of the object o in the image

generated from the prompt p in the prompt set P . The total number of co-occurrence C(o,P)
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is given by

C(o,P) =
∑
p∈P

cnt(o, p) (3.3)

With the above definition and a set of triplet prompts, we use the following three methods

to evaluate the influence of gender in the generated objects.

(1) Statistical Tests We use the chi-square test to check whether there are statistical differ-

ences in the object co-occurrence among two or three image sets. This test is applicable to the

triplet and any pairs in the triplet. If the resulting p-value is below 0.05, we interpret significant

differences in the object distribution in the pair or triplet.

(2) Co-occurrence Similarity We compute the similarity of the co-occurrences of detected

objects between two image sets. Formally, let the vector vp denote the object occurrences in

the image generated from prompt p, and each element in vp is the occurrence cnt(o, p) for the

object o in the image. Similarly to Equations (3.1) and (3.2), we compute cosine similarity on

object co-occurrences as

sO(P ,P ′) =
1

|P|
∑
pi,p′i

cos(vi,v
′
i), (3.4)

where prompt sets P and P ′ are in the triplet. vi and v′
i are derived from prompt pi in P and

p′i in P ′, respectively. A higher co-occurrence similarity means that objects are detected with

the same-level frequency in two image sets, whereas a low similarity means that objects are

detected at different rates.

(3) Bias Score Following [148], we compute the bias score BS(o) for a certain object o as

BS(o) =
C(o,Pm)

C(o,Pm) +
|Pm|
|Pf| C(o,Pf)

. (3.5)

BS(o) ranges from 0 to 1, with 1 meaning the object is skewed towards masculine prompts

and 0 towards feminine prompts. If BS(o) = 0.5, object o does not favor any gender.
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3.5.3 Results Analysis

All the p-values from chi-square tests among the triplets and pairs are below 10−5, implying

significant differences in the object distributions of each gender across all datasets and models.

This shows that according to gender, not only the person in the image may change, but also the

objects generated in the image are statistically different.

To investigate whether the object co-occurrences of neutral images exhibit larger similarity

to a certain gender image set, we compute co-occurrence similarity on pairs (neutral, fem-

inine) and (neutral, masculine). Results in Table 3.4 indicate that object co-occurrences in

neutral consistently exhibit greater similarity to those in masculine prompts than in feminine

prompts across all datasets and models, corroborating the observations in Section 3.4. This,

again, indicates that prompts that use gender neutral words tend to generated objects that are

more commonly generated for masculine prompts than for feminine prompts.

Subsequently, we examine specific examples by computing the bias score based on co-

occurrence for each object in the generated images. We filter objects if the maximum co-

occurrence is less than 10 in GCC, 20 in COCO, TextCaps, and Flickr30k, and 5 in Profession.

Results are shown in Figure 3.3. We can observe that results exhibit a consistent trend across

different datasets and models. Take SD v2.0 as an example, notably, clothing and accessory

exhibit a high bias: for example, suspender (1 in GCC, Flickr30k, and Profession), suit

(GCC, TextCaps, and Flickr30k (0.98), COCO (0.96)), and bow tie (GCC (0.96), COCO

and TextCaps (0.98), Flickr30k (1)) lean towards masculine, while bikini top (GCC (0.05),

COCO (0.01), Flickr30k (0.02)), legging (GCC (0.08), Flickr30k (0.02), COCO (0.01)), and

earring (GCC (0.03), COCO (0.02), Profession (0)) lean towards feminine. This is not sur-

prising, considering that clothing elements are traditionally gendered. Other than clothing, we

find a strong association between family (0.11) and child (0.31) with feminine prompts,

potentially associating feminine with caregiver, while masculine prompts exhibit greater align-

ment with words related to sports such as baseball team (0.91), skateboarder (0.89),

and golfer (0.86) (results on Flickr30k, SD v2.0.), a phenomenon that has been previously
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observed in VQA datasets [149]. Another observation is that feminine prompts also have a

high association with food, such as salad (0.22), meal (0.25), and cotton candy (0.31)

(results on Flickr30k, SD v2.0.). Additionally, results reveal that businessman (COCO,

TextCaps, and Flickr30k on SD v1.4, COCO on SD v2.0, COCO and Flickr30k on SD v2.1)

tends to be skewed towards masculine whereas kitchenware (GCC, SD v2.1) tends to be

associated with feminine prompts.

3.6 Gender in Prompt-Image Dependencies

RQ3 Does the gender in the input prompt influence the prompt-image dependencies in Sta-

ble Diffusion, and if so, which prompt-image dependencies are more predisposed to be

affected?

To answer this question, we need to know not only which objects are generated for each

gender, but also how each object is generated in the diffusion process. To do so, we propose

to classify objects into prompt-image dependency groups according to their relationship with

the input prompt and the generated image. First, we conduct an extended object extraction by

detecting not only the objects in the generated image, as in Section 3.5, but other objects also

involved in the generative process. Then, we classify each object according to five prompt-

image dependency groups, which allows us to study how gender influences objects according

to their generative process.

3.6.1 Extended Object Extraction

To detect extended objects involved in the generative process, we conduct three extraction pro-

cesses (see the example in “Prompt-image dependency” part of Figure 3.2).

(1) Nouns in prompt.

Prompts, designed by users, are a direct cue of what they wish to see in the generated

image. The generated image, on the other hand, is required to be faithful to the prompt. The
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first extraction process targets nouns within the prompt, recognizing their importance in directly

shaping the occurrence of objects in the generated image. For each prompt, we obtain a noun

set including all lemmatized nouns n in the prompt by using NLTK [150].

(2) Word attention.

Verifying whether objects in the noun set are faithfully generated in the image is demanding,

as it requires locating the region that the noun guides. Fortunately, cross-attention has proven

to be effective in exploring the word guidance during the generation process [105, 110]. Our

second extraction process is the word attention masks generated by the cross-attention module

via DAAM [110]. In detail, let P be a matrix whose column n is the word embedding corre-

sponding to the word n in p, and H(zt) be a feature map of a certain block of Stable Diffusion’s

UNet for latent embedding zt in the t-th denoising step. Cross-attention between P and H(zt)

is given by

At = softmax
(
QK⊤
√
d

)
, (3.6)

where Q and K are the query and key matrices given using linear layers WQ and WK as

Q = WQH(zt) and K = WKP, whose output dimensionality is d (the index t for denoising

step is omitted for simplicity). The heart of DAAM is At, of which column n is the attention

map from word n to each spatial position of feature map H(zt). We aggregate the attention maps

over UNet blocks, multiple attention heads, and denoising steps. Let αn denote the attention

map, reshaped and resized to the same size as the corresponding generated image x, normalized

to [0, 1]. For each word, we first compute the normalized attention map, where a higher value

indicates that the pixel is more associated with the word. Then, we binarize the attention map

with a threshold θ to obtain a set of masks an, responding to the region of an object specified

by the word n. In each prompt, we obtain a mask set containing the mask an for each word n.

We set threshold θ as 0.35.

(3) Visual grounding.

Nouns and the corresponding object regions cover only a small subset of objects in the

generated image; there should be many other objects that are not explicitly described in the
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prompt, but are still included in the image to complete the scene. We aim to enumerate as many

objects as possible for comprehensive object-level analysis. To spot regions of arbitrary objects,

the last extraction process is the same visual grounding process as in Section 3.5.

3.6.2 Prompt-Image Dependency Groups

Next, we classify each detected object according to its generative process. On the one hand,

the generated image should align with its prompt, which can be verified using the noun set

and the mask set. On the other hand, the image may have other visual elements beyond the

prompt, listed in the object set and the object region set. To define prompt-image dependency

groups, we consider the dependency among objects, the noun set, and the mask set based on its

membership.

Definition 3.6.1 (Explicitly). If the object o is in the noun set, it is explicitly described in the

prompt.

Definition 3.6.2 (Guided). If object region mo sufficiently overlaps with at least one mask in

the mask set, the object o is guided by cross-attention between the prompt and the image.

Sufficiency is determined by the coverage of object region mo by the mask a,

coverage(mo, a) =
|mo ∩ a|
|mo|

, (3.7)

where | · | is the number of pixels. Thus, if coverage(mo, a) is larger than a certain threshold σ,

the object region mo sufficiently overlaps with the mask a. We set different values for threshold

σ for words referring to humans (people, person, woman, women, man, men) versus objects.

The reason is that for human words, the generated people in the images can still be considered

as guided by those words, even when the coverage (Equation (3.7) of word attention and visual

grounding is relatively low. For example, word attention on human words may focus only on

the face, while the visual grounding covers the whole body. Since these partial overlap cases

are common for human words, we set a lower threshold of σ = 0.25 when both the detected

object and word refer to humans. For all other cases, a higher threshold of σ = 0.7 is used.

With these definitions, we cluster objects in the object set into five groups, as illustrated
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in Figure 3.4 with the example prompt young women having a picnic at the park

during daytime.

Explicitly guided. The object is explicitly mentioned in the prompt, and guided by cross-

attention. Faithful image generation may require each noun to be associated with the

corresponding object.

Implicitly guided. The object is not explicitly mentioned in the prompt, but guided by cross-

attention. The object may be strongly associated with or pertain to a certain noun in the

noun set, e.g., the object basket for the noun picnic.

Explicitly independent. The object is explicitly mentioned in the prompt, but not guided by

cross-attention. e.g., park.

Implicitly independent. The object is not explicitly mentioned in the prompt, and not guided

by cross-attention. The object is generated solely based on contextual cues, e.g., grass.

Hidden. The noun has no association with objects in the object set, i.e., the noun is not in-

cluded in the images, e.g., daytime.

Figure 3.4 illustrates the object extraction processes and the resulting dependency groups.

Dependency groups are important as they depict if an object tends to appear, for example, in

relation to the prompt (explicitly guided) or just for filling the scene (implicitly independent).

Together with the gender-specific sets of prompts, they vividly provide essential insights into

how an image generation model behaves for different genders.

3.6.3 Result Analysis

We denote co-occurrence Cg(o,P) as the number of occurrences of object o in each dependency

group g. To clarify, given that there are nouns included in the hidden group, the computation of

occurrence should be adjusted from Cg(o,P) to Cg(n,P) for n in the hidden group.
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Objects in Dependency Groups

To answer RQ3, we first investigate objects in the prompt-image dependency groups, aiming

to identify which types of objects are generated under the influence of the prompt, the cross-

attention, or the context of the generated image. Figure 3.5 shows the prevalent objects within

each dependency group across all datasets on SD v2.0 (to focus on the differences between

generated objects, we remove individuals (person, people, women, woman, men, man, female,

male, girl, boy)). Although the specific generated objects align with the prompt’s domain, and

their frequencies may vary across datasets, we observe consistent trends.

Objects in the explicitly guided group include animals and tangible items commonly en-

countered in daily life, such as umbrella and table. The implicitly guided group contains

objects surrounding human beings, such as clothing and personal belongings like shirt and

goggles. The explicitly independent group comprises words related to the surrounding envi-

ronment, such as kitchen or restaurant. Objects in the implicitly independent group are

typically part of the background that can be detected, like tree and road, along with attire

accompanying individuals. Lastly, the hidden group comprises words challenging to detect in

images, such as game and air.

Gender and Dependency Groups

Next, we investigate the relationship between gender and the objects in each prompt-image

dependency group. To discern whether object differences are statistically significant, we con-

duct chi-square tests on the object co-occurrence for each dependency group. While we find

significant differences (p-value < 0.05) across all datasets in the implicitly guided and implic-

itly independent groups, we do not find significant differences in most datasets in the explicitly

guided, explicitly independent, and hidden groups. This suggests that while Stable Diffusion

may consistently generate the nouns explicitly mentioned in the prompt, it may rely on gender

cues for generating elements that are not specified in the prompt, such as the background and

surroundings of the individuals.
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To further explore the text-image dependencies and their correlation with gender, we cal-

culate the bias score based on object co-occurrence in implicitly guided and the implicitly in-

dependent groups, both of which exhibit statistically significant differences. Figure 3.6 shows

the top-10 objects skewed toward masculine and feminine in implicitly guided on all datasets

and models. We analyze results on SD v1.4 as examples. For the implicitly guided group, we

observe high bias scores for clothing items, such as cocktail dress (GCC, COCO, and

Flickr30k(0.95)), suit (COCO(0.98), TextCaps(0.85)), and bow tie (GCC(0.98), COCO(0.95),

TextCaps(0.91), Flickr30k and Profession(1)) for masculine, and bikini (GCC, COCO, and

Profession(0), Flickr30k(0.04)), dress (COCO(0.12)) and boot (TextCaps(0.14)) for femi-

nine, aligning with observations in a previous work [116]. Another prominent observation, con-

sistent with the findings in RQ2, is the strong association of child (0.27) with feminine, and

masculine with sports-related terms such as player (0.8) and football player (0.72)

(results on TextCaps, SD v2.0.). Similar gendered associations are observed across different

datasets and models.

Figure 3.7 shows the bias scores in implicitly independent across all datasets and models.

While places and surroundings are the majority (as discussed in section 3.6.3), clothing asso-

ciated with individuals in the implicitly independent group may exhibit higher or lower bias

scores. Given the similar trend in clothing between implicitly guided and implicitly indepen-

dent, we focus on surroundings and other items in the latter group. As the specific environ-

ments generated are influenced by the semantics of the text, we conduct analysis based on

datasets. In COCO, results show that basement and cabinet are more prone to appear

in masculine, while dinner party, and passenger train are inclined to be generated

in feminine. In TextCaps, grass, building, and field are skewed toward masculine,

while park, carpet, and store are skewed toward feminine. Taking GCC on SD v2.0

as an example, sports-related items such as bodybuilder (1) and football team (1)

are again skewed toward masculine, while instrument (0.17) and apron (0.33) are more

aligned with feminine. Additionally, there are also disparities related to backgrounds, such as

backdrop (0.15) and dirt field (0.17) for feminine, and stone building (1) and
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tennis court (0.63) for masculine. Furthermore, certain words consistently align with

feminine across datasets and models, such as smile (TextCaps and Flickr30k on SD v1.4) and

flower (COCO on SD v1.4).

3.7 Additional Experiments

To further evaluate our protocol, we conduct intra-prompt evaluation and human evaluation.

3.7.1 Intra-Prompt Evaluation

To eliminate the influence of randomness, we investigate the research questions using images

generated from the same triplet prompts. We generate a total of 3000 images on 1000 seeds

with SD v2.0, from triplet prompts derived from a caption in GCC: “person looks at the falling

balloons at the conclusion”. We use the same settings as conducted in the experiments above.

For RQ1, the representational disparities in Table 3.5 show that neutral is consistently closer

to masculine in each space. For RQ2, the chi-square tests on the object occurrences among the

triplets and every pair within the triplets, p-value is consistently less than 10−5, indicating statis-

tically significant differences. For RQ3, the chi-square tests also reveal significant differences

in the groups implicitly guided and implicitly independent (p < 10−5). However, we do not

apply chi-square tests to explicitly guided, explicitly independent, and hidden, as the numbers

of objects in these groups are less than 5. The co-occurrence similarity sO(Pn,Pf) between the

neutral and feminine is 0.733, while the similarity sO(Pn,Pm) between the neutral and mascu-

line is 0.773. This indicates that the object co-occurrences in images generated from neutral

prompts are closer to those from masculine prompts than feminine prompts. These findings

correspond to the above results.

Graduate School of Information Science and Technology, The University of Osaka



Chapter 3 Revealing Gender Bias from Prompt to Image in Stable Diffusion 55

3.7.2 Dependency Groups Analysis

Taking Stable Diffusion v2.0 as an example, we scrutinize the dependency groups deeper to

discover the underlying connections between groups and objects.

Dependency Group Presence in Images

To assess the presence of dependency groups in images, we compute the percentage of the im-

ages containing dependency groups over the total number of images in each dataset. The results

are presented in Table 3.6. For example, in the GCC dataset, 64.48% images contain at least

one object in the explicitly guided group. Similarly, in other datasets, over 60% of images have

objects in the explicitly guided, except for the Profession set, where the proportion is only 15%.

This disparity may be due to the specialized terminology in the Profession set, potentially re-

ducing the chance of being detected by the visual grounding model. Conversely, only around

10% or fewer images include objects in the explicitly independent group. Given that most ob-

jects in this group represent the surrounding environment, objects in explicitly independent may

occur when the prompt contains words indicating the surrounding environment (e.g., park,

kitchen).

Moreover, a similar trend is observed across all datasets, where most images contain objects

from the implicitly guided, implicitly independent, and hidden group. This indicates that text-

to-image models generate auxiliary objects to fill in both the areas guided by the prompt and

those independent from it. We posit that the high proportion of hidden group may be due to the

abstract words that are challenging to detect and to the mismatch in synonyms. For instance,

the visual grounding model may struggle to identify people as professions in the Profession set.

Amount of Objects

Next, we investigate the amount of individual objects in each dependency group and nouns

in prompts. The results for each dataset are shown in Table 3.7. Supporting the findings in

Table 3.6, objects in the explicitly guided and explicitly independent constitute only a small
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portion of the nouns in the prompts. Additionally, despite not being mentioned in the prompt,

implicitly guided and implicitly independent groups contain more objects than explicitly groups

present in the image. This suggests that these two implicitly groups are worth further exploration

for a comprehensive understanding of the image generation process.

3.7.3 Human Evaluation

To evaluate the reliability of the visual grounding model, we randomly select 100 generated im-

ages from SD v2.0 along with the nouns from the corresponding prompts and conduct a human

evaluation to determine whether the nouns are present in the images. The 100 prompts contain

346 nouns, from which 227 (65.61%) are correctly identified both by humans and the automated

vision grounding. Out of the remaining 119 nouns, only 8 nouns are detected by the model but

not observed by humans. These nouns are frisbee (2), women (1), people (1), kite (1),

scooters (1), tennis (1), and speaker (1). For the nouns not detected by the model but

identified by humans, the most frequent ones are woman (10), street (7), people (6), and

snowy (4). The absence of the noun street in the model’s detection might be attributed

to the strict alignment between nouns and objects. Even if the model successfully identifies

street scene, the specific noun street might be placed in one of the implicitly guided,

implicitly independent, or hidden groups. These results indicate that the visual grounding model

has reasonable accuracy in detecting nouns appearing in the generated images, though there is

still room for improvement on abstract nouns and scene-level nouns.

3.8 Recommendations

Our methodology revealed significant disparities in the objects generated by three Stable Diffu-

sion models according to the gender in the input prompt. While these discrepancies may seem

harmless, they can potentially reinforce gender stereotypes. With this in mind, we propose a

series of suggested practices aimed at mitigating these concerns, both for model developers and

for users:
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3.8.1 Model Developers

Debias Text Embeddings

We have identified that gender bias originates in the text embedding, with neutral prompts

consistently being more similar to masculine prompts than to feminine prompts, which propa-

gates through the entire generation process. Given the documented presence of gender bias in

CLIP [11, 151–153], it comes as no surprise that text-to-image generation models relying on

CLIP also exhibit such biases. The first mitigation technique should focus on debiasing the text

embedding space, aiming for more equitable representations.

Identify Problematic Representations

While some associations of certain objects with specific genders may not immediately raise

concerns, others could potentially do so. Therefore, researchers must meticulously assess these

associations, taking into account the cultural context in each instance. It is crucial to examine

the co-occurrence of objects across genders and check whether neutral prompts tend to exhibit

a preference toward a particular gender.

Investigate Modules That Complete the Scene

Significant differences were observed in the implicitly generated objects, underscoring the need

to investigate how the model completes the scene. Future research could explore other modules,

probing fine-grained control over the regions not guided by the input.

3.8.2 Users

Explicitly Specify Objects

Our results showed that there are no significant differences in the objects explicitly mentioned

in the input prompts concerning gender. This suggests that Stable Diffusion models can adhere

to the simple instructions in the prompt regardless of gender. Therefore, expanding the number

Graduate School of Information Science and Technology, The University of Osaka



Chapter 3 Revealing Gender Bias from Prompt to Image in Stable Diffusion 58

of objects in the input could offer greater control over broader guided regions and potentially

lead to the generation of images with less gender disparity.

Explicitly Specify Gender

Considering that neutral prompts consistently produced images more similar to those from

masculine prompts, we advise refraining from using neutral prompts if targeting a balanced

distribution across genders. Instead, using prompts with specified gender indicators may be

more reliable.

3.9 Limitations

We acknowledge that our proposed evaluation protocol has limitations, and we emphasize them

here for transparency and to inspire the community to propose enhancements in future studies.

Firstly, our evaluation protocol focuses on binary genders, neglecting to evaluate gender from a

broader spectrum perspective. To enhance inclusivity, future research could extend the analysis

to encompass a more diverse range of genders. Secondly, our protocol relies on a stringent

alignment between nouns and objects, assuming their identity after lemmatization, which may

overlook variations and synonyms. Thirdly, the objects segmented in visual grounding may

encounter errors, possibly perpetuating issues in the classified groups. Additionally, if gender

bias exists in the visual grounding model, where certain objects may be more challenging to

detect in specific genders, this bias could transfer to the final results. Additionally, when the

object comprises more than one word (e.g., “picnic basket”), each noun in the phrase has its

own word attention rather than being considered as a single entity. Last but not least, our study

only examines the presence of objects not differentiating with distinct attributes, such as color

or shape.
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Table 3.1: Gender bias evaluation methods in text-to-image generation. We compare with pre-

vious methods on input (prompt type, prompt variation), evaluation space (prompt, denoising,

image), and bias (subject of bias). “Prompt variation” refers to how prompts vary in attributes

(e.g., profession) while keeping other words unchanged when the prompts are template-based.

If prompts are from caption datasets, the specific dataset names are presented. In terms of the

“subject of bias”, gender means the gender of generated faces, while performance contains

generation performance metrics such as text-to-image alignment and image quality.

Method
Input Evaluation Space Bias

Prompt Type Prompt Variation Prompt Denoising Image Subject of Bias

[89] Template Identity, Profession - - 3 Gender

[9] Free-form Objects - - 3 Performance

[122] Template - - - 3 Gender

[8]—Fairness Free-form COCO [137] - - 3 Performance

[8]—Bias Template Adjective, Profession - - 3 Gender

[92] Template Profession - - 3 Gender, Attire

[10] Template Profession - - 3 Gender

[93]—Profession Template Profession 3 - 3 Gender

[93]—Science/Career Template Science, Career - - 3 Gender

[123] Free-form Creative prompts, Diffusion DB [138] - - 3 Concept

[116] Template Attire, Activity - - 3 Attire

[95] Template Adjective, Profession - - 3 Gender

[95]—Expanded Template Profession - - 3 Gender, Performance

[124] Template Adjective, Profession, Multilingualism - - 3 Gender

[125] Free-form Profession - - 3 Gender

[126] Template Profession, Social relation, Adjective - - 3 Gender

[127] Template Action, Appearances - - 3 Gender

[128] Template Two professions - - 3 Gender

[129] Template Activity, Object, Adjective, Profession - - 3 Gender

[130] Free-form Flickr30k [139], COCO [137] - - 3 Gender

[115] Template - - - 3 Object

[87] Free-form PHASE [87] - - 3 Safety

[131] Template Profession, Sports, Objects, Scene 3 - 3 Gender

Ours Free-form GCC [140], COCO [137], TextCaps [141],

Flickr30k [139], Profession

3 3 3 Layout, Objects
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Type Word

Gender woman, female, lady, mother, girl, aunt, wife, actress, princess, waitress,

sister, queen, pregnant, daughter, she, her, hers, herself, bride, mom, queen,

man, male, father, gentleman, boy, uncle, husband, actor, prince, waiter, son,

brother, guy, emperor, dude, cowboy, he, his, him, himself, groom, dad, king

Geography American, Asian, African, Indian, Latino

Others commander, officer, cheerleader, couple, player, magician, model, enter-

tainer, astronaut, artist, student, politician, family, guest, driver, friend, jour-

nalist, relative, hunter, tourist, chief, staff, soldier, civilian, author, prayer,

pitcher, singer, kid, groomsman, bridemaid, ceo, customer, dancer, photogra-

pher, teenage, child, u, me, I, leader, crew, athlete, celebrity, priest, designer,

hiker, footballer, hero, victim, manager, Mr, member, partner, myself, writer

Table 3.2: Words that indicate humans.

Table 3.3: Number of generated triplets, prompts, and images for each dataset.

Data Triplets Prompts Seeds Images

GCC (val) 418 1254 5 6270

COCO 51,219 153,657 1 153,657

TextCaps 4041 12,123 1 12,123

Flickr30k 16,507 49,521 1 49,521

Profession 811 2433 5 12,165
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Table 3.4: Co-occurrence similarity on Stable Diffusion models.

Pairs GCC COCO TextCaps Flickr30k Profession

SD v1.4

sO(Pn,Pf) 0.379 0.486 0.413 0.424 0.350

sO(Pn,Pm) 0.414 0.516 0.444 0.457 0.374

SD v2.0

sO(Pn,Pf) 0.382 0.512 0.420 0.445 0.362

sO(Pn,Pm) 0.425 0.531 0.448 0.476 0.376

SD v2.1

sO(Pn,Pf) 0.380 0.499 0.388 0.426 0.349

sO(Pn,Pm) 0.419 0.522 0.419 0.451 0.382

Table 3.5: Representational disparities between the neutral, feminine, and masculine in the three

spaces from intra-prompts (SD v2.0).

Pairs
Prompt Denoising Image

t z0 SSIM ↑ Diff. Pix. ↓ ResNet ↑ CLIP ↑ DINO ↑ Split-Product ↑

(neu, fem) 0.981 0.789 0.547 37.54 0.867 0.844 0.557 0.947

(neu, mas) 0.982 0.829 0.587 33.81 0.892 0.864 0.625 0.959

Table 3.6: The proportion of images containing the dependency groups to all the images for

each dataset on SD v2.0.
Dataset Explicitly Guided Implicitly Guided Explicitly Independent Implicitly Independent Hidden

GCC 64.48 90.70 7.81 59.11 96.14

COCO 83.67 93.54 10.47 57.53 92.61

TextCaps 61.97 86.60 8.78 61.90 99.10

Flickr30k 83.07 94.91 9.56 58.89 92.48

Profession 15.03 98.07 3.48 63.22 100.00
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Figure 3.3: Bias score on all datasets (rows) and models (columns). A high score (blue) indi-

cates the object appears more frequently in masculine, while a low score (orange) suggests the

object is more commonly shown in feminine.
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Figure 3.4: Prompt-image dependency groups.

Table 3.7: Amount of individual objects in each dependency group and nouns in prompts on

SD v2.0 for each dataset.
Dataset Explicitly Guided Implicitly Guided Explicitly Independent Implicitly Independent Hidden Nouns

GCC 155 1059 85 625 536 544

COCO 827 2418 391 1529 3274 3305

TextCaps 371 1347 147 741 3608 3638

Flickr30k 659 2017 330 1255 2718 2741

Profession 162 1331 76 650 1041 1043
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Figure 3.5: The occurrence Cg(o,P) of object o in images generated from P on each depen-

dency group for each dataset (SD v2.0).
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Figure 3.6: Bias score on implicitly guided on the datasets (rows) and models (columns).
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Figure 3.7: Bias score on implicitly independent on the datasets (rows) and models (columns).
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Figure 3.8: Examples of triplet prompts and the corresponding generated images for each

dataset on SD v2.0.
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Table 3.8: Representational disparities between neutral, feminine, and masculine prompts in the

three spaces on Stable Diffusion models.

Pairs
Prompt Denoising Image

t z0 SSIM ↑ Diff. Pix. ↓ ResNet ↑ CLIP ↑ DINO ↑ Split-Product ↑

SD v1.4

GCC

(neu, fem) 0.909 0.770 0.516 42.61 0.848 0.794 0.543 0.956

(neu, mas) 0.931 0.798 0.543 39.34 0.859 0.808 0.576 0.961

COCO

(neu, fem) 0.920 0.778 0.568 38.558 0.866 0.8584 0.564 0.957

(neu, mas) 0.942 0.796 0.592 35.671 0.873 0.8580 0.591 0.959

TextCaps

(neu, fem) 0.931 0.747 0.461 46.873 0.853 0.773 0.530 0.952

(neu, mas) 0.948 0.768 0.487 43.599 0.862 0.786 0.555 0.954

Flickr30k

(neu, fem) 0.913 0.792 0.492 44.010 0.858 0.830 0.563 0.959

(neu, mas) 0.931 0.804 0.518 41.105 0.865 0.828 0.587 0.960

Profession

(neu, fem) 0.854 0.765 0.487 45.006 0.831 0.830 0.528 0.948

(neu, mas) 0.862 0.783 0.508 42.528 0.843 0.846 0.555 0.952

SD v2.0

GCC

(neu, fem) 0.980 0.767 0.543 39.00 0.847 0.797 0.545 0.957

(neu, mas) 0.982 0.790 0.571 35.82 0.864 0.817 0.581 0.963

COCO

(neu, fem) 0.984 0.793 0.603 34.10 0.881 0.861 0.595 0.9645

(neu, mas) 0.985 0.805 0.616 32.50 0.887 0.859 0.609 0.9647

TextCaps

(neu, fem) 0.9846 0.745 0.502 41.41 0.861 0.771 0.536 0.958

(neu, mas) 0.9854 0.767 0.530 37.41 0.874 0.791 0.570 0.962

Flickr30k

(neu, fem) 0.982 0.801 0.541 38.42 0.871 0.833 0.584 0.9685

(neu, mas) 0.983 0.809 0.559 36.02 0.874 0.826 0.601 0.9686

Profession

(neu, fem) 0.85784 0.766 0.511 42.41 0.839 0.846 0.537 0.952

(neu, mas) 0.85783 0.779 0.528 40.71 0.848 0.857 0.556 0.953

SD v2.1

GCC

(neu, fem) 0.980 0.755 0.522 41.48 0.842 0.805 0.527 0.952

(neu, mas) 0.982 0.782 0.552 37.96 0.856 0.820 0.566 0.959

COCO

(neu, fem) 0.984 0.763 0.569 37.796 0.8670 0.858 0.556 0.955

(neu, mas) 0.985 0.780 0.586 35.632 0.8747 0.853 0.575 0.957

TextCaps

(neu, fem) 0.9846 0.713 0.456 46.600 0.838 0.752 0.492 0.948

(neu, mas) 0.9854 0.747 0.483 43.362 0.851 0.773 0.524 0.953

Flickr30k

(neu, fem) 0.982 0.772 0.499 42.722 0.853 0.823 0.544 0.9572

(neu, mas) 0.983 0.784 0.511 40.988 0.857 0.813 0.555 0.9570

Profession

(neu, fem) 0.85784 0.759 0.497 44.173 0.835 0.856 0.521 0.945

(neu, mas) 0.85783 0.778 0.517 41.796 0.848 0.870 0.548 0.947
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Chapter 4

Mitigating Gender Bias on Stable

Diffusion

4.1 Overview

Text-to-image generation has demonstrated remarkable capabilities in generating high-quality

images conditioned on natural language prompts. However, ethical concerns such as fairness

and bias have gained increasing attention [10, 89, 90]. As revealed in Chapter 3, the inherent

gender bias cannot be neglected – the neutral prompts (e.g., “a person is playing basketball”)

tend to produce images that are more visually and semantically aligned with those generated

from masculine prompts (e.g., “a man is playing basketball”) than from the feminine ones (e.g.,

“a woman is playing basketball”). This preference not only reflects underlying societal biases

in the output images but also recovers bias embedded in the latent representations within these

generative models.

To address bias in generative models, existing work has primarily focused on facial at-

tributes (e.g., change gender cues such as hairstyle, facial structure, makeup, or other attributes

like glasses) [118, 154]. However, this narrow focus overlooks other important elements in the

images that may also contain gender bias implicitly, such as outfits and background, as shown
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in Chapter 3, and features like object color or contextual cues that are hard to detect by com-

puter vision tools. Moreover, most of the existing approaches rely heavily on fine-tuning the

foundation model, which is computationally expensive and potentially harmful to the model’s

performance on unrelated tasks or domains [155].

To address this issue, we introduce a novel, training-free method to mitigate gender bias

in the entire generated images without the need for any fine-tuning process. Our approach

operates within the existing latent spaces of the model, allowing for a lightweight and plug-

and-play solution without altering the model weights while providing fairer and more diverse

outputs. Specifically, we aim to generate images that are both neutral and diverse by leveraging

a designed interpolation strategy. This strategy constructs new and fair representations by inter-

polating between the feminine and masculine counterparts, enabling the generation of outputs

that better reflect a neutral concept. Our method is implemented using MM-DiT, the backbone

of Stable Diffusion 3 [1], one of the cutting-edge models.

The core of our method lies in an interpolation framework that operates across both the text

space and the attention mechanism. Given a neutral input prompt (e.g., “a person is playing

basketball”), we first construct the feminine and masculine prompts by replacing the neutral

term person with the gendered indicator (e.g., woman and man), respectively. These counter-

part prompts are encoded by the text encoder in the model to generate the corresponding text

embeddings. Since bias originates from text embedding, as indicated in Chapter 3, we first form

a debiased text embedding by interpolating the text embeddings from feminine and masculine

prompts, aiming to start with the intended neutrality of the input condition. Beyond text space,

we extend our interpolation mechanism into the attention modules in the model. During the iter-

ative denoising process, we apply interpolation on the attention outputs and effectively blend the

feminine and masculine. The interpolation in both semantic and structural components enables

the model to explore sampling from the latent space, guiding the generation toward genuinely

neutral content.

To regulate the interpolation trajectory, we employ a Beta prior over the interpolation co-

efficient, which is updated dynamically throughout the generation process, following [156].
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A  man/woman  
playing an 
instrument

A group of 
man/woman  
in living room

masculine feminineneutral

Figure 4.1: Examples of interpolated images between masculine and feminine outputs. The

masculine and feminine images are generated by Stable Diffusion 3 [1] using the gendered

prompt shown on the left. The three images in the middle represent interpolations. In the first

row, the interpolated images exhibit diverse facial attributes. In the second row, the method

maintains high visual quality even when generating images of multiple people, while also vary-

ing facial features effectively.

This distribution allows us to efficiently choose the parameters that concentrate in a small range

under specific α and β values, encouraging valid interpolation effectively. After generating a

sequence of candidate interpolation images, we compute perceptual distances among them to

identify the smoothest and most coherent path, encouraging continuity in the interpolation pro-

cess. From this path, one image is randomly selected to represent the final neutral output. The

selected image is not a simple midpoint but rather a semantically fair outcome, preserving the

original prompt semantically while mitigating gender bias.

Our experimental evaluation on bias demonstrates that the method effectively reduces the

similarity disparities between the neutral and gendered images, providing more balanced out-

puts for neutral. Additionally, the evaluation on consistency, smoothness, and image fidelity

also exhibits the strength of our method in effectively reducing gender bias while maintaining

high image quality. Notably, our method performs well in mitigating bias in the entire image
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across a variety of prompts from vision-language datasets. Furthermore, as our method does

not rely on fine-tuning the model or additional data, it can be easily applied as a post-processing

improvement to any pre-trained Stable Diffusion 3 model or similar architecture. Overall, this

chapter introduces a practical and effective strategy for gender bias mitigation in text-to-image

models that avoids the complexities of fine-tuning. By applying interpolations in both text em-

bedding and attention modules, we propose a training-free method that facilitates diverse and

fair image generation given neutral prompts, offering a lightweight and practical technique to

mitigate gender bias in one of the most influential text-to-image generation models.

4.2 Related work

4.2.1 Image editing

Recent advances in text-to-image diffusion models have underscored the importance of con-

trollability, ensuring that generated images faithfully reflect the semantics of complex prompts.

Most of the work heavily relies on attention manipulation techniques as the cross-attention

maps capture the alignment between textual tokens to visual regions [105, 157–162]. For ex-

ample, Prompt-to-Prompt [105] enables localized editing through attention reweighting, while

A-STAR [158] introduces attention segregation and retention losses to mitigate overlap and ob-

ject missing. These methods are training-free and operate by injecting linguistic or structural

priors into attention modules, improving attribute binding and compositional correctness with-

out altering model weights. However, these methods are designed for diffusion models with a

UNet [142] backbone, such as Stable Diffusion v1/v2/XL, whereas recent state-of-the-art diffu-

sion models (e.g., Stable Diffusion 3 [1]) use MM-DiT, which employ transformer-based fused

attention modules, where the manipulation strategies remain underexplored.

Besides the cross attention module, manipulation in the latent or text embedding space pro-

vides a complementary way for image editing [154, 156, 163, 164]. NAO [163] uses norm-

aware latent interpolation to improve the generation of rare concept images. Methods such
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as AID [156] and recent work on singular value decomposition(SVD)-based embedding con-

trol [164] demonstrate that text embeddings encode semantically editable operations like object

substitution and style transfer. These strategies on the embedding level are often paired with

guidance from CLIP, reaching a balance between precision and flexibility [154, 156, 165]. Our

proposed method builds upon these directions, offering a unified and training-free mechanism

that combines attention and embedding interpolation to mitigate gender bias in image genera-

tion based on the latest MM-DiT structure.

4.2.2 Bias mitigation in text-to-image generation

Many prior studies have aimed to mitigate social biases in text-to-image generation, particularly

those related to gender, race, and occupation [161, 166, 167]. A common strategy is to improve

at the model level, including fine-tuning model on curated data [121,166–168], editing specific

model modules [109,161,162,169] or introducing external constraints or conditions [118,170–

172] to control the generation toward more balanced outputs.

Training-free strategies applied on the inference stage have also gained attention due to

their efficiency and ease of deployment. Some work mitigates bias at the level of the prompts

or text embeddings [173, 174]. For example, Chuang et al. [173] mitigate bias by projecting

out the biased directions in the text embeddings, while PreciseDebias [174] uses fine-tuned

LLMs to rewrite generic prompts into demographically-informed ones aligned with specified

distributions. Another widely explored focus involves modifying the guidance direction to steer

the model toward a desired direction [154, 175–180]. Beyond prompt and guidance manipula-

tion, the attention mechanism plays a critical role in mitigating bias during the denoising pro-

cess [161,169,181]. For example, MIST [169] uses [EOS] embeddings to disentangle attributes

and update cross-attention to address intersectional bias. Similarly, linguistically aligned at-

tention guidance [161] adjusts attention weights based on syntactic relations to achieve fairer

image-text alignment. These methods highlight the importance of the attention module in shap-

ing fair generation outcomes.
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Building on these insights, our work proposes a training-free debiasing strategy that manip-

ulates both text embedding and attention interpolation within the MM-DiT architecture. Unlike

prior research that focuses only on a single module or shifts the model toward a certain direc-

tion to one side (e.g., either female or male), we produce genuinely neutral generations that are

not biased toward any specific gender. By interpolating across semantic and attention spaces

without conditioning on predefined attributes (e.g., enforcing a 50 to 50 male-female split),

our method enables the generation of diverse and inclusive outputs while maintaining semantic

consistency and visual fidelity. Our method is plug-and-play, offering an efficient and practical

solution for fairness in text-to-image generation.

4.3 Preliminary

4.3.1 Text-to-image generation

Diffusion-based models have become the foundation of high-quality text-to-image generation

[1, 3, 4]. Stable Diffusion 3 (SD3) adopts a rectified flow-based approach that gradually trans-

forms Gaussian noise into a high-resolution image guided by a text prompt. Unlike traditional

diffusion models that iteratively denoise with stochastic noise schedules, SD3 formulates the

generative process as a continuous flow in the latent space, mapping noise directly to data along

a straight path. Specifically, the model operates on an image embedding x0, and learns to trans-

form a Gaussian noise ϵ ∼ N (0, I) to x0 through a learned velocity field. The forward trajectory

can be defined as a linear interpolation between data and noise:

zT = (1− T )x0 + Tϵ, T ∈ [0, 1]. (4.1)

where zT is the intermediate latent state at time T , and the model is trained to predict the

velocity of this straight path:

vtarget = ϵ− x0. (4.2)
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To approximate this velocity field, SD3 uses a multimodal transformer architecture (MM-

DiT), which jointly encodes the noise latent zT at time T , and a text embedding c derived from

the concatenation of three frozen text encoders. The network outputs the predicted velocity

vector vθ(zT , T, c). The training phase minimizes the following conditional flow matching loss:

L = Ex0,ϵ,T

[
∥vθ (zT , T, c)− (ϵ− x0)∥2

]
, (4.3)

which encourages the network to predict the correct directional flow in the latent space that

aligns noise with the ground-truth image under the condition of the text prompt.

At inference time, the model starts from a Gaussian noise sample and integrates the learned

velocity field backward from T = 1 to T = 0 to predict the denoised latent z0, which is

subsequently decoded into the final image. This approach enables SD3 to generate semantically

aligned and high-fidelity images with fewer sampling steps compared to traditional diffusion

models.

4.3.2 Fused attention in Stable Diffusion 3

Stable Diffusion 3 proposes MM-DiT, a transformer-based architecture that integrates visual

and textual inputs through a fused attention mechanism. Rather than using cross-attention to

connect text and image features, SD3 treats image and text embeddings symmetrically within a

unified attention block. This setup allows both visual and textual features to interact with each

other, leading to improved faithful generation.

Let zT ∈ Rni×d denote the image embedding at the timestep T , and c ∈ Rnt×d represent the

text embeddings. These are independently projected to generate their respective queries, keys,

and values:

Qi = WQ
i zT , Ki = WK

i zT , Vi = W V
i zT , (4.4)

Qt = WQ
t c, Kt = WK

t c, Vt = W V
t c, (4.5)
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where WQ
i ,WK

i ,W V
i ,WQ

t ,WK
t ,W V

t ∈ Rd×dk 1 are learnable projection matrices, and dk is the

head dimension. The fused attention computation is then applied to concatenated queries, keys,

and values:

Q =

Qi

Qt

 , K =

Ki

Kt

 , V =

Vi

Vt

 . (4.6)

The full attention output is computed using standard scaled dot-product attention:

Attn(Q,K, V ) = softmax
(
QK⊤
√
dk

)
V

= softmax

(
Qi

Qt

[K⊤
i , K

⊤
t

]
√
dk

)Vi

Vt


=

softmax
(

Qi[K
⊤
i ,K⊤

t ]√
dk

)
softmax

(
Qt[K⊤

i ,K⊤
t ]√

dk

)
Vi

Vt


=

softmax
(

Qi,K
⊤
i√

dk

)
softmax

(
Qi,K

⊤
t√

dk

)
softmax

(
Qt,K⊤

i√
dk

)
softmax

(
Qt,K⊤

t√
dk

)
Vi

Vt


=

softmax
(

Qi,K
⊤
i√

dk

)
Vi + softmax

(
Qi,K

⊤
t√

dk

)
Vt

softmax
(

Qt,K⊤
i√

dk

)
Vi + softmax

(
Qt,K⊤

t√
dk

)
Vt


=

Attn(Qi, Ki, Vi) + Attn(Qi, Kt, Vt)

Attn(Qt, Ki, Vi) + Attn(Qt, Kt, Vt)



(4.7)

Here, Attn(Qi, Ki, Vi) denotes the self attention from image to image, Attn(Qi, Kt, Vt) de-

notes cross attention from image to text, Attn(Qt, Ki, Vi) denotes reversed cross attention from

text to image, and Attn(Qt, Kt, Vt) denotes self attention from text to text.

This decomposition illustrates that each query distributes attention over all key-value pairs,

and the final output is formed by additive contributions from each modality. Not only do image

1The timestep T is omitted for simplicity.
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queries interact with both image and text features, but text queries also attend to image con-

tent. This enables fine-grained semantic alignment and compositional generation. By unifying

intra-modal and inter-modal interactions within a single attention layer, MM-DiT simplifies the

architecture while enhancing its multimodal expressiveness.

4.3.3 Triplet generation

To evaluate gender bias and apply bias mitigation, we construct triplet prompts following the

method described in Chapter 3. In detail, we use captions sourced from four vision-language

datasets (GCC validation set [140], COCO [137], TextCaps [141], and Flickr30k [139]), as

well as a sentence set Profession generated from ChatGPT 3.5 [12]. From these captions, we

choose sentences that contain the word person or people as neutral prompts. We then create

feminine and masculine counterpart prompts by replacing person/people with woman/women

and man/men, respectively. For the profession set, we prepend female/male to the profession

name to construct feminine and masculine prompts.

Let pn, pf, and pm present the neutral, feminine, and masculine prompt, respectively. Their

corresponding text embeddings are denoted as cn, cf, and cm. Within the MM-DiT architecture

of Stable Diffusion 3, the fused attention output for each prompt type can be presented using

the following decompositions:

Attn(Qn, Kn, V n) =

Attn(Qn
i , K

n
i , V

n
i ) + Attn(Qn

i , K
n
t , V

n
t )

Attn(Qn
t , K

n
i , V

n
i ) + Attn(Qn

t , K
n
t , V

n
t )

 (4.8)

Attn(Qf, K f, V f) =

Attn(Qf
i, K

f
i , V

f
i ) + Attn(Qf

i, K
f
t, V

f
t )

Attn(Qf
t, K

f
i , V

f
i ) + Attn(Qf

t, K
f
t, V

f
t )

 (4.9)

Attn(Qm, Km, V m) =

Attn(Qm
i , K

m
i , V

m
i ) + Attn(Qm

i , K
m
t , V

m
t )

Attn(Qm
t , K

m
i , V

m
i ) + Attn(Qm

t , K
m
t , V

m
t )

 (4.10)

This attention mechanism serves as the foundation of our interpolation-based strategy for

mitigating bias in Stable Diffusion 3.
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Figure 4.2: Illustration of three interpolation strategies: text interpolation, pre-attention inter-

polation, and post-attention interpolation.

4.4 Method

Our goal is to mitigate gender bias in text-to-image generation by encouraging the model to

produce genuinely neutral images when given neutral prompts. We assume that the concepts

of feminine and masculine can span a semantic spectrum, and neutrality can be approximated

as a meaningful interpolation between the two. Note that we do not define neutrality by the

interpolated images themselves, but rather treat them as representations of neutrality, regardless

of the attributes of the generated faces. Given a neutral prompt pn, we construct its feminine and

masculine counterparts, pf and pm, respectively. Their corresponding attention computations are

given in Eq. 4.8, 4.9, and 4.10.

To mitigate bias in image generation, following [156], we propose three strategies for inter-

polation that are applied within Stable Diffusion 3 (see Figure 4.2), text embedding interpolation

(Sec. 4.4.1), pre-attention interpolation (Sec. 4.4.2), post-attention interpolation (Sec. 4.4.2).

The process of parameter selection are further discussed in Sec. 4.4.3.

4.4.1 Text embedding interpolation

As bias originates from the text embedding (as shown in Chapter 3), we first start with a direct

manipulation of the input text embedding. The interpolated text embedding cr can be defined
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as:

cr = (1− ω)cm + ωcf, ω ∈ [0, 1] (4.11)

where ω ∈ [0, 1] is an interpolation weight between the masculine cm and feminine cf.

Since the query, key, and value tensors used in attention computation are linear projections

of the text embeddings, the interpolation propagates as:

Qr
t = WQn

t cr, K rt
t = WKn

t cr, V rt
t = W Vn

t cr, (4.12)

where Qr
t, K

rt
t , and V rt

t are query, key, and value of the interpolated text embedding.

The attention output is:

Attntext_itp =

Attn(Qn
i , K

n
i , V

n
i ) + Attn(Qn

i , K
rt
t , V

rt
t )

Attn(Qr
t, K

n
i , V

n
i ) + Attn(Qr

t, K
rt
t , V

rt
t )

 (4.13)

4.4.2 Attention interpolation

To further refine control over the attention, we introduce two attention-level interpolation meth-

ods that operate on top of the text embedding interpolation. These strategies differ in the stage

of interpolation, either before or after attention computation.

Pre-attention interpolation

Pre-attention interpolation applies interpolation directly to the key and value before attention is

computed. Specifically, we interpolate both visual and textual key-value pairs:

K r
i = (1− ω)Km

i + ωK f
i , (4.14)

V r
i = (1− ω)V m

i + ωV f
i , (4.15)

K r
t = (1− ω)Km

t + ωK f
t, (4.16)

V r
t = (1− ω)V m

t + ωV f
t . (4.17)
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The fused attention is then computed using the interpolated key and value tensors:

Attnpre =

Attn(Qn
i , K

r
i , V

r
i ) + Attn(Qn

i , K
r
t, V

r
t )

Attn(Qr
t, K

r
i , V

r
i ) + Attn(Qr

t, K
r
t, V

r
t )

 (4.18)

Post-attention interpolation

In contrast to pre-attention interpolation, post-attention interpolation computes two separate

attention outputs using the feminine and masculine key-value pairs, and then interpolates their

resulting attention outputs:

Attnpost = (1−ω)

Attn(Qn
i , K

f
i , V

f
i ) + Attn(Qn

i , K
f
t, V

f
t )

Attn(Qr
t, K

f
i , V

f
i ) + Attn(Qr

t, K
f
t, V

f
t )

+ω

Attn(Qn
i , K

m
i , V

m
i ) + Attn(Qn

i , K
m
t , V

m
t )

Attn(Qr
t, K

m
i , V

m
i ) + Attn(Qr

t, K
m
t , V

m
t )


(4.19)

While both pre-attention and post-attention interpolation aim to mitigate bias by balancing

semantic influences, they operate at different levels of the attention mechanism and offer dif-

ferent trade-offs. Pre-attention interpolation interpolate the key and value before attention is

computed, thereby providing a more entangled and distributed form of control. This allows

the attention mechanism to softly align queries with interpolated feature, and it may reduce

strong gender-specific signals, potentially leading to overly neutral generation. In contrast,

post-attention interpolation computes full attention outputs conditioned on each gender-specific

representation independently and interpolates them afterward, preserving the semantic structure

of each source more. However, the post interpolation strategy might limit interaction between

modalities at a finer level, potentially overlooking the joint nature of MM-DiT. Thus, while post-

attention interpolation offers clearer interpretability and control over output composition, pre-

attention interpolation may better leverage the capacity of joint attention. The choice between

the two depends on the desired trade-off between semantic fidelity and interaction flexibility.
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4.4.3 Parameter selection

The interpolation weight ω governs the balance between masculine and feminine semantic rep-

resentations during image generation. Selecting appropriate values for ω is critical for achieving

both semantic neutrality and visual diversity in text-to-image generation. For the all three inter-

polation strategies introduced above, we apply a unified parameter selection process.

Following [156], we sample the interpolation weights ω from a Beta distribution. This en-

courages sampling from informative mid-range regions of the interpolation space [0, 1], avoid-

ing overdominance of either gender. Specifically, we define a Beta prior:

ω ∼ Beta(α, β), (4.20)

where α, β > 1 yields a bell-shaped distribution. Given a uniform sample v ∼ U(0, 1), we

obtain the corresponding interpolation coefficient as:

ω = F−1
B (v;α, β), (4.21)

where FB(·) denotes the inverse cumulative distribution function (CDF) of the Beta distribution.

To generate a candidate pool of k interpolation weights {ω1, . . . , ωk}, we first initialize the

Beta parameters (α, β) and select a starting interpolation weight ωref in the middle of the range.

The endpoints ω = 0 and ω = 1 correspond to the masculine image Im and the feminine

image If , respectively. For each intermediate ωi, we generate an image Ii and compute its

perceptual distances to its neighbors using a CLIP-based distance P (·, ·). Let Iref denote the

first interpolated image with ωref. If

P (Iref, Im) < P (Iref, If ), (4.22)

we infer that Iref is closer to the masculine and thus sample the next one between Iref to the

feminine one, i.e., ω in the interval (ωref, 1). Otherwise, we sample ω from (0, ωref). The

process applies k times. The Beta parameters α and β are updated iteratively to reflect observed

perceptual distances, effectively adapting the prior to the current sampling trajectory.
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After generating k interpolated images and computing all pairwise perceptual distances, we

select a smooth subsequence of n images I1:n that minimizes the maximum pairwise distance

along the path:

min
1≤i1<···<in≤k

max
1≤j<n

∣∣P (Iij , Iij+1
)
∣∣ . (4.23)

This smooth path selection encourages gradual transitions and filters out samples that cause

abrupt semantic shifts, therefore enhancing the stability of neutral image generation.

In practice, we set k = 1.5n to maintain sufficient diversity while keeping the low compu-

tational cost. By combining Beta prior sampling with smooth sequence selection, our method

efficiently explores the interpolation space and adaptively selects balanced, visually coherent

neutral images without the need of exhaustive grid search or model fine-tuning.

4.5 Experiments

In this section, we first present the details of the image generation process (Sec. 4.5.1), then

introduce the evaluation metrics for bias mitigation and image quality (Sec. 4.5.2). We then

analyze the results in terms of both bias mitigation and generation quality, followed by further

ablation analysis.

4.5.1 Image generation details

Prompt preparation We conduct our experiments on four vision-language datasets, GCC

validation dataset [140], COCO [137], TextCaps [141], Flickr30k [139], and one sentence set,

Profession, which consists of occupational sentences generated by ChatGPT 3.5 [12]. For the

vision-language datasets, we extract neutral prompts by selecting captions that contain the word

person or people, while excluding any gender-specific words (e.g., brother, mother, etc). For the

Profession set, which is introduced in Chapter 3, neutral prompts are those that simply mention

the profession.
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To construct gender-specific counterparts, we modify the neutral prompts. In the vision-

language datasets, we substitute person/people to woman/women or man/men to construct fem-

inine and masculine prompts, respectively. For the Profession set, we prepend female/male on

the profession name to form feminine and masculine prompts, respectively. For each dataset,

we randomly sample N = 100 neutral prompts and generate images using 3 different seeds per

prompt.

Interpolation details Our interpolation method is implemented based on Stable Diffusion 3

medium2. Given a neutral prompt, we first generate gendered images using the corresponding

feminine and masculine prompts. Then, we create a set of interpolated images by applying

interpolation either in the text embedding or within attention mechanism.

We generate k = 7 images per prompt, including the interpolation images as well as fem-

inine and masculine images. From these, we select n = 5 images that form a perceptually

smooth interpolation path. This results in three intermediate interpolations between the fem-

inine and masculine endpoints. All generations share the same initial noise. The inference

applies 28 denoising steps.

For beta prior distribution, we set α = 3, β = 3 as initial parameters. The warm-up ratio

controls when interpolation is applied during the denoising process. For text interpolation, we

apply interpolation across all steps (warm-up ratio is 100%). For attention-based interpolation

(pre-attention and post-attention), we set the warm-up ratio to 20%, maintaining high-level

semantic information and high-quality of the generations.

4.5.2 Metrics

We evaluate our method using two categories of metrics: gender bias mitigation evaluation and

image quality evaluation. The goal is to quantify both the effectiveness of our interpolation

strategies in mitigating bias and their impact on visual quality and coherence.

2https://huggingface.co/stabilityai/stable-diffusion-3-medium
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Bias evaluation

To evaluate gender bias, we compute cosine similarity across the three spaces during the gen-

eration process: prompt space, denoising space, and image space, following Chapter 3. Based

on these similarities, we compute a bias mitigation score that reflects how effectively bias is

mitigated.

Prompt space We define the prompt space using the text embeddings of the input prompts.

Specifically, we compute cosine similarity between either the original neutral embedding cn or

the interpolated embedding cr and the gendered embeddings cf (feminine) and cm (masculine).

The average similarity across all prompts is:

sP(neu/interpolation, fem/mas) =
1

|N |
∑

cos(c, c′), c ∈ {cn, cr}, c′ ∈ {cf, cm} (4.24)

where N is the number of neutral prompts.

Denoising space The denosing space is taken from the last step of the denoising process when

T = 0. The cosine similarity in denoising space can be presented as:

The denoising space corresponds to the latent embeddings at the final denoising step (T =

0). We compute cosine similarity between the embedding of neutral or interpolated images and

those of the gendered images:

sD(neu/interpolation, fem/mas) =
1

|N |
∑

cos(z0, z′0), z0 ∈ {zn
0, z

r
0}, z′0 ∈ {zf

0, z
m
0 },

(4.25)

where zn
0, z

r
0, z

f
0, and zm

0 are the embeddings in the denoising space for the neutral, interpolated,

feminine, and masculine images, respectively.

Image space To capture perceptual and semantic differences at the image level, we compute

cosine similarity in the image space using multiple complementary methods. SSIM evaluates
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structural similarity, measuring pixel-level correspondence. For high-level semantic similarity,

we extract latent features using pre-trained models, the final layer of ResNet-50 [71], the image

encoder from CLIP ViT-B/323 [26], and the final layer of DINO-s16 [52]. These are referred

to as ResNet, CLIP, and DINO, respectively. We then compute the cosine similarity between

the interpolated (or neutral) image and each gendered counterpart to quantify bias at different

representational levels.

Bias mitigation score We define a bias mitigation score B to quantify the extent to which bias

is mitigated through interpolation. Let x represents embeddings either the neutral embedding

Xneu or the interpolated embedding Xitp, where X denotes the latent embeddings of all the

samples in the given space. The bias distance Dspace(x) is computed as:

Dspace(x) = |sspace(x,Xfem)− sspace(x,Xmas)| , x ∈ {Xneu,Xitp}, (4.26)

where Xfem and Xmas denote the embedding of the feminine and masculine, respectively.

The bias mitigation score is then defined as the reduction in bias distance after applying

interpolation:

B = Dspace(Xneu)−Dspace(Xitp). (4.27)

A positive value of B indicates that the interpolated image exhibits more balanced similarity

to both gendered counterparts, thereby mitigating bias and yielding a more neutral representa-

tion. Conversely, a negative B suggests that interpolation has amplified bias.

Generation evaluation

To evaluate the quality and behavior of generated interpolations, we adopt three metrics from

[156]: Consistency, Smoothness, and Fidelity. These metrics evaluate whether the generated

interpolations produce high-quality, coherent sequences while maintaining high fidelity to the

original generation distribution.
3https://github.com/openai/CLIP
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Consistency Consistency measures local coherence between adjacent interpolated images.

Let P (·, ·) denote perceptual distance measured using LPIPS [182]. We use CLIP as the extrac-

tor. For a sequence of n interpolated images I1:n, the consistency score C is defined as:

C (I1:n;P ) =
1

n− 1

n−1∑
i=1

P (Ii, Ii+1) . (4.28)

A lower value of C indicates that each image is perceptually close to its neighbors, suggest-

ing a smooth and semantically coherent transition. This ensures that the selected neutral image

arises from a trajectory that follows the visual semantics of both gendered images.

Smoothness While consistency captures local similarity between adjacent images, the smooth-

ness score S evaluates the uniformity of change across the entire interpolation sequence. It is

defined using the Gini coefficient G(D) computed over the LPIPS distances between neighbor-

ing image pairs. Let the LPIPS distances be denoted as:

D = {d1, · · · , dn−1},where di = P (Ii, Ii+1). (4.29)

Then the Gini coefficient G(D) is given by:

G(D) =

∑n−1
i=1

∑n−1
j=1 |di − dj|

2(n− 1)
∑n−1

i=1 di
, (4.30)

and the smoothness score S is defined as:

S(I1:n;P ) = 1− G(D). (4.31)

A higher smoothness score S indicates more uniformly perceptual changes throughout the

sequence, suggesting that interpolation progresses at a steady semantic pace without abrupt

transitions.

Fidelity Fidelity evaluates how closely interpolated images match the distribution of the im-

ages generated from the original Stable Diffusion 3. We use the Fréchet Inception Distance

(FID) [133] between the set of interpolated images and the original gendered endpoints. Let
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Iend = {If, Im} and Iitp be the interpolated set (excluding endpoints). The FID score F is

defined as:

F = FID(Iend, Iitp). (4.32)

A lower FID indicates that the interpolated images are closer in distribution to those gener-

ated from the feminine and masculine prompts, implying better visual fidelity.

4.5.3 Results analysis

Bias in Stable Diffusion 3

We begin by evaluating gender bias in the original Stable Diffusion 3 by computing the simi-

larity between neutral and gendered images across the three spaces. Results in Table 4.1 show

that the difference in the prompt space is nearly zero, indicating that the neutral and femi-

nine/masculine text embeddings are similar. However, noticeable disparities remain in both

denoising and image spaces, where neutral representations are consistently closer to masculine

ones. This reflects that gender bias persists in Stable Diffusion 3, aligning with observations in

Chapter 3, and motivates the need for bias mitigation.

Bias mitigation evaluation

We evaluate the effectiveness of our bias mitigation strategies using the bias mitigation score

B, computed across three spaces (prompt, denoising, image) and five datasets, under three in-

terpolation methods: text, pre-attention, and post-attention interpolation.

Figure 4.3 shows results where the neutral image is randomly selected from the interpolation

images. All three interpolation methods consistently mitigate bias in the prompt space across

all datasets. In most cases, bias is also mitigated in the denoising and image spaces, with the

exception of the CLIP space and the Profession dataset.

Surprisingly, the Profession dataset exhibits the lowest bias initially in most spaces (ex-

cept CLIP), suggesting that prompts containing professions may be inherently more balanced.
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dataset pairs text space denoising space
image space

SSIM ResNet CLIP DINO

GCC
(neu, fem) 0.9984 0.7410 0.5120 0.8369 0.7739 0.6662

(neu, mas) 0.9984 0.7545 0.5223 0.8445 0.7747 0.6764

COCO
(neu, fem) 0.9985 0.7582 0.5139 0.8168 0.8148 0.7221

(neu, mas) 0.9986 0.7725 0.5278 0.8725 0.8064 0.7296

TextCaps
(neu, fem) 0.9988 0.7282 0.4887 0.8489 0.7589 0.6948

(neu, mas) 0.9987 0.7528 0.4986 0.8621 0.7672 0.7178

Flickr30k
(neu, fem) 0.9984 0.7835 0.5005 0.8508 0.8058 0.7130

(neu, mas) 0.9986 0.8003 0.5227 0.8730 0.8020 0.7390

Profession
(neu, fem) 0.9933 0.7169 0.5100 0.8242 0.8243 0.6202

(neu, mas) 0.9933 0.7251 0.5063 0.8276 0.8221 0.6242

Table 4.1: Cosine similarity between the neutral prompts and the counterpart prompts (feminine

and masculine) across different spaces including text, denoising, and image (SSIM, ResNet,

CLIP, and DINO). Results are computed using Stable Diffusion 3.
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Figure 4.3: Bias distance across three interpolation strategies when neutral images are se-

lected randomly from the interpolations. The black line represents the original bias distance

Dspace(Xneu) in Stable Diffusion 3, while arrow endpoints indicate the bias distance Dspace(Xitp)

after applying mitigation. A downward arrow corresponds to a positive bias mitigation score B,

indicating bias is successfully mitigated.

However, after interpolation, the bias distance occasionally increases. This may be due to the

construction of gendered prompts in this set – by prepending female or male – which may not

yield effective counterparts for this interpolation-based mitigation.

To explore a broader candidate pool for neutrality, we additionally include masculine and

feminine images alongside interpolations when selecting the neutral output. As shown in Fig-

ure 4.4, this setup may sometimes increase bias, which may be caused when gendered images

are selected as neutral. The results highlight the importance of using interpolated representa-

tions that are explicitly designed to balance between the gendered endpoints, rather than relying

on original gendered images.
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Figure 4.4: Bias distance when neutral images are sampled from interpolations, as well as from

original feminine and masculine images. A downward arrow indicates mitigated bias compared

to the original Stable Diffusion 3 (black line).

Image generation evaluation

To evaluate the visual quality of the interpolated neutral images, we compute Consistency,

Smoothness, and Fidelity across all datasets. The results are presented in Table 4.2.

Across the five datasets, a consistent trend emerges: text interpolation achieves the highest

smoothness, while post-attention interpolation performs best in terms of both consistency and

fidelity. Text interpolation operates solely on the text embedding, which results in perceptually

uniform transitions without abrupt semantic shifts, thereby yielding smoother interpolations. In

contrast, post-attention interpolation modifies the output of the attention mechanism, preserving

structural coherence and generating outputs that are more similar to those of the original Stable

Diffusion 3 model.

Pre-attention interpolation performs comparably to post-attention in both consistency and
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smoothness, suggesting that interpolating key and value is effective. However, post-attention

interpolation slightly outperforms it in consistency and fidelity, indicating that manipulating the

attention output directly may more effectively maintain structural integrity and overall visual

quality.

Qualitative results

Figure 4.5 presents the neutral images generated using our bias mitigation method across three

interpolation strategies. The results demonstrate that our method successfully produces individ-

uals with diverse demographic characteristics. Notably, it generates uncommon combinations

such as a person with masculine facial features wearing a dress (middle image in the third and

fourth rows on the left), highlighting a broader and more inclusive range of attributes. In the ex-

ample on the right, which involves two people, our method maintains high image quality while

also generating underrepresented demographics such as elderly individuals, an aspect typically

absent in neutral prompt generations.

Warm-up ratio

In diffusion models, earlier denoising steps tend to encode high-level semantic information,

while later steps focus on refining low-level details. To balance image quality and bias miti-

gation, we introduce a warm-up ratio that controls how many denoising steps interpolation is

applied to.

Figure 4.6 illustrates the effect of different warm-up ratios in post-attention interpolation. As

the number of interpolated steps increases, particularly above 50%, visual artifacts emerge and

become increasingly apparent. This suggests that excessive interpolation disrupts the model’s

ability to preserve image fidelity.

To identify an optimal trade-off between image quality and bias mitigation, we evaluate

the bias distance on post-attention interpolation under three warm-up ratios: 10%, 20%, and

30%. As shown in Figure 4.7, the 20% setting consistently achieves the lowest bias across all

evaluated spaces. Based on these results, we adopt 20% as the default warm-up ratio in all main
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dataset interpolation consistency ↓ smoothness ↑ fidelity ↓

GCC

text 0.2431 0.8387 43.030

pre-attn 0.2078 0.8178 41.260

post-attn 0.2044 0.8188 41.180

COCO

text 0.2140 0.8425 43.920

pre-attn 0.1834 0.8124 43.330

post-attn 0.1836 0.8263 43.051

TextCaps

text 0.2494 0.8440 46.187

pre-attn 0.2069 0.8265 43.866

post-attn 0.2024 0.8207 43.870

Flickr30k

text 0.2103 0.8363 45.316

pre-attn 0.1822 0.8169 43.863

post-attn 0.1813 0.8225 43.476

Profession

text 0.2380 0.8478 42.055

pre-attn 0.1990 0.8149 41.473

post-attn 0.1982 0.8214 41.313

Table 4.2: Evaluation of interpolation quality across datasets. Lower consistency indicates

better visual coherence between neighboring images, higher smoothness reflects more uniform

transitions across the interpolations, and lower FID suggests higher fidelity to the original data

distribution.
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experiments.

4.6 Limitations

While our method offers a lightweight and training-free approach to generate diverse neutral

images for mitigating gender bias in text-to-image generation, several limitations remain.

Limited visual attribute control Our method does not control every element in the generated

image. Although we interpolate between gendered images to increase neutrality at the image

level, the method does not support fine-grained control over specific visual attributes such as

clothing (e.g., suits or dresses) or background context (e.g., presence of an audience). The

objective is to make the overall image appear neither skewed toward feminine nor masculine,

rather than focusing only on limited elements like facial features. As such, some unintended

associations may still persist in the generated image.

Lack of demographic attribute assignment While we aim for neutrality by interpolating

across gendered representations, we do not have control over other demographic characteristics

(e.g., race, or age) of the faces generated in the images. However, this is also a fundamental

limitation of the original neutral prompts themselves, which are inherently not tailored to any

specific attributes.

Indirect neutral image generation Our method generates multiple candidate images and

selects one to promote diversity and reduce bias. However, it does not directly predict the

distribution of neutral images. Learning the distribution of neutral to improve efficiency is one

of the directions for future work.

Discontinuity in interpolation As the distribution of representations may be not continuous,

applying interpolation between two points (particularly in the text space) may result in abrupt
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changes in the output. Although attention interpolation helps smooth the transitions, this issue

still persists and requires further exploration in the future.

Limited to gender bias As our method do not fine-tuning the model and targets only gender

bias, the inherent bias of the pre-trained model persist and other bias including race, age, and

cultural bias may not be fully mitigated through our interpolation strategy alone. Extending this

strategy to adopt to a wider range of societal bias is an important direction for future research.

Limited evaluation metrics The evaluation of bias mitigation in generative models remains

inherently challenging. While we adopt quantitative metrics such as LPIPS and bias distance,

these do not fully reflect the bias or diversity of all the elements in the image, such as the outfits,

the background, etc. A more holistic evaluation framework would be beneficial.

Dependency on attention module Our method is designed for models that contain attention

mechanisms, particularly the MM-DiT backbone used in Stable Diffusion 3. As the interpola-

tion is applied to the attention module, it may not be directly applicable to architectures that do

not reply on attention (e.g., GAN-based or diffusion models with other conditioning strategies).

4.7 Summary

In this chapter, we proposed a training-free method to mitigate gender bias in text-to-image

generation. By interpolating between feminine and masculine embeddings within both the text

embedding and attention modules of Stable Diffusion 3, our approach generates fairer and more

diverse outputs for neutral prompts. This method does not require model fine-tuning or addi-

tional data, making it lightweight and easy to integrate into existing Stable Diffusion 3-based

models. Among the three proposed interpolation strategies explored, post-attention interpola-

tion yields the best performance. Our experiments demonstrated that our approach effectively

reduces representational disparities while maintaining high image quality and semantic align-

ment.
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person performs onstage during the festival day

Text

Pre-attn

Post-attn

Masculine Neutral Feminine
two people stand next to a wood cross on a grassy hill

Masculine Neutral Feminine

Figure 4.5: Qualitative results on the neutral images generated from three strategies: text inter-

polation (second row), pre-attention interpolation (third row), and post-attention interpolation

(fourth row). The top row shows images generated by the original Stable Diffusion 3 using

the masculine, neutral, and feminine prompts. The examples illustrate that our method enables

the synthesis of demographically diverse and high-quality outputs, including uncommon com-

binations of attributes and underrepresented groups. The neutral prompts are shown above the

examples.
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30% steps

50% steps

80% steps
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No attention
interpolation

feminine masculineneutral

Figure 4.6: Interpolations under different warm-up ratios (10%, 30%, 50%, and 80%) in post-

attention interpolation. More steps are interpolated (especially over 50%), more artifacts appear

in the output images.
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Figure 4.7: Bias distance across three warm-up ratios (10%, 20%, 30%) in post-attention inter-

polation, evaluated on the COCO dataset. Lower values indicate better bias mitigation. The

baseline (no interpolation) is shown in orange.
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Chapter 5

Conclusion

This thesis studied the impact of text-to-image models on art and society. On the one hand,

we explored generative models as a powerful tool for artistic understanding. On the other hand,

we introduced a critical evaluation of gender bias in generative models and further proposed

a lightweight approach to mitigate bias without model fine-tuning. Investigating both artistic

analysis and social responsibility, this work offered a comprehensive investigation into how

generative models influence art and society.

To explore the use of generative models for art analysis, we proposed GOYA, a novel frame-

work that leverages synthetic data from Stable Diffusion to disentangle content and style with

contrastive learning. Our evaluation demonstrates the effectiveness of the method for down-

stream tasks such as classification and retrieval, highlighting the potential of generative models

in contributing to the digital humanities.

To address the ethical considerations, we introduced an automatic protocol for evaluating

gender bias in text-to-image generation. We examine representational disparity across several

stages of generation, object co-occurrence in the images, and prompt-image dependencies. Our

results show that bias originates from text embedding, perpetuates throughout the generation

process, and manifests across the entire image.

Building on these findings, we further presented a training-free interpolation method to

mitigate gender bias by interpolating feminine and masculine embeddings within both the text
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embedding and attention module of Stable Diffusion 3. This plug-and-play approach reduces

disparities while preserving image quality, offering a practical solution for fairer and diverse

outputs.

In conclusion, these contributions highlight the potential of generative models not only for

creating visual content but also for representation learning. However, as these models contain

inherent bias, we should be cautious when using them. We hope that the findings and methods

in the paper serve not only as a foundation for future research but also as a guide for the ethical

development and application of text-to-image models in society.
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