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Abstract

The interaction between liquids and plasmas has been studied extensively in recent
decades, driven by the burgeoning applications of atmospheric-pressure plasmas to
the fields of medicine and biology. Plasma-based medical therapies necessitate a
thorough understanding of plasma-liquid interactions, as most living cells are en-
veloped by fluids that mediate the plasma’s contact with cells. Plasma interaction
with liquids generates a plethora of reactive oxygen and nitrogen species (RONS).
RONS are typically categorized into fast-reacting and slow-reacting species based
on their reaction rates. Observation of fast-reacting RONS in a liquid phase, how-
ever, poses significant experimental challenges because their reactions are too fast
to be observed optically. Furthermore, if fast-reacting RONS enter the liquid from
the gas phase, their reactions typically take place in a very thin layer with a depth
of about 1 µm at the gas-liquid interface (i.e., the liquid surface). Therefore, for a
better understanding of the dynamics and chemical reactions of RONS in a liquid
phase, sophisticated computational simulations are needed to unravel the intricate
mechanisms of plasma-liquid interactions.

To investigate the critical reaction pathways in plasma-liquid interactions, this
study utilized two simulation methodologies: a global (0-dimensional or 0D) model
focusing on liquid-phase chemical reactions and a 1D model incorporating liquid-
phase reactions and transport phenomena. The liquid of interest in this study was
phosphate-buffered saline (PBS), in which the pH value stays at 7, and chlorine ions
(Cl+) typically produce hypochlorous acid (HOCl) when the solution is exposed to
a plasma. This study initially investigated the influence of charge-neutral RONS
generated in plasmas on chemical reactions within a PBS solution. Subsequently,
the impact of time-dependent fluxes of electrically charged species (i.e., electrons
and ions) on chemical reactions in a PBS solution was examined.
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ii ABSTRACT

The global model investigation of neutral species unraveled two crucial re-
action pathways leading to hydrogen peroxide (H2O2) decomposition by Cl+ in
PBS solutions; one is the “direction decomposition of hypochlorite ion (ClO– )”
and the other is the “chlorine monoxide (ClO) cycle.” The 1D reaction-transport
simulation also found that these were the main decomposition mechanisms for
H2O in a PBS solution, providing spatial resolution of reaction events within the
solution. The study also examined liquid-phase chemical reaction dynamics for
pulsed plasma discharges and demonstrated that the influxes of electrons and ions
to a PBS solution led to the generation of stable chemical species such as H2O2,
NO2, and NO2

– . Although electrons and ions are typically fast-reacting species,
the overall reactions were found to be slow, and, therefore, pulsed discharges and
steady-state fluxes of charged species caused similar effects on the generation of
slow-reacting stable chemical species in a PBS solution.

Keywords: Plasma-liquid interactions, Reactive oxygen and nitrogen species
(RONS), Global model, Reaction-transport simulation, PBS-like solution, H2O2,
Chlorine monoxide cycle, Charged species, Pulse discharge, Continuous discharge
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Chapter 1

Introduction

Plasma is the fourth state of matter, distinct from the three familiar states: solid,
liquid, and gas. It is created by ionizing a gas, which means stripping electrons
away from atoms, leaving them as positively charged ions. However, not all ionized
gases are considered plasma. According to Francis F. Chen in his book “Introduc-
tion to Plasma Physics and Controlled Fusion,” plasma is a quasi-neutral gas of
charged and neutral particles that exhibit collective behavior.[40]

• Quasi-neutral means that the net charge of the plasma is approximately
zero, with an equal number of positive and negative charges. However, this
does not imply that there is no recombination between positive and negative
charges. At certain conditions, such as low temperatures, recombination can
occur, leading to a neutral charge state.

• Collective behavior refers to the tendency of charged particles in plasma to
be influenced by other charged particles in their vicinity. This is in stark
contrast to the behavior of neutral gas molecules, where particle motion is
primarily affected by collisions.

In contrast to ordinary air, where molecules are neutral and collisions dictate
their movement, plasma exhibits unique properties due to its charged nature:

• Current formation: Charged particles in plasma can move under the influence
of electric and magnetic fields, creating electric currents.

1
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• Magnetic field generation: The motion of charged particles in plasma can
generate magnetic fields, which can further influence the behavior of the
plasma itself and surrounding materials.

The term “plasma” was first introduced by Irving Langmuir in his 1928 publi-
cation in the Proceedings of the National Academy of Sciences. Langmuir, along
with Tonks and their collaborators, conducted the initial research on plasma in the
1920s.[246] This research was driven by the need to develop vacuum tubes capable
of storing large amounts of charge, which led to the investigation of gas ionization
within these tubes. Their studies yielded the observation of a weakly ionized phe-
nomenon with glowing charges. These early investigations laid the foundation for
the utilization of plasma in semiconductor manufacturing, where it plays a crucial
role in the etching process.

Subsequent advancements expanded the applications of plasma beyond its ini-
tial use in vacuum tubes. While most plasma is generated within vacuum systems,
it can also be produced at atmospheric pressure. For instance, plasma jets uti-
lizing argon and helium gases can be ionized using radio frequency power. This
breakthrough enabled the development of pencil-sized devices that have found
applications in the biomedical field.

1.1 Low temperature and atmospheric pressure
plasma

The first recorded observation of low-temperature plasma (LTP) can be attributed
to Jean (Félix) Picard in 1676. During his experiments with a barometer tube,
Picard noticed a visible glow emanating from the tube. This glow was attributed
to the friction between the tube and the mercury atoms within.[251] While the
concept of plasma was not formally introduced until 1927 by Irving Langmuir,
Picard’s observation laid the foundation for the understanding of LTP phenomena.

Low-temperature plasma (LTP) and atmospheric pressure plasma (APP) are
essential for the utilization of plasma in medical applications. This is due to the
sensitivity of biological cells to heat and the impracticality of subjecting them to
low-pressure environments.[134, 132, 133] Several plasma generators are employed
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in LTP and APP systems, including dielectric barrier discharge (DBD) and plasma
jet. Plasma jets are particularly prevalent due to their portability and additional
advantages.

In this study, a non-equilibrium atmospheric pressure plasma jet (NAPPJ) was
employed. The plasma jet consisted of a 1 mm diameter tungsten electrode with
a sharp tip, encased within a quartz tube having outer and inner diameters of 3
mm and 1.9 mm, respectively. The gas flow rate was maintained at 1.5 standard
liters per minute (slm). The gases utilized were pure argon, argon with 0.27%
humidified water, argon with 0.1% air, and argon with 0.1% oxygen.[240]

1.2 Plasma for medical and biological science
In recent years, plasma has emerged as a transformative force in the fields of
medicine and biology. Its unique properties have propelled it to the forefront
of innovative treatment strategies, offering distinct advantages over traditional
chemical and other therapeutic methods. Plasma’s remarkable attributes include:

• Minimally Invasive: Plasma therapy offers a non-invasive or minimally in-
vasive approach, minimizing tissue damage and discomfort for patients.

• Broad-Spectrum Efficacy: Plasma exhibits a broad spectrum of therapeutic
effects, effectively targeting a wide range of pathogens, including bacteria,
viruses, and fungi.

• Faster Treatment Times: Plasma therapy often demonstrates accelerated
healing and treatment times compared to conventional methods, leading to
quicker patient recovery.

These compelling advantages have positioned plasma as a frontrunner in the
development of next-generation treatment modalities for a variety of medical con-
ditions, including:

• Wound Healing: Plasma therapy has demonstrated remarkable efficacy in
promoting wound healing, accelerating tissue regeneration, and reducing in-
flammation.
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• Cancer Treatment: Plasma’s ability to selectively target cancer cells while
minimizing harm to healthy tissues holds immense promise for cancer treat-
ment.

• Antimicrobial Properties: Plasma’s broad-spectrum antimicrobial activity
offers a powerful tool against drug-resistant pathogens and infections.

The therapeutic applications of plasma in medicine are intrinsically linked to
its interactions with cells. However, cells are typically surrounded by a complex
biological fluid environment, posing a challenge for direct plasma-cell interactions.
To overcome this barrier, plasma interacts with the surrounding fluid, which in turn
mediates its effects on the target cells. This intricate interplay between plasma
and liquid necessitates a deep understanding of plasma-liquid interactions, giving
rise to a dedicated field of research.

Investigating plasma-liquid interactions is essential for comprehending the in-
tricate mechanisms underlying plasma’s therapeutic effects. Researchers employ a
combination of experimental and simulation techniques to delve into this complex
interplay. Among the various studies exploring plasma-liquid interactions, Wende
et al.’s research on plasma interaction with PBS (phosphate-buffered saline) solu-
tion stands out. PBS, closely resembling human body fluids, serves as a surro-
gate environment to understand plasma’s interactions before it encounters cells.
Wende’s study employed four different gas feed mixtures: pure argon, humidified
argon (0.27%), to argon/oxygen (1%) and argon/air (1%).

Investigation byWende et al.[240] reveals that the feed gas significantly impacts
cell viability within PBS subjected to plasma irradiation. Apart from the feed
gas, the distance between the jet tip and the solution also influences cell viability.
Simulation results indicate that plasma emission generates various gas species. The
density of the generated gas species is dependent on the feed gas. Additionally,
the distance from the jet tip also affects the density of the generated species. This
aligns with the theory that gases passing through the RF jet acquire charge. These
charged gases subsequently interact or collide with air, producing charged species.
Ultimately, the charged species react with oxygen and nitrogen in ambient air,
forming reactive oxygen nitrogen species (RONS). RONS concentration varies in
accordance with the jet tip distance.
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Pre-existing RONS interact with PBS and infiltrate it, leading to subsequent
reactions and the formation of new species. These newly formed species inevitably
contain chlorine, as NaCl is a major component of PBS. Chlorine-related species
are known to act as antimicrobial agents, suggesting that their presence likely
influences the lifespan of cells within PBS. Additionally, hydrogen peroxide (H2O2),
a common component of solutions, also plays a crucial role in determining cell
viability. Understanding the reaction mechanisms within these solutions is both
essential and challenging.

Direct observation of chemical reaction processes during plasma-liquid interac-
tions is extremely challenging, if not impossible. This is due to the rapid formation
and decomposition of numerous species within a short time-frame. To facilitate
investigation, modeling and simulation tools are essential for elucidating the mech-
anisms governing plasma-liquid interactions.

1.3 Modelling
The inherent limitations of experimental techniques in capturing the intricacies of
interspecies interactions necessitate the adoption of simulation-based approaches
to address these shortcomings. Conventional investigative strategies for plasma-
liquid interactions predominantly rely on global models (0D) and liquid simula-
tions.

Global models (0D) represent a simplified modeling approach, assuming a ho-
mogeneous liquid phase, where the solution is considered to be rapidly and per-
fectly stirred. Despite their simplicity, global models can be effectively employed
to analyze chemical reactions occurring within the solution induced by plasma-gas
interactions. The goal of employing global models is to elucidate reaction mech-
anisms that remain elusive to experimental observation. A detailed discussion of
global models is provided in sub-section 2.1.

The second model employed is 1D reaction-transport simulation, a one-dimensional
fluid flow model that solely considers the depth dimension of the solution. This
model assumes that the solution moves into the reactor along with the occurrence
of chemical processes between species. This assumption leads to more realistic
calculations that align with actual experimental conditions. The key distinction
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between 0D and 1D models lies in the assumption of solution homogeneity. While
0D models assume a homogeneous solution due to fast stirring, 1D models elimi-
nate this assumption and perform reaction calculations at each depth point. Con-
sequently, computations in 1D models are slower compared to 0D models. A
detailed discussion of 1D models is provided in sub-section 2.2.

Both 0D and 1D models were employed in this study to investigate reaction
mechanisms among species within a PBS-like solution, aiming to gain a com-
prehensive understanding beyond the reach of experimental observation. These
models were selected due to their widespread use by other researchers and their
proven accuracy. Both models were originally developed in our lab by Kazumasa
Ikuse, and we modified them to suit our specific needs. The modifications involved
adjusting the number of reactions considered, the number of species involved, and
the code for post-processing computational results.

1.4 Motivation
Plasma-based medical therapies hold immense promise due to unique advantages
over conventional treatment methods. These advantages include the absence of
systemic drug administration, enabling targeted treatment of specific areas, unlike
chemotherapy. Consequently, plasma therapy represents a promising frontier in
medical advancements. Despite extensive experimental investigations, the under-
lying mechanisms of plasma irradiation remain elusive. A thorough understanding
of the interactions between plasma irradiation and cells, along with their surround-
ing fluids, is crucial for optimizing plasma therapy applications in medicine.

Recognizing the critical importance of elucidating the fundamental mechanisms
governing plasma interactions with cells and their surrounding fluids, we are driven
to investigate the intricate interplay between plasma and phosphate buffered saline
(PBS) solution. PBS serves as a surrogate for biological fluids due to its composi-
tional similarity to human body fluids. This research aims to unravel the reaction
mechanisms between plasma and PBS, leading to the identification of the reaction
pathway within PBS. Determining the reaction sites is paramount, as it will re-
veal the chemical species that can penetrate the solution and interact with cells.
Furthermore, plasma is a charged gas emitted in a pulsed mode, necessitating a
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thorough understanding of the influence of charge on PBS and the effects of pulsed
irradiation. Ultimately, this comprehensive investigation will unravel the holistic
nature of plasma-PBS interactions.

PBS is a solution composed of 137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4,
and 1.8 mM KH2PO4. Among these components, NaCl is present at the highest
concentration. It is well-established that plasma irradiation typically generates
reactive oxygen and nitrogen species (RONS), with hydrogen peroxide (H2O2)
being one of the dominant species.

H2O2 plays a crucial role in various biomedical applications, including disin-
fection, sterilization, therapeutic treatments, and pollutant degradation. It is also
known that H2O2 can react with chlorine solutions, commonly found in several
liquids, including PBS. When chlorine encounters H2O2, it will inevitably react,
yielding byproduct species.

Understanding the decomposition process involving chlorine and H2O2 is para-
mount in the field of plasma-liquid interaction, as H2O2 generated by plasma will
invariably encounter chlorine solutions in numerous applications. Comprehending
how H2O2 interacts with ClO–/HOCl is critical due to:

1. Synergy and Antagonism: The reactions between H2O2 and chlorine species
can produce other highly reactive free radicals (e.g., Cl•, O2

•– ) that enhance
disinfection efficiency or pollutant degradation. However, under certain con-
ditions, these reactions can also serve as undesirable decomposition pathways
for H2O2 or ClO–/HOCl, thereby reducing the overall effectiveness of the
plasma-liquid system.

2. Process Optimization: To optimize the performance of plasma-liquid sys-
tems (e.g., for bacterial inactivation, pollutant degradation, or plant growth
stimulation), it is essential to control the type and concentration of reactive
species generated. Understanding the kinetics of H2O2 decomposition by
chlorine species enables researchers to refine plasma parameters and liquid
composition.

To facilitate a well-structured and efficient investigation, we have divided the
research into three distinct phases:
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1. Global Model Investigation: This phase focuses on elucidating the reaction
mechanisms within the PBS solution using a global model. The primary
objective is to identify the reaction pathway in the PBS-like solution. The
global model enables extended time-scale investigations.(Chapter 3)

2. Reaction Site Investigation: This phase employs 1D reaction-transport sim-
ulation to pinpoint the locations of chemical reactions. The outcome is to
determine the depth at which chemical reactions occur, thus revealing the
reaction sites. (Chapter 4)

3. Pulsed Injection and Charged Species Investigation: This phase utilizes
pulsed injection to investigate the behavior of charged species within the
PBS-like solution. The goal is to understand the effects of charged species
upon entering the solution and to determine whether pulsed injection has a
distinct impact compared to continuous injection.(Chapter 5)



Chapter 2

The description on how
mathematical model work to
simulate plasma condition in the
real life

In this study, a comprehensive investigation of plasma interaction with PBS was
conducted utilizing two models: a Global model and a 1D reaction-transport simu-
lation. These two models are complementary, as each possesses distinct advantages
and limitations.

Within the Global model framework, the primary benefits include rapid and
computationally efficient simulations. Furthermore, its implementation requires
only a single processor. The Global model is particularly well-suited for calcula-
tions necessitating the simulation of prolonged plasma-liquid interaction durations.

A key assumption inherent in the Global model is the rapid mixing of the
solution, leading to the consideration of uniform solution conditions. Consequently,
the Global model does not incorporate distinct regions representing the solution
surface or depth. This is predicated on the assumption of homogeneous solution
conditions irrespective of spatial location. This very assumption constitutes a
limitation of the Global model, thereby precluding detailed analysis of solution
conditions at the surface or within the bulk liquid.

9
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To address the limitations inherent in the Global model, we also employed a
1D reaction-transport simulation. The advantage of this model lies in its ability to
perform detailed calculations based on the solution depth profile. We partitioned
the solution depth into two distinct regions: the reaction boundary layer (RBL)
and the solution bulk. The RBL constitutes the layer proximate to the solution
surface, directly interfacing with the gas phase, and typically exhibits a depth of
less than 1 micrometer. Subsequently, the second region, the bulk of the solution,
represents the solution depth accessible only to dominant chemical species.

The 1D reaction-transport simulation also presents certain limitations, notably
the significantly extended simulation time. This is attributed to the very fine
computational grid step employed, which necessitates more complex computations
by the computer. In these calculations, we utilized parallel computing with 40
processors. Nonetheless, the time required to complete complex cases remained
substantial. To illustrate, simulating a duration of 0.1 seconds necessitated a
computational time frame of 4 to 6 months.

2.1 Global Model (zero dimensional reaction
simulation)

Liquid model

The solution model employed in this study resembles PBS (Phosphate-Buffered
Saline), a commonly used buffer solution. It is numerically configured to maintain
a constant pH of 7, analogous to the buffering mechanism of PBS. This constant pH
is achieved by numerically regulating the concentrations of H+ and OH– . When the
supply of H+ increases, the numerical supply of OH– is also augmented, ensuring
a consistent pH of 7. The modeled PBS solution volume is 3 ml, contained within
a container with a surface area of 10 cm2 (a petri dish with a diameter of 3.6 cm).

For the plasma jet simulation, we assume a highly tapered jet with an area
of 0.1 cm2 (a diameter of 3.6 mm in contact with the solution). During plasma
irradiation, the solution is assumed to be in thermal equilibrium with the ambient
air (80% N2 and 20% O2) at a pressure of 1 atm (101,325 Pa) and room temperature
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Figure 2.1: Conceptual diagram of global model

(298.15 K). The initial concentrations of N2 and O2 in the solution are assumed
to be 4.76× 104 mol l−1 and 2.72× 104 mol l−1, respectively. NaCl is assumed to
be fully ionized into Na+ and Cl– with a concentration of [Na+] = [Cl– ] = 0.137
mol l−1.

Figure 2.1 presents a conceptual diagram illustrating the overall model calcula-
tion process. The plasma irradiation is depicted interacting with the surrounding
air. Charged species collide with air particles, generating various Reactive Oxygen
Nitrogen Species (RONS). These RONS subsequently diffuse into the PBS solution
and are assumed to mix rapidly, resulting in uniform concentrations of each species
throughout the solution. Based on this assumption, the concentration changes of
each species within the solution can be evaluated using a 0D model.

Semi-implicit Euler method

When the independent variable associated with the change of dependent variables
in two or more first-order differential equations has vastly different scales, the
differential equations can become “stiff.” While a precise definition of stiff differ-
ential equations remains elusive, it is generally understood that instabilities, such
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as solution divergence or the emergence of solutions significantly different from the
true solution, can arise in numerical methods depending on the time step width
and the computational method.

Numerical methods are a class of computational techniques employed to ap-
proximate solutions of differential equations. The accuracy and stability of numer-
ical calculations vary depending on the specific method utilized. In general, larger
time steps in simulations lead to shorter computation times but reduced accuracy.
Conversely, excessively small time steps increase computation time while poten-
tially diminishing accuracy due to the accumulation of numerical errors. Therefore,
selecting an appropriate time step is crucial for both the numerical method and
the computational model.

In this research, as in the numerical analysis of chemical reaction systems,
chemical reaction equations with vastly different rate constant scales are involved.
Consequently, selecting a computational method that accounts for stiff differential
equations is essential. We employs the semi-implicit Euler method, renowned for
its ability to construct relatively simple algorithms with superior accuracy and
stability. The semi-implicit Euler method is recognized as an effective tool for
solving the stiff differential equations.

Implementation of the Semi-implicit Euler Method for
Chemical Reactions

The semi-implicit Euler method is a numerical technique employed to solve differ-
ential equations, particularly those arising from chemical reaction systems. Here’s
a step-by-step implementation of this method in the context of chemical reactions:

1. Define Chemical Species as Elements Treat the concentration of each chem-
ical species involved in the reaction as an element. This allows for a system-
atic representation of the system.

2. Formulate Reaction Rate Equations Based on the reaction equations, derive
the reaction rate equations for each element. These equations represent the
change in concentration of each species over time. Example: Consider the
reaction rate equation for the concentration of [e– ] from e– , as expressed in
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Equation 2.1.

f1 =
d[e−aq]

dt
= k1[e

−
aq][e

−
aq] + k2[e

−
aq][H

+
aq] + · · · (2.1)

Here K1 and K2 represent the rate constants for the reaction equations pre-
sented in Equations (Ro02) and (Ro03) of Appendix A Table A.1. By assign-
ing initial values to each element in the differential equations derived from
the reaction rate equations and employing the numerical method to perform
the calculations, the temporal changes for each element can be obtained.

yt+∆t
1 = yt1 +∆ · f1(yt1, yt2, · · · , ytn) (2.2)

The explicit Euler method, a numerical technique for solving single-variable
differential equations, can be extended to handle multivariable systems. The
equation for element y1 can be expressed as Equation 2.2. In this equation,yt1,
yt2, · · · , ytn represent the concentrations of the respective chemical species at
time t, and ∆t corresponds to the magnitude of the time step.

3. Constructs the series equation.

The equation for the implicit Euler method (equation 2.2) can be expanded
into a series up to the nth order for f1, resulting in equation below

yt+∆t
1 = yt1 +∆ · f1(yt1, yt2, · · · , ytn)

= yt1 +∆ · f1
(
yt+∆t
1 − yt1 + yt1, y

t+∆t
2 − yt2 + yt2, · · · , yt+∆t

n − ytn + ytn
)

≈ yt1 +∆t

[
f1(y

t
1, y

t
2, · · · , ytn) +

∂f1
∂y1

· (yt+∆t
1 − yt1)

+
∂f2
∂y2

· (yt+∆t
2 − yt2) + · · ·+ ∂f1

∂yn
· (yt+∆t

n − ytn)

]
(2.3)

Averaging Equations 2.2 and 2.3 results in Equation below

yt+∆t
1 = yt1 +

∆t

2

[
2fi
(
yt1, y

t
2, · · · , ytn

)
+

∂fi
∂y1

·
(
yt+∆t
1 − yt1

)
+
∂fi
∂y2

·
(
yt+∆t
2 − yt2

)
+ · · ·+ ∂fi

∂yn
·
(
yt+∆t
n − ytn

)]
(2.4)
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Putting the t+∆t term on the left side and the t term on the right side from
equation 2.4, we get the equation below

∴
(
1− ∆t

2
· ∂f1
∂y1

)
yt+∆t
1 − ∆t

2
· ∂f1
∂y2

· yt+∆t
2 − · · · − ∆t

2
· ∂f1
∂yn

· yt+∆t
n

=

(
1− ∆t

2
· ∂f1
∂y1

)
yt1 −

∆t

2
· ∂f1
∂y2

· yt+∆t
2 − · · · − ∆t

2
· ∂f1
∂yn

· ytn

+∆t · fi(yt1, yt2, · · · , ytn) (2.5)

4. Constructing matrix

Resolving equations using numerical methods is often facilitated by trans-
forming them into matrix-vector form. Equation 2.5 is transformed into a
matrix form separated by vectors yt+∆t

1 , yt+∆t
2 , ..., yt+∆t

n . The resulting matrix
transformation is presented in the following equation.



(
1− ∆t

2
· ∂f1
∂y1

)
−∆t

2
· ∂f1
∂y2

· · · −∆t
2
· ∂f1
∂yn

−∆t
2
· ∂f2
∂y1

(
1− ∆t

2
· ∂f2
∂y2

)
· · · −∆t

2
· ∂f2
∂yn

... ... . . . ...
−∆t

2
· ∂fn
∂y1

−∆t
2
· ∂f2
∂y2

· · ·
(
1− ∆t

2
· ∂fn
∂yn

)




yt+∆t
1

yt+∆t
2
...

yt+∆t
n

 =



(
1− ∆t

2
· ∂f1
∂y1

)
−∆t

2
· ∂f1
∂y2

· · · −∆t
2
· ∂f1
∂yn

−∆t
2
· ∂f2
∂y1

(
1− ∆t

2
· ∂f2
∂y2

)
· · · −∆t

2
· ∂f2
∂yn

... ... . . . ...
−∆t

2
· ∂fn
∂y1

−∆t
2
· ∂f2
∂y2

· · ·
(
1− ∆t

2
· ∂fn
∂yn

)




yt1

yt2
...
ytn

+∆t


f t
1

f t
2
...
f t
n


(2.6)

If A is a matrix n× n

A =



(
1− ∆t

2
· ∂f1
∂y1

)
−∆t

2
· ∂f1
∂y2

· · · −∆t
2
· ∂f1
∂yn

−∆t
2
· ∂f2
∂y1

(
1− ∆t

2
· ∂f2
∂y2

)
· · · −∆t

2
· ∂f2
∂yn

... ... . . . ...
−∆t

2
· ∂fn
∂y1

−∆t
2
· ∂f2
∂y2

· · ·
(
1− ∆t

2
· ∂fn
∂yn

)

,
F (t) is a vector
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F (t) =


f1(y

t
1, y

t
2, · · · , ytn)

f2(y
t
1, y

t
2, · · · , ytn)
...

fn(y
t
1, y

t
2, · · · , ytn)

,
y(t+∆t) and y(t) is a vector

y(t+∆t) =


yt+∆t
1

yt+∆t
2
...

yt+∆t
n

 , y(t) =


yt1

yt2
...
ytn

,
we can write equation 2.6 in more simple equation form

Ay(t+∆t) = Ay(t) + ∆t · F (t)

∴ y(t+∆t) = y(t) + ∆t · A−1F (t) (2.7)

After we get equation 2.7, then we can implement it into the numerical model
to calculate concentrations of each species inside the solution.

Implementation to numerical model

The 13 chemical species from the gas dissolve to the 3 ml NaCl solution with
surface area 10 cm2. The influx of the gaseous species to NaCl solution given by
the boundary condition in the gas and NaCl solution. The gas influx is assumed
to penetrate the solution with thermal velocities, and the outward flux of reactive
species from the solution to the gas phase is determined using Henry’s law.

The initial concentration from the gas influx is taken from the calculation
data [240]. The initial NaCl solution is set using the buffer, so the pH in the
solution is assumed in constant condition (pH=7). This assumption is to achieve
the experimental using phosphate buffer saline (PBS) solution. The temperature
we used in this simulation is room temperature (298.15 K).

The concentration ni of chemical species i in the solution is determined from
the governing equation [97];

∂ni

∂t
= ℜ̂i +

1

V
· vth

(
Sin · ngas

i − Sout ·
ni

KH
i ·R · Tg

)
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with
vth =

1

2

√
2kBTg

πmi

.

Here ni(t) is the concentration of the i-th chemical species in the solution at time
t, V denotes the volume of the liquid, Sin is the area of plasma exposure on the
water (i.e., solution) surface, Sout is the area of the water surface, KH

i is Henry’s
constant for the species i, R is the gas constant, Tg is the gas temperature, kB is the
Boltzmann constant, andmi is the mass of the species i. The thermal velocity vth is
defined in such a way that Γi = vthn

gas
i represents the flux of the gas-phase species

i entering the water surface under the assumption that the gas-phase species i

forms a Maxwellian distribution with temperature Tg.
The production/loss rate ℜ̂i of species i by the liquid-phase chemical reactions

is given by

ℜ̂i = −
∑

i∈A,B,C,···

(abc · · · )kPQR···
ABC··· [A]

a [B]b [C]c · · · +
∑

i∈P,Q,R,···

(abc · · · )kPQR···
ABC··· [A]

a [B]b [C]c · · ·

(2.8)
for the chemical reaction

aA+ bB + cC + · · ·
kPQR···
ABC···−−−−→ pP + qQ+ rR+ · · ·

where the reaction among chemical species A, B, C, . . . generate chemical
species P, Q, R, . . . with rate constant kPQR···

ABC··· . In Eq. (2.8), [A] denotes the con-
centration of species A. The summation

∑
i∈A,B,C,··· is taken over all such reactions

with one (or some) of A, B, C, . . . species being the i-th species. Similarly, the
summation

∑
i∈P,Q,R,··· is taken over all such reactions with one (or some) of P, Q,

R, . . . species being the i-th species.

2.2 1D Reactions-transport simulation (1
dimensional calculation)

Liquid model

We use a 1-dimensional reaction-transport simulation to simulate phenomena of
plasma irradiated PBS-like solution to achieve that motivation. The illustration
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of the system is shown in figure 2.2. Plasma jet produces various chemical species
when discharge happens (illustrated in pink).[240] Each species penetrate the PBS-
like solution through boundary condition of gas and solution (illustrated as dotted
line arrow). The chemical reaction proceeds in parallel with the diffusion from the
surface into the solution (line arrow). In the layer close to the surface, various
chemical reactions occur. This reaction produces stable species and decomposes
unstable species. The stable species (e.g., H2O2, NO3

– , and NO2
– ) can penetrate

the bulk liquid by diffusion. Otherwise, reactive species (e.g., O, O3, and O3
– )

only appear in-depth near the surface or less than ten micrometers, which we call
the area as a reaction boundary layer (RBL).
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Figure 2.2: Schematic model of the PBS-like solution irradiated by Atmospheric
Pressure Plasma (APP) jet. Gases produced by plasma (illustrated in pink) pene-
trated the solution through boundary between gas and solution. After penetration,
chemical species from the gas react with chemical species in the solution. The reac-
tion occurs in the reaction boundary layer (RBL) to form the dominant species and
then diffuses to the bulk of the solution. Calculation of changing the concentration
of every chemical species and the diffusion calculated using the reaction-diffusion
(transport) simulation.
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A 1-dimensional reaction-diffusion simulation governs the calculation of the
concentration profile of each species and the transport process inside the PBS-like
solution. The initial condition of the solution is set up close to phosphate-buffered
saline; we call it phosphate-buffered saline-like (PBS-like) solution. The initial
condition of the liquid using Na+ and Cl– at 0.137 mol l−1 with constant pH of 7.
Oxygen and Nitrogen are dissolved in equilibrium with air at 1 atm to approach
the actual condition. Eighty-two chemical species and 210 chemical reactions are
applied in the calculation model. The models are assumed to be room conditions
with a temperature of 298K and pressure of 1 atm.

Mathematical models

The equation governing the calculation of species concentration changes over time
(∂n

liq
i

∂t
)is given by the Equation below

∂nliq
i

∂t
= ℜ̂i −∇ ·

(
nliq
i vi

)
with nliq

i , vi are concentration of species i, liquid velocity, and ℜ̂i is reaction rate
following formulation bellow

ℜ̂i =
∑

i∈A,B,C,···

kabc···
ABC··· [A] [B] [C] · · · −

∑
i∈a,b,c,···

kabc···
ABC··· [A] [B] [C] · · ·

The calculation of mass and momentum conservation for species entering the
fluid is obtained using the Equation below.

min
liq
i

dvi

dt
= −kBTw∇nliq

i︸ ︷︷ ︸
temp

+ qin
liq
i E︸ ︷︷ ︸

charge

− νimin
liq
i (vi − vc)︸ ︷︷ ︸

mass and momentum

(2.9)

The right-hand side of the equation is decomposed into three distinct groups. The
species concentration is influenced by water temperature (Tw) and the Boltzmann
constant(kB), the impact of charge (qi) and the electric field (E), and momentum
calculations. vi,vc and νi represent fluid velocity, the convective flow velocity of
water, and collision frequency of species i with water molecules, respectively.

The electric field is calculated using the following Poisson’s equation 2.10

∇ · E =
ρ

ϵw
(2.10)
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with ρ is the total charge density and ϵw is permittivity of pure water.
To simplify Equation 2.9, manipulations are performed until the left-hand side

represents the solution velocity, resulting in the following Equation

vi = vc +
qin

liq
i E

νimin
liq
i

− kBTw∇nliq
i

νimin
liq
i

. (2.11)

If we consider µi and Di as
µi =

qi
νimi

and
Di =

kBTw

νimi

,

Equation 2.11 become
vi = vc + µiE − Di

nliq
i

∇nliq
i

where µi and Di denote the mobility and diffusion coefficient.
The Nernst-Einstein equation, to calculate the ionic diffusion coefficients from

experimental determinations of conductivity,

µi =
qiDi

kBTw

(2.12)

is satisfied. The divergence of water flow velocity is set to zero with the assumption
that water is incompressible i.e.

∇ · vc = 0. (2.13)

The governing equation for our simulation model is obtained by substituting
Eq. 2.11 for v1 into Eq. 2.2, considering Eq. 2.13, resulting in Equation below

∂nliq
i

∂t
= ℜ̂i − vc · ∇nliq

i − µi∇ ·
(
nliq
i E

)
+Di∆nliq

i (2.14)

The generated gas plasma species will encounter the liquid surface. Based
on their charge, these species are categorized into two groups: charge-neutral
species and charged species. For charge-neutral species, typical room-temperature
pressure and temperature are assumed, resulting in the adherence of charge-neutral
gas-phase species to the liquid surface. Upon surface attachment, the possibility
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of re-adsorption exists, allowing some species to penetrate the liquid while others
may re-gasify or desorb. This behavior follows Henry’s constant of each species,
which governs thermal equilibrium. To model this process, boundary conditions
such as Equation 2.15 are required.

vth
i

(
ngas
i − nliq

i

kH
i RTg

)
· n = −Din · ∇nliq

i (2.15)

The detailed calculations for the solution surface and depth are presented in the
following equations:

vth
i

(
ngas
i − ni

kH
i RTg

)
= −Di

δni

δx

∣∣∣∣
x=0

(2.16a)

0 = −Di
δni

δx

∣∣∣∣
x=L

(2.16b)

Boundary condition for charged-neutral species 2.16. in the surface is 2.16a, In the
bulk of liquid equation is 2.16b. Where vth

i , ngas
i , and kH

i represent the thermal
velocity, concentration in the gas phase, and Henry’s constant of species i. The
constants R and Tg denote the gas constant and temperature and n is the unit
vector normal to the boundary. Here we assume Tg = Tw.

Note that the dissolution (or solvation) rate of the gaseous species i is provided
by Eq. 2.15. The dissolving rate drops to zero as the liquid phase concentration nliq

i

rises and approaches the solubility limit. The greatest concentration of a species
soluble in water at the point of thermal equilibrium between the water and the gas
at its partial pressure is known as the solubility limit. Expression for solubility
limit shown below

nliq
i = kH

i RTgn
gas
i (2.17)

Equation 2.17 shows that the solubility of a specific species is low if its Henry’s
constant is low.

We can determine the incident fluxes of charged gas-phase species, such elec-
trons and ions, by measuring their electric currents. We formulate the boundary
conditions for charged species corresponding to Eq. 2.15 as follows, assuming that
no charged species desorbs from the surface thermally.

ji · n
qi

=
(
−Di∇nliq

i + µin
liq
i E

)
· n (2.18)
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where ji represents the current density carried by charged species i and n is the
unit vector normal to the boundary. Boundary condition for charged species in
the surface is 2.19a. in the bulk of liquid is 2.19b

ji · n
qi

=

(
−Di

δni

δx
+ µiniE

)∣∣∣∣
x=0

(2.19a)

0 = −Di
δni

δx

∣∣∣∣
x=L

(2.19b)

In this work, we solve the aforementioned equations as a one-dimensional model
moving from the liquid’s surface to its bottom. In this case, we take the x coordi-
nate in the direction of depth, where the water surface is indicated by the origin
x = 0. Equations 2.15 and 2.18 provide the boundary conditions at x = 0. Given
that the water container’s bottom depth in our system is L and that there is no
current flowing through it, the boundary condition at the bottom of the container,
x = L, can be expressed as follows.

0 =
(
−Di∇nliq

i + µin
liq
i E

)∣∣∣
x=L

(2.20)

for both charged and charge-neutral species, or written in Eq. 2.16b and 2.19b.
Our numerical simulation employs a finite-difference approach to discretize the

governing equation (Eq. 2.14) in space (along the x-axis). Non-uniform grids are
used to capture the sharp variations in concentration gradients. The Scharfetter-
Gummel (SG) scheme is implemented for solving the discretized equation (refer-
ence [204]). Due to the potential stiffness of the rate equations, a second-order
semi-implicit scheme is utilized for time advancement.

This study compiles the diffusion coefficients and Henry’s constants for the
utilized chemical species in Tables B.12. For certain species, diffusion coefficients
were not readily available in the literature. In such cases, a tentative value of
2.0x10−9 m2/s was assigned. This value is considered a reasonable approximation
for most species due to the generally limited variation in diffusion coefficients
within liquids, with the exception of the hydrogen ion (H+) or hydronium ion
(H3O+). These ions exhibit significantly higher diffusion coefficients.

Similarly, for species lacking reported Henry’s constants in the literature, we
assume they are non-desorbable from the surface. This implies an infinitely large
Henry’s constant for these species.
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Table A.1 summarizes the chemical reactions employed in this study. These
reactions are presented in the general form:

aA+ bB + cC → p1P1 + p2P2 + · · · (2.21)

where A, B, and C represent the chemical formulas of the reactants, and P1, P2,
etc. represent the products. The stoichiometric coefficients a, b, c, p1, p2, etc. (all
non-zero) are positive integers with no common factors greater than 1. The sum
o = a+ b+ c defines the reaction order.

For our simulation, the rate of reaction (2.21) is expressed as the rate of change
of reactant A:

ν = −1

a

d

dt
[A] (2.22)

This rate is further assumed to follow the power law rate expression:

ν = k[A]a[B]b[C]c (2.23)

The symbol [A] denotes the concentration of species A. Concentration is typically
expressed in units of molarity (M), which represents moles of solute per liter of
solution (mol l−1). The rate constant, denoted by k, is characteristic of a specific
reaction. Units for the rate constant depend on the reaction order (o). Generally,
the units are expressed as M1−os−1, where o represents the overall reaction order.
The use of this unit is displayed in Table A.1. The term ℜ̂i signifies the net rate
of change in the number of moles of species i (nliq

i ) within the liquid phase due to
all the considered chemical reactions.

Within this simulation, the calculation of the reaction term (ℜ̂i) leverages Mes-
sage Passing Interface (MPI) to enable parallel processing across discretized mesh
points. This approach allows the simulation to execute computations representing
many seconds of physical time within a practical time-frame.



Chapter 3

Zero dimensional calculation of
Plasma irradiated PBS-like
solution

3.1 Introduction

Low-temperature atmospheric-pressure plasmas (APPs) have been widely used
for various applications,[105, 249, 235, 214, 176, 130, 206, 87, 41, 30, 4, 239, 3]
including surface treatment of materials,[111, 110, 234, 221, 171, 199, 12, 13, 193,
210, 165, 228, 63, 129] gas and liquid treatment,[118, 150, 218, 240, 164, 20, 109,
211, 37, 250] nano-particle synthesis,[68, 195, 67, 106, 227, 122, 120] sterilization,
wound healing and other medical applications.[131, 213, 96, 248, 219, 149, 56, 65,
134, 160, 18, 162, 161, 193, 17, 76, 225], and plant treatment and other agricultural
applications.[5, 53, 100, 189, 29, 16, 124, 191, 187] For many such applications,
plasma-liquid interactions play important roles in generating relevant chemically
reactive species.[113, 14, 216, 177, 217, 215, 31]

Typical low-temperature APPs are operated as pulsed discharges to avoid the
heating of the ambient gas. Their ionization rates are typically low but the high col-
lisionality between charged species, especially electrons, and ambient gas molecules
leads to the generation of a large amount of highly reactive species. APPs gen-
erated in humid air can be efficient sources of reactive oxygen species (ROS) and

23
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reactive nitrogen species (RNS). It has been known that water vapor mixed with
an APP generates hydrogen peroxide H2O2. When liquid water is exposed to
APPs, water vapor interacts with the plasma and generates gaseous H2O2, which
can then dissolve into the liquid water. Some ROS generated in the gas phase,
such as the hydroxyl radical OH, can also dissolve directly into water and form
H2O2 in the liquid phase. Typically H2O2 is one of the most dominant species
found in liquid water exposed to APPs.[151]

It is known that, if a saline solution is exposed to an APP, hypochlorous acid
HOCl is generated in the solution. HOCl is known to have bactericidal effects.[6,
66] A recent study by Wende et al. [240] has found that, if a phosphate-buffered
saline (PBS) solution is exposed to APPs, the amount of H2O2 formed in the
solution can be reduced especially when the amount of admixed oxygen gas O2 is
high for plasma generation. Based on their experimental observations, they have
concluded that hypochlorite anion ClO– formed in the plasma-exposed solution
react with H2O2 and generate water H2O and molecular oxygen O2.

The goal of this study is to confirm the reaction mechanism for the H2O2

decomposition in plasma-exposed PBS solutions proposed by Wende et al.,[240]
using self-consistent chemical reaction simulations based on known liquid-phase
chemical reactions. A set of chemical reactions is nonlinear and highly complex in
the sense that several competing chemical reactions can take place simultaneously.
An experimentally observed reaction can be a combination of separate chemical
reactions, involving various intermediates, rather than a single chemical reaction.
Under the experimental conditions presented in Ref. [240], we examine all possible
reactions among the 318 chemical reactions we employ for this study and extract
the dominant reactions for the phenomena of interest. The obtained numerical
simulation results are compared with experimental data presented in Ref. [240].

Numerical simulations of chemical reactions in APP-exposed solutions have
been studied extensively with different degrees in spatial dimensions, temporal
and spatial resolutions, and complexities of chemical reactions, depending on the
research goals.[80, 224, 148, 142, 146, 97, 155, 98] The chemical species observed
in plasma-exposed liquids are typically much different from gas-phase chemical
species in the plasma but, of course, strongly depend on them. Gas-phase chemical
reactions generally involve a far more variety of species and a much larger number
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of chemical reactions.[101] Therefore a detailed numerical simulation of gas-phase
chemical reactions in an APP remains as a challenging research subject.[125, 200,
144, 119, 166, 168] In this study, we use the global (i.e., zero-dimensional) version of
the liquid-phase chemical-reaction code presented in Ref. [98] with a few additional
liquid-phase chemical reactions.

The rest of this article is organized as follows: Sectoin 3.2 presents the assump-
tions used for the model systems, i.e., a PBS solution exposed to low-temperature
APPs under different conditions, that are numerically simulated in this study. In
Sec. 3.3, the global model of liquid-phase reactions used in this study is explained.
Section 3.4 presents the simulation results and analyses to identify the dominant
reactions that lead to the decomposition of H2O2. The simulation results are also
compared with the corresponding experimental data. Finally, the conclusions of
this study are presented in Sec. 3.5.

3.2 PBS solution exposed to plasmas

Chemical species in the gas phase

We consider chlorinated water exposed to APPs studied by Wende et al. in
Ref. [240]. In their study, APPs were generated with an argon (Ar) gas and
possible admixtures under four different conditions; argon only (whose conditions
we denote by “Ar” ), argon mixed with 0.27% of water vapor H2O (“Ar/H2O”), ar-
gon mixed with 1% of air (“Ar/Air”), and argon mixed with 1% of O2 (“Ar/O2”).
The densities of various gaseous species generated in those plasmas were eval-
uated with numerical simulations in Ref. [240]. From the simulation data, we
extracted the densities of dominant chemically reactive species in the plasma at
positions 0.8 cm, and 1 cm away from the nozzle exit of the plasma system, using
WebPlot-Digitizer[196]. The extracted data for Ar, Ar/H2O, Ar/air, and Ar/O2

are summarized in Tables 3.1 and 3.2. The constituents and proportions of gas-
phase species in these plasmas are shown in Fig. 3.1.
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Table 3.1: Densities of gas-phase species generated under the conditions denoted
by Ar, Ar/H2O, Ar/Air, and Ar/O2 at 0.8 cm from the nozzle exit, extracted from
the numerical simulation data given in Ref. [240]. The discharge conditions are
described in the main text.

Species Gas-phase densities (cm−3)
Ar Ar/H2O Ar/Air Ar/O2

cm−3 cm−3 cm−3 cm−3

H 2.71 ×1011 1.45 ×1011 1.01 ×1012 1.28 ×1011

H2O2 1.36 ×1014 3.83 ×1014 9.34 ×1013 6.48 ×1013

HNO2 1.63 ×1014 1.48 ×1014 3.34 ×1014 7.09 ×1013

HNO3 1.86 ×1013 2.08 ×1013 3.69 ×1013 1.30 ×1013

HO2 1.67 ×1013 2.54 ×1013 9.44 ×1012 9.54 ×1012

N 6.65 ×1013 4.82 ×1013 5.03 ×1013 2.98 ×1013

N2O5 8.00 ×1012 2.74 ×1011 4.09 ×1012 6.23 ×1011

NO 1.47 ×1014 1.40 ×1014 1.53 ×1014 1.41 ×1014

NO2 2.81 ×1013 2.94 ×1013 3.31 ×1013 2.49 ×1013

O 1.63 ×1015 6.17 ×1014 1.17 ×1015 1.50 ×1015

O3 9.67 ×1014 3.13 ×1014 1.31 ×1015 2.63 ×1015

OH 3.74 ×1013 4.09 ×1013 2.26 ×1013 2.67 ×1013

Table 3.2: Densities of gas-phase species generated under the conditions denoted
by Ar, Ar/H2O, Ar/Air, and Ar/O2 at 1 cm from the nozzle exit, extracted from
the numerical simulation data given in Ref. [240]. The discharge conditions are
described in the main text.

Species Gas-phase densities (cm−3)
Ar Ar/H2O Ar/Air Ar/O2

cm−3 cm−3 cm−3 cm−3

H 5.65 ×1011 3.87 ×1011 1.81 ×1011 2.64 ×1011

H2O2 1.49 ×1014 3.72 ×1014 9.44 ×1013 6.85 ×1013

HNO2 1.81 ×1014 1.47 ×1014 3.10 ×1014 7.99 ×1013

HNO3 2.37 ×1013 2.44 ×1013 3.91 ×1013 1.57 ×1013

HO2 1.12 ×1013 1.67 ×1013 5.73 ×1012 5.90 ×1012

N 4.13 ×1013 2.58 ×1013 2.82 ×1013 1.54 ×1013

N2O5 1.44 ×1012 4.10 ×1011 4.92 ×1012 9.36 ×1011

NO 1.33 ×1014 1.24 ×1014 1.26 ×1014 1.24 ×1014

NO2 2.93 ×1013 2.79 ×1013 3.22 ×1013 2.63 ×1013

O 8.70 ×1014 4.25 ×1014 5.11 ×1014 6.58 ×1014

O3 2.23 ×1015 7.93 ×1014 2.24 ×1015 3.55 ×1015

OH 2.66 ×1013 2.68 ×1013 1.50 ×1013 1.90 ×1013
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Figure 3.1: The composition ratios of chemical species in the gas phase given in
Tables 3.1, and 3.2 at distances of (a) 0.8 cm, and (b) 1 cm from the nozzle exit
of the plasma source discussed in Ref. [240].

Chemical species in the aqueous solution

The experiments of Ref. [240] were performed with PBS. To simulate this liquid,
we used a model aqueous solution of NaCl with a constant pH of 7, under the
assumption that the phosphate buffer does not react with other species in the
solution but contributes only to maintaining the concentrations of H+ and OH– at
10−7 mol l−1. We call this model solution a “PBS-like solution” in this study. In
this solution, NaCl was almost fully ionized and its initial concentration was 0.137
mol l−1, i.e., [Na+] = [Cl– ] = 0.137mol l−1 with [A] representing the concentrations
of species A in the solution. The gas-phase density of species A will be denoted
with [A](g). To emphasize a liquid-phase density of species A, we sometime denote
it as [A](aq) (= [A]).

The liquid-phase chemical reactions assumed in our study are the same as those
given by Ikuse et al. in Ref. [98] as well as 3 reactions given in Table 3.3, where
the sequential reaction numbers are consistent with those of the reaction table
of Ref. [98]. For the convenience of the reader, the complete table for chemical
reactions is given as Table S 1 in the supplementary material. In this study, we
considered 60 liquid-phase chemical species (solutes), including solvated electrons,
and 318 chemical reactions, including 77 ROS and water reactions, 77 reactive ni-
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trogen species (RNS) reactions, 54 chlorine reactions, and 2 other reactions related
to Na.

Table 3.3: The list of new chemical reactions introduced in this study. Other
reactions used in this study are found in Ref. [98] or Table S1 of the supplementary
material of this article. The units of the rate constant is L/mol/s.

No Chemical Reactions Rate cons. (l mol−1 s−1) Ref
RCl060 ClO + H2O2 −−→ HOCl + HO2 3.0× 108 [139]
RCl061 ClO + HO2 −−→ HOCl + O2 4.2× 109 [139]
RCl062 HOCl + OH −−→ ClO + H2O 1.4× 108 [190]

3.3 Outline of numerical simulation
We now model experiments where APPs are exposed to a 3 mL PBS-like NaCl
solution (discussed in the preceding subsection) placed in a container with a surface
area of 10 cm2 (such as a petri dish with a diameter of 3.6 cm). We consider a
narrow plasma-jet like plasma source and the area of the solution surface exposed
to the plasma and its gas-phase species is assumed to be limited to 0.1 cm2 (such
as a plasma generated in a cylindrical glass tube with a diameter of 3.6 mm.) Prior
to the plasma exposure, the solution is in thermal equilibrium with ambient air (
80% N2 and 20% O2) at 1 atm (i.e., 101,325 Pa) and room temperature (298.15
K), such that the the initial concentrations of N2 and O2 in the solution are [N2] =
4.76× 104 mol l−1 and [O2] = 2.72× 104 mol l−1. Initially NaCl is assumed to be
fully ionized with a concentration of 0.137 mol l−1, i.e., [Na+] = [Cl– ] = 0.137 mol
l−1. Its pH is maintained at 7 throughout the experiment, even after it is exposed
to a plasma.

For the sake of simplicity, we only consider charge-neutral species (i.e., no ions
or electrons) generate by the plasma as incident gas-phase species entering the
solution surface. In typical APPs, the concentrations of charge-neutral species are
far larger than those of charged species. Discussion on the effects of incident ions
and electrons is deferred to future studies. All gas-phase charge-neutral species
are assumed to be in thermal equilibrium at room temperature (298.15 K) in this
study. As our interest is the experimental conditions of Ref. [240], we consider
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the cases when the PBS-like solution is exposed to the plasma-generated charge-
neutral species given in Tables 3.1, and 3.2. In addition to the gas-phase species
listed in these Tables, the solution is also exposed to ambient air of 80% N2 and
20% O2 at 1 atm during the plasma exposure. The concentrations of the gas-phase
species and ambient temperature are assumed to be constant in time. The outward
fluxes of reactive species from the solution to the gas phase follow Henry’s law.

Furthermore, we assume that the solution in the dish is well stirred, such that
the solution mixes very fast and the liquid-phase concentrations of all chemical
species entering from the gas phase to the solution surface become immediately
uniform in the volume. This is called a global or zero dimensional (0D) model. It
is certainly not realistic even if the volume is small, especially for highly reactive
species. Such species may react rapidly with other species at the moment they
enter the solution, before being transported by advection or diffusion even for a
few micrometers. However, in this study, we only consider the global model for the
sake of simplicity as it allows us to calculate the evolution of chemical reactions
over dozens of minutes.

In the global model, the concentration ni of chemical species i in the solution
is determined from the governing equation [80, 97, 98];

∂ni

∂t
= ℜ̂i +

1

V
· vth

(
Sin · ngas

i − Sout ·
ni

KH
i ·R · Tg

)
with thermal velocity

vth =
1

2

√
2kBTg

πmi

.

Here ni(t) is the concentration of the i-th chemical species in the solution at time
t, V denotes the volume of the liquid, Sin is the area of plasma exposure on the
solution surface (Sin = 0.1 cm2 in this study as discussed above), Sout is the area
of the water surface (Sout = 10 cm2 in this study), KH

i is Henry’s constant for the
species i in units of mol l−1/atm with atm being the standard atmosphere (1 atm
= 101,325 Pa), R is the gas constant, Tg is the gas temperature (Tg = 298.15 K
in this study), kB is the Boltzmann constant (i.e., R = NAkB with NA being the
Avogadro’s constant), and mi is the mass of the species i. The thermal velocity
vth is defined in such a way that Γi = vthn

gas
i represents the flux of the gas-phase

species i entering the water surface under the assumption that the gas-phase species
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i forms a Maxwellian distribution with temperature Tg. Henry’s constants for all
species considered in this study are given in Table B.5

Table 3.4: Henry’s constant

No Species Henry’s constant Ref. No Species Henry’s constant Ref.(mol L−1 atm −1) (mol L−1 atm −1)
1 H 2.63x10−4 [202] 21 HNO2 5.0x101 [19]
2 H2 7.8x10−4 [140] 22 HNO3 2.1x105 [137]
3 O 1.3x10−2 [142] 23 ONOOH 1.26x104 [197]
4 O2 1.3x10−3 [140] 24 HO2NO2 4.0x101 [138]
5 O3 1.1x10−2 [123] 25 HN2O2 ∞* -
6 OH 3.0x101 [81] 26 HN2O3 ∞* -
7 HO2 5.7x103 [192] 27 Cl 2.33x101 [202]
8 H2O2 8.3x104 [178] 28 Cl2 9.32x10−2 [202]
9 HO3 ∞* - 29 ClO 7.09x10−1 [202]
10 N 6.5x10−4 [142] 30 ClO2 1.01 [202]
11 N2 6.1x10−4 [108] 31 Cl2O 1.72x101 [202]
12 NH 5.97x101 [142] 32 HOCl 6.59x102 [202]
13 NO 1.9x10−3 [140] 33 HOClH 6.59x102* -
14 NO2 1.2x10−2 [38] 34 CO 9.5x10−4 [202]
15 NO3 1.8 [223] 35 CO2 3.4x10−2 [202]
16 N2O 2.5x10−2 [140] 36 HCO3 ∞* -
17 N2O3 2.6x101 [55] 37 H2CO3 ∞* -
18 N2O4 1.6 [55]
19 N2O5 1.97 [202]
20 HNO 4.67x101 [202]

The production/loss rate ℜ̂i of species i by the liquid-phase chemical reactions
is given by

ℜ̂i = −
∑

i∈A,B,C,···

kPQR···
ABC··· [A]

a [B]b [C]c · · · +
∑

i∈P,Q,R,···

kPQR···
ABC··· [A]

a [B]b [C]c · · ·

for the chemical reaction

aA+ bB + cC + · · ·
kPQR···
ABC···−−−−→ pP + qQ+ rR+ · · ·

where the reaction among chemical species A, B, C, . . . generate chemical species
P, Q, R, . . . with rate constant kPQR···

ABC··· . The summation
∑

i∈A,B,C,··· is taken over
all such reactions with one of A, B, C, . . . species being the i-th species. Similarly,
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the summation
∑

i∈P,Q,R,··· is taken over all such reactions with one of P, Q, R, . . .
species being the i-th species. As mentioned in the previous section, we considered
60 liquid-phase chemical species (solutes), including solvated electrons, and 318
chemical reactions, which are the same as those given by Ikuse et al. in Ref. [98]
as well as those in Table 3.3. To ensure that we maintain constant pH at 7
throughout the simulation, we employ the ideal buffer condition, i.e., set [H+] =
[OH– ] = 10−7 mol l−1 at every time step in this study.

3.4 Results and Discussion

Concentrations of chemical species in PBS-like solution

Figure 3.2 shows the time evolution of the concentrations of all chemical species
in the solution when a 3 mL PBS-like solution with a NaCl concentration of 0.137
mol l−1 is exposed to various types of plasmas described in Table3.1 for 100 s.
The plasma feed gases are (a) Ar, (b) Ar/H2O, (c) Ar/Air, and (d) Ar/O2, and
the distance between the plasma tip and the solution surface was 0.8 cm. The
plasma-generated charge-neutral species shown in Tables3.1 are assumed to be the
only gaseous species exposed to the solution surface with the densities given in
the Table. No influx of ions or electrons from the gas phase is considered in the
simulation for the sake of simplicity.

The time is measured from the moment of plasma exposure (t = 0). Prior to
the plasma exposure (t < 0), the solution is in thermal equilibrium with ambient
air at room temperature (i.e., 298.15 K) and 1 atm. During the plasma exposure
(t > 0), the concentrations of gas-phase species are assumed to be constant in time.
Although some chemical species are desorbed from the solution surface, they are
assumed to dissipate immediately and therefore the gaseous species exposed to the
solution surface remain as those given in Table3.1.

To show the most dominant species, Fig. 3.2 plots all chemical species in the
solution whose concentrations are above 9×10−8 mol l−1. More detailed simulation
results showing all chemical species whose concentrations are above 10−14 mol l−1

for plasma irradiation up to 1,000 s are given in the supplementary material.
It is seen in Fig. 3.2 that the dominant chemical species generated under these
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Figure 3.2: Time evolution of all chemical species present in the PBS-like solutions
exposed to the plasmas discussed in this study, obtained from the numerical sim-
ulations. The system is at room temperature. The distance between the plasma
tip and the solution surface was assumed to be 0.8 cm and the plasma feed gases
were (a) Ar, (b) Ar/H2O, (c) Ar/Air, and (d) Ar/O2. The concentrations of cor-
responding plasma-generated charge-neutral species are given in Tables 3.1. No
influx of ions or electrons from the gas phase is considered in the simulation for
the sake of simplicity. The vertical axis represents the concentrations in mol l−1,
and the horizontal axis indicates the plasma exposure time t in seconds. Both axes
are on the log scale.
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conditions are hypochlorous acid HOCl and its conjugate base, i.e., hypochlo-
rite ClO– , hydrogen peroxide(H2O2, nitrite NO2

– and nitrate NO3
– . As will be

demonstrated in Subsec. 3.4, the production of ClO– is initiated with the reaction

Cl− +O −−→ ClO−, (3.1)

so the presence of O atoms in the gas phase contributed to the production of ClO– .
Hydrogen peroxide H2O2 is also directly dissolved into the solution from the gas
phase.

The concentration of Cl– , i.e., [Cl– ], linearly decreases in time essentially with
a constant rate because of Reaction (3.1). Such a linear decrease appears as a
steep drop in the log-log plot, as seen in Fig. 3.2. Atomic oxygen O is constantly
supplied from the gas phase to the solution and mainly lost with this reaction, so
its concentration [O] is low and nearly constant (as seen in Figs. S1 – S4 of the
supplementary material) until Cl– in the solution runs out. Although we do not
discuss details of the reaction pathways for Cl loss from the solution, it mainly
desorb to the gas phase as HOCl. In the following subsections, we shall discuss
how HOCl, ClO– and H2O2 interact in the solution.

Production and loss of hydrogen peroxide H2O2

Hydrogen peroxide (H2O2) is a stable chemical species and known to have various
biological effects. [216, 102, 82, 103] In this subsection, we examine the genera-
tion and loss mechanisms of H2O2 when the solution is exposed to the plasmas
considered in this study.

Figure 3.3 shows the (a) production and (b) loss rates of H2O2 in the PBS-
like solution exposed to the plasma with the Ar/O2 feed gas given in Table 3.1.
The corresponding evolution of liquid-phase species is given in Fig. 3.2(d). The
dominant chemical reactions to produce and consume H2O2 are essentially the
same also for other plasma conditions given in Tables 3.1 and 3.2.

On the production side, as seen in (a), two dominant sources of H2O2 are the
chemical reaction

HO2
− +H2O −−→ H2O2 +OH− (3.2)
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Figure 3.3: Time evolution of the (a) production and (b) loss rates of H2O2 in
the PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis repre-
sents the absolute value of d[H2O2]/dt of any chemical reaction that produces or
consumes H2O2 considered in this study with a rate higher than 10−6 mol l−1 s−1.

and the influx from the gas phase to the solution

H2O2(g) −−→ H2O2(aq) . (3.3)

Here the subscripts (g) and (aq) indicate the species is in the gas and liquid phases.
Reaction (3.2) is the loss of HO2

– , i.e., the conjugate base of H2O2, which is
essentially in equilibrium of the reverse reaction

H2O2 +OH− −−→ HO2
− +H2O . (3.4)

Reactions (3.2) and (3.4) do not contribute to the production or loss of H2O2 in
steady state. Therefore, the main source of H2O2 in the solution is the influx of
gas-phase H2O2 given by Reaction (3.3).

Figure 3.3(b) shows that the net loss of H2O2 is mainly due to the following
chemical reactions. The dominant chemical reactions to consume H2O2 are RCl060
of Table 3.3 and RCl038 of Ref. [98], i.e.,

ClO + H2O2 −−→ HOCl + HO2 , (3.5)
ClO− +H2O2 −−→ Cl− +O2 +H2O , (3.6)
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and RN024 of Ref. [98]

NO2
− +H2O2 +H+ −−→ ONOOH+H2O . (3.7)

It should be noted that O2 of Reaction (3.6) is singlet oxygen but we assume singlet
oxygen immediately decays to the triplet ground state of O2.

The rate constant of Reaction (3.5) is 3.0× 108 L/mol/s, which is 5 orders of
magnitude larger than the rate constant of Reaction (3.6), i.e., 2.8× 103 L/mol/s.
Therefore, even if the density of ClO is a few orders of magnitude smaller than that
of ClO– , Reaction (3.5) is the dominant loss reaction of H2O2. Indeed the density
of ClO is shown to be far smaller than that of ClO– in Fig. 3.2(d) or Fig. S4 of
the supplementary material.

As will be discussed in the following subsection, the chlorine monoxide radi-
cal ClO is generated from hypochlorite ClO– in the presence of hydroxyl radical
OH and immediately consumed by the H2O2 decomposition reaction (3.5) to gen-
erate HOCl. Therefore ClO may be considered as an intermediate in the H2O2

decomposition reactions initiated by ClO– .

Production and loss of hypochlorite ClO–

As we saw in Fig. 3.2, ClO– and HOCl are dominant species produced from Cl–

dissolved in the PBS-like solution exposed to the plasmas. Both species have
strong bactericidal effects in liquid.[117, 57, 104]. In this subsection, we examine
how these species are generated in the liquid phase. Figure 3.4 shows the (a)
production and (b) loss rates of ClO– in the PBS-like solution exposed to the
plasma under the conditions of Fig. 3.2(d). The dominant chemical reactions to
produce and consume ClO– are essentially the same for other plasma conditions
of Fig. 3.2 or Tables 3.1 and 3.2.

As seen in Fig. 3.4(a), the dominant chemical reactions to produce ClO– are
Reaction (3.1) and

HOCl + OH− −−→ ClO− +H2O . (3.8)

Reaction (3.8) is the generation of the conjugate base ClO– of HClO, which is in
equilibrium with the reverse reaction at large time, i.e.,

ClO− +H2O −−→ HOCl + OH− . (3.9)
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In other words, Reactions (3.8) and its reverse reaction (3.9) do not contribute
to the production and loss of ClO− at large time t when they are in equilibrium.
Therefore the main reaction to produce ClO– is Reaction (3.1), caused by the
influx of O atoms from the gas phase.

Figure 3.4(b) shows that the main loss mechanisms of ClO– are the generation
of the charge-neutral chlorine monoxide radical ClO, i.e.,

ClO− +OH −−→ ClO + OH− (3.10)

and the decomposition of H2O2 by Reaction (3.6).

10-6

10-5

10-4

10-3

10-2

10-1

100

10-5 10-4 10-3 10-2 10-1 100 101 102

P
ro

du
ct

io
n

ra
te

of
C

lO
-
[m

ol
/L

/s
]

Time [s]

HOCl + OH- -> ClO- + H2O

Cl- + O -> ClO-

(a)

10-6

10-5

10-4

10-3

10-2

10-1

100

10-5 10-4 10-3 10-2 10-1 100 101 102

Lo
ss

ra
te

of
C

lO
-
[m

ol
/L

/s
]

Time [s]

ClO- + H2O -> HOCl + OH-

ClO- + OH -> ClO + OH-

-

ClO- + H2O2 -> Cl + O2 + H2O

(b)

Figure 3.4: Time evolution of the (a) production and (b) loss rates of ClO– in
the PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis repre-
sents the absolute value of d[ClO−]/dt of any chemical reaction that produces or
consumes ClO– considered in this study with a rate higher than 10−6 mol l−1 s−1.

Production and loss of chlorine monoxide ClO

Figure 3.5 shows the (a) production and (b) loss rates of ClO in the PBS-like
solution exposed to the plasma under the conditions of Fig. 3.2(d). It is seen that
the dominant source of ClO is Reaction (3.10) and its dominant loss mechanism is
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Figure 3.5: Time evolution of the (a) production and (b) loss rates of ClO in the
PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis represents
the absolute value of d[ClO]/dt of any chemical reaction that produces or consumes
ClO considered in this study with a rate higher than 10−6 mol l−1 s−1.

Reaction (3.5) at large time. For Reaction (3.10) to become the dominant reaction,
a large amount of hydroxyl radical OH needs to be supplied. If it comes from
the plasma, the location where this reaction occurs is limited to a thin reaction
boundary layer of the medium at the gas-liquid interface. However, as we shall see
momentarily, a required amount of OH radical is generated in the solution bulk.
Therefore, Reaction (3.10) occurs in the solution bulk and, indeed, no OH radical
needs to be supplied from the plasma directly for Reaction (3.10) to take place.

Figure 3.6 shows the (a) production and (b) loss rates of OH in the PBS-like
solution exposed to the plasma under the conditions of Fig. 3.2(d). It is seen that
the reaction

HOCl− −−→ Cl− +OH

and its reverse reaction
Cl− +OH −−→ HOCl−

are balanced and therefore do not contribute to the net production and loss of OH.
The dominant reactions for the generation of OH radicals in the solution are the
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reaction RCl054 of Ref [98], i. e.,

HOCl + O2
− −−→ Cl− +O2 +OH (3.11)

and the influx of OH from the gas phase, i.e.,

OH(g) −−→ OH(aq) .

As to Reaction (3.11), we already know that there is sufficient HOCl in the solution
because it is a conjugate acid of ClO– or generated from Reaction (3.9). Then
where does the superoxide anion radical O2

– come from?
The superoxide anion radical O2

– is a conjugate base of the hydroperoxyl
radical HO2. If the reaction to decompose H2O2 by ClO, i.e., Reaction (3.5),
occurs, HO2 is generated, which can be converted to O2

– . More specifically, we
can look into the generation and loss of O2

– . Figure 3.7 shows the (a) production
and (b) loss rates of O2

– in the PBS-like solution exposed to the plasma under the
conditions of Fig. 3.2(d). It is seen that the reaction

HO2 −−→ O2
− +H+ (3.12)

and its reverse reaction
O2

− +H+ −−→ HO2

are balanced at a relatively early stage, indicating HO2 and O2
– are a conjugate

acid–base pair. So O2
– coexists with HO2. The loss of O2

– is indeed mostly due
to Reaction (3.11) at large time, which generates OH radical. On the other hand,
Fig. 3.7(a) shows that initially O2

– is mostly generated from HO2.
So what is the dominant reaction that produces HO2? Figure 3.8 shows the

(a) production and (b) loss rates of HO2 in the PBS-like solution exposed to the
plasma under the conditions of Fig. 3.2(d). It is seen that initially HO2 mostly
comes from the gas phase. At large time, the dominant reaction to produce HO2

is indeed Reaction 3.5), i.e., reaction to decompose H2O2 by ClO. The loss of HO2

is to generate O2
– via Reaction (3.12), as discussed earlier.

Loss mechanisms of H2O2 in the presence of Cl–

To summarise the discussion above, we now know the major reaction pathways to
decompose H2O2 in the PBS-like solution, i.e., in the presence of Cl– , when the so-
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Figure 3.6: Time evolution of the (a) production and (b) loss rates of OH in the
PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis represents
the absolute value of d[OH]/dt of any chemical reaction that produces or consumes
OH considered in this study with a rate higher than 10−6 mol l−1 s−1.

lution is exposed to a plasma. The most important free radical species transported
from the plasma to the liquid surface is the oxygen radical O. Through Reaction
(3.1), ClO– is generated in the solution. One reaction pathway to decompose
H2O2 is Reaction (3.6). However, this was not the dominant reaction pathway to
decompose H2O2 in the cases we examined in this study. The dominant reaction
pathway is the following series of reactions that involves the generation of ClO.
With a small amount of the hydroxyl radical OH, Reaction (3.10) generates the
chlorine monoxide radical ClO. Then Reaction (3.5) decomposes H2O2 and gener-
ates HO2. Because HO2 and O2

– are a conjugate acid and base pair, the presence
of HO2 means the presence of O2

– . Through Reaction (3.11), OH radicals needed
for Reaction (3.10) are generated. In this way, a cycle of reactions (3.10), (3.5),
and (3.11) continues as long as O radicals are provided from the plasma and H2O2

and Cl– exist in the PBS-like solution. Another mechanism to decompose H2O2

by NO2
– via Reaction (3.7) is not dominant in the cases examined in this study.
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Figure 3.7: Time evolution of the (a) production and (b) loss rates of O2
– in the

PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis represents
the absolute value of d[O2

−]/dt of any chemical reaction that produces or consumes
O2

– considered in this study with a rate higher than 10−6 mol l−1 s−1.

Comparison with experiments

Figure 3.9 compares the H2O2 concentrations obtained from the experiments by
Wende et al. [240] with those obtained from the numerical simulation of this
study. The experimental and simulation conditions are the same as those given
in Fig. 3.2, i.e., 3 mL PBS solutions with a NaCl concentration of 0.137 mol l−1

exposed to plasmas with feed gases of Ar, Ar/H2O, Ar/Air, and Ar/O2 at room
temperature. The distance between the nozzle and the solution surface was set at
0.8 cm. The white bars represent the experimental values quoted from Ref. [240]
and the hatched bars represent the values obtained from the simulations shown
in Fig. 3.2. The H2O2 concentration data for Ar and Ar/H2O were obtained at
t = 60 s and those for Ar/Air and Ar/O2 were obtained at t = 360 s, as in the
experimental conditions. It is seen that, in the case of the Ar-feed-gas plasma,
the agreement between the experiment and simulation is excellent. In the cases of
the Ar/Air and Ar/O2 feed gases, no H2O2 was observed in experiments while the
simulations also showed low H2O2 concentrations. In the case of the Ar/H2O-feed-
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Figure 3.8: Time evolution of the (a) production and (b) loss rates of HO2 in the
PBS-like solution under the conditions of Fig. 3.2(d). The vertical axis represents
the absolute value of d[HO2]/dt of any chemical reaction that produces or consumes
HO2 considered in this study with a rate higher than 10−6 mol l−1 s−1.

gas plasma, both experiment and simulation show relatively large concentrations of
H2O2. This is because, in the case of the Ar/H2O feed gas, the gas-phase densities
of H2O2 were larger while that of O was smaller than those in the other cases and,
therefore, H2O2 in the solution was not much decomposed by ClO– .

Figure 3.9 suggests that, for a given influx of H2O2 to a plasma-irradiated
PBS solution, the H2O2 concentration in the solution, i.e., [H2O2](aq), decreases
with an increasing influx of O radicals. Figure 3.10 plots the H2O2 concentrations
in plasma-irradiated PBS solutions under the the same conditions as those in
Ref. 3.2 with gas phase species given in Tables 3.1 and 3.2 obtained from numerical
simulations as functions of the gas-phase density ratio of O to H2O2, i.e., [O](g)/
[H2O2](g). The values of [H2O2](aq) were evaluated at t = 60 s. The experimental
data shown in Fig. 3.9 are also plotted. A clear trend is seen that the H2O2

concentration decreases with the increasing gas-phase-density ratio of O to H2O2.
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Figure 3.9: The concentration of H2O2 from the experiments by Wende et al. [240]
(white bars) and the corresponding simulations of this study (hatched bars). The
horizontal axis indicates the plasma conditions summarized in Tables 3.1 and 3.2.
The data for Ar and Ar/H2O plasmas were obtained at t = 60 s whereas the data
for Ar/Air and Ar/O2 plasmas were obtained at t = 360 s.

Simulation of O and H2O2 irradiation

The study so far indicates that the only plasma-generated species needed to de-
compose H2O2 in the PBS-like solution is O radicals. To confirm this, we now
simulate the case where the surface of the PBS-like solution is irradiated only by
H2O2 and O radicals. Figure 3.11 shows the time evolution of the concentrations
of all chemical species in the PBS-like solution exposed to the influx of H2O2 only
(a) and the influxes of H2O2 and O radicals (b) at room temperature for 100 s,
obtained from the numerical simulations. The PBS-like solution prior to the ir-
radiation of H2O2 and O is the same as those used in the simulations presented
in Fig. 3.2, i.e., a 3 mL solution with a NaCl concentration of 0.137 mol l−1 in
thermal equilibrium with ambient air at room temperature (i.e., 298.15 K) and 1
atm. As before, the PBS-like solution is assumed to be placed in a container with
a surface area of 10 cm2 and the area of the solution surface exposed to H2O2 and
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Figure 3.10: The concentration of H2O2 in the PBS-like solution, i.e., [H2O2](aq),
evaluated from the numerical simulations at t = 60 s as a function of the gas-phase
density ratio of O to H2O2, i.e., [O](g)/ [H2O2](g). The plasma conditions are those
described in Tables 3.1 and 3.2. The corresponding experimental data [240] shown
in Fig. 3.9 are also plotted. The legends indicate the types of feed gases and the
distance between the nozzle of the plasma system and the solution surface.

O influxes is assumed to be limited to 0.1 cm2. During the H2O2 and O expo-
sure (t > 0), the concentrations of gas-phase species are assumed to be constant
in time, as before. We also assume that the gas-phase concentration of H2O2 at
the gas-liquid interface is [H2O2](g) = 1.49×1014 cm−3 (as in the case of the Ar
plasma in Table 3.2) and the gas-phase density ratio of O to H2O2 for (b) is [O](g)/
[H2O2](g) = 10 at the gas-liquid interface.

It is seen in (a) that the concentration of H2O2 linearly increases in time due to
the constant influx of H2O2. Here, no ClO– is produced because there is no O(g)

supplied to the solution. On the other hand, in (b), where O is also supplied to
the solution, the generation of HOCl and ClO– is observed and the net generation
of H2O2 is suppressed after around t = 1 sec.

Figure 3.12 shows the concentrations of ClO– and H2O2 in the PBS-like solution
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Figure 3.11: Time evolution of all chemical species present in the PBS-like solu-
tions exposed to the influx of H2O2 only (a) and the influxes of H2O2 and O radicals
(b) at room temperature, obtained from the numerical simulations. The gas-phase
concentration of H2O2 at the gas-liquid interface is [H2O2](g) = 1.49×1014 cm−3

and the gas-phase density ratio of O to H2O2 for (b) is [O](g)/ = 10. The vertical
axis represents the concentrations in mol l−1, and the horizontal axis indicates the
plasma exposure time t in seconds. Both axes are on the log scale.

at t = 50 s as functions of the gas-density ratio of [O](g)/ [H2O2](g). It should be
noted that [ClO– ] = 0 when [O](g) = 0. It is clearly seen that the increase of the
O radical supply to the PBS-like solution increases the production of ClO– and
reduces the concentration of H2O2.

Figure 3.13 shows the (a) production and (b) loss rates of H2O2 in the PBS-like
solution exposed to the influxes of H2O2 and O with a gas-phase density ratio of
[O](g)/ [H2O2](g) = 10 at the gas-liquid interface. The corresponding evolution of
liquid-phase species is given in Fig. 3.11(b). As in Fig. 3.3, beside the equilibrium
relation between Reaction (3.2) and its reverse reaction (3.4), the main source of
H2O2 in the solution is the influx of gas-phase H2O2 and the main loss of H2O2 is
due to Reactions (3.5) and (3.6). Therefore, we conclude that the same sequences
of reactions discussed above are in charge of the decomposition of H2O2 in the case
of Fig. 3.11(b).
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Figure 3.12: The concentrations of ClO– and H2O2 in the PBS-like solution eval-
uated from the numerical simulations at t = 60 s as a function of the gas-phase
density ratio of O to H2O2, i.e., [O](g)/ [H2O2](g). Other conditions are the same
as those in Fig. 3.11. It should be noted that [ClO– ] = 0 when [O](g) = 0. It is
seen that, as [O](g) increases, [ClO– ] increases while [H2O2] decreases.

Figure 3.14 summarizes the finding of this study. Although H2O2 was supplied
from the plasma in this study, H2O2 coming from any sources can be decomposed
by incident O atoms in a chlorinated solution. The most important ingredients
for H2O2 decomposition are Cl– ions in the solution and O atoms supplied from
the plasma, which form ClO– . There are two major pathways to decompose H2O2

in the presence of ClO– . One is the reaction denoted by 1⃝ in Fig. 3.14, which
is Reaction (3.6) and directly decomposes H2O2 to generate water H2O and oxy-
gen O2. The other pathway is denoted by 2⃝, which forms a cycle of reactions
consisting of Reactions (3.10), (3.5), and (3.11). Here we call the reaction cycle a
“chlorine monoxide cycle” as it involves the chlorine monoxide radical ClO as an
intermediate. The chlorine monoxide cycle consumes both ClO– and H2O2 and
generates water H2O and oxygen O2, as in Reaction (3.6). Therefore it may not
be easily distinguished from Reaction (3.6) experimentally. The chlorine monox-
ide cycle requires an OH radical to convert ClO– to ClO but also generates an
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Figure 3.13: Time evolution of the (a) production and (b) loss rates of H2O2
in the PBS-like solution under the conditions of Fig. 3.11(b). The vertical axis
represents the absolute value of d[H2O2]/dt of any chemical reaction that produces
or consumes H2O2 considered in this study with a rate higher than 10−6 mol l−1

s−1.

OH radical as one of its byproducts. Therefore, once the cycle is triggered by a
small amount of OH in the solution, (which is supplied from the gas phase in this
study, as seen in Fig. 3.6(a)) the cycle continues until O or H2O2 runs out. In the
presence of Cl– ions in the solution, the net total reaction by either Reaction (3.6)
or the chlorine monoxide cycle may be summarized as

O+H2O2 −−→ H2O+O2

if no intermediate reaction is taken into account explicitly.

3.5 Conclusions
In this study, global (zero-dimensional) simulations have been performed to iden-
tify the dominant chemical reactions in a PBS-like solution exposed to APPs.
Especially the interest lies in identifying the chemical reaction pathways for the
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Figure 3.14: Major reaction pathways for the decomposition of H2O2 in the
presence of Cl– in the solution. O and H2O2 are assumed to be provided from the
plasma source. There are two reaction pathways; 1⃝, i.e., Reaction (3.6), which is
the direct decomposition of H2O2 and 2⃝, i.e., a series of reactions (3.10), (3.5),
and (3.11) that also consumes H2O2 and generates H2O and O2 as net products
(chlorine monoxide cycle).

decomposition of H2O2 in the presence of Cl– ions in the solution exposed to plas-
mas. In the simulations, we assumed that the gas-phase chemical species identified
in the earlier study by Wende et al. [240] were supplied to the surface of a PBS-like
solution and compared the simulation results with the experimental observations
of Ref. [240]. They were found to be in good qualitative agreement, indicating that
O radicals supplied from the plasma to the PBS solution cause the decomposition
of H2O2 in the solution. Thus our study corroborates the reaction mechanisms of
H2O2 decomposition in plasma-exposed PBS solutions proposed by Wende et al.
[240]: the formation of ClO– via Reaction (3.1), which then decomposes H2O2 and
generates water H2O and oxygen O2.
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Wende et al. listed Reaction (3.6) as a possible mechanism of the H2O2 decom-
position by ClO– . However, our study has found the chlorine monoxide cycle is
another reaction pathway that decomposes H2O2. Indeed, both reaction pathways
consume ClO– and H2O2 and generate water H2O and oxygen O2, so they may
not be easily distinguished experimentally. The major difference between Reac-
tion (3.6) and the chlorine monoxide cycle is that, while Reaction (3.6) requires
only ClO– and H2O2 to proceed, the chlorine monoxide cycle requires OH radi-
cals to initiate the cycle and also involves the reaction with some intermediates
such as OH, HO2 and O2

– . If some of these intermediates are scavenged by other
reactions, the chlorine monoxide cycle may be interrupted.

In this study, the chlorine monoxide cycle is found to be the dominant mecha-
nism to decompose H2O2 because there is a sufficient amount of OH supplied from
the gas phase that initiates this reaction pathway. In reality, the chlorine monox-
ide cycle is likely to be the dominant consumption mechanism of H2O2 only near
the gas-water interface region, where the OH density is relatively high. In the bulk
of the solution, H2O2 may be directly decomposed by ClO– , i.e., Reaction (3.6).

Neither Reaction (3.6) nor the chlorine monoxide cycle requires the presence
of any other nitrogen-containing species. A recent study by Jiráek and Lukeš [104]
pointed out that, in the presence of nitrites NO2

– , the concentration of HOCl can
be reduced due to the oxidation of NO2

– by HOCl. The oxidation of NO2
– by

HOCl is known to be triggered by the formation of chlorine nitrite ClNO2 and
a set of reactions that leads to the formation of nitrates NO3

– [128] is rather
complex. Therefore, these reactions are not taken into account in our simulation
model. Nevertheless, we believe that, under the conditions that we examined in
this study, HOCl is not depleted significantly by oxidation in reality because it
is also known that the formation of NO3

– from ClNO2 is a rather slow process.
Indeed our simulation results without NO2

– oxidation by HOCl are consistent with
the experimental observations by Wende et al., so our current model is likely to be
sufficient. A more detailed study including NO2

– oxidation by HOCl is deferred
to future work.

In the presence of NO2
– , Reaction (3.7) can decompose H2O2. Under the

conditions examined in this study, however, this reaction was found to be less
important for H2O2 decomposition than Reaction (3.6) or the chlorine monoxide
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cycle.





Chapter 4

One-dimensional Reaction
Transport Simulation to find
position of the reactions

4.1 Introduction

Atmospheric pressure plasma (APPs) have found widespread application in var-
ious fields,[105, 249, 235, 130, 206, 87, 41, 30, 4, 239, 3] encompassing material
surface treatment,[111, 110, 234, 221, 171, 199, 12, 13, 193, 210, 165, 228, 63, 129]
nanoparticle synthesis, [68, 195, 67, 227, 122, 120] gas and liquid treatment,[118,
150, 218, 164, 20, 109, 211, 37, 250] sterilization, wound healing, and other medical
applications.[131, 213, 96, 248, 219, 149, 56, 65, 134, 77, 160, 18, 162, 161, 225,
17, 93] Given the breadth of its applications, deciphering the intricacies of plasma-
liquid interactions is of paramount importance in elucidating the underlying mech-
anisms and identifying the relevant reactive species.[113, 14, 215, 216, 177, 217, 31]

Numerical simulations of gas- and liquid-phase chemical reactions have been
widely employed to investigate the reaction mechanisms in solutions exposed to
plasmas. These simulations incorporate varying levels of chemical reaction com-
plexity, spatial dimensions, and temporal and spatial resolutions, which are tai-
lored to the specific research objectives.[80, 224, 148, 142, 147, 97, 155, 98, 11, 10]
Chemical species found in a solution exposed to a plasma are closely linked to

51
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the influxes of chemical species generated in the plasma. Gas-phase chemistry can
also be extremely complex, and the gas-phase reactions and transport can pro-
ceed on time scales different from those in the liquid phase. Therefore, solving
of both gas- and liquid-phase process models simultaneously with the full scale
of chemical-reaction complexity remains a challenge for computation studies of
low-temperature plasmas. [126, 200, 144, 119, 167, 169]

APPs are typically generated with pulsed discharges to avoid excessive heat-
ing of the surrounding gas. The ionization rates of APPs are generally low, but
frequent collisions among electrons and gas molecules lead to the generation of a
large amount of highly reactive species. An APP generated in humid air is an effi-
cient source of reactive oxygen species (ROS) and reactive nitrogen species (RNS).
Hydrogen peroxide (H2O2) is a relatively stable species generated under such con-
ditions. When a water solution is exposed to an APP, the gas above the solution
surface has a high concentration of gaseous water (H2O) molecules, where H2O2,
ROS and RNS are generated and dissolve in the solution through the gas-water
interface, i.e., solution surface. [151, 205]

It is known that, if a saline solution is exposed to an APP, hypochlorous acid
(HOCl) is generated in the solution. Bactericidal effects of HOCl are well docu-
mented. [6, 66] In water, HOCl is in chemical equilibrium with hypochlorite anion
ClO– . At pH = 7, the ratio of HOCl to the total amount of HOCl and ClO– is
76 %. A recent study by Wende et al.[240] found that, when a phosphate-buffered
saline (PBS) solution was exposed to APPs, the amount of H2O2 observed in the
solution could be reduced, especially when the amount of admixed oxygen gas O2

was high for plasma generation. Based on the experimental observations, they
concluded that ClO– formed in the plasma-exposed solution decomposed H2O2.

In our previous study,[11] the mechanism of H2O2 decomposition in a chlorine-
containing solution was elucidated. The decomposition of H2O2 was predominantly
driven by ClO– and ClO through the chlorine monoxide cycle. The study employed
a global model, assuming that the solution is well-mixed, resulting in uniform
species concentration and distribution regardless of depth.

The goal of this study is to investigate the mechanism of H2O2 decomposi-
tion and determine the reaction location. We utilize a one-dimensional reaction-
transport simulation, an extension of the global model that incorporates depth-
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dependent calculations. The same model has been previously applied to investi-
gate plasma irradiation of pure water and plasma irradiation of NaCl- containing
water.[98]

Numerical simulations of chemical reactions in solutions have been extensively
employed to investigate the reaction mechanisms within the solution. These simu-
lations incorporate varying levels of chemical reaction complexity, spatial dimen-
sions, temporal and spatial resolutions, which are tailored to the specific research
objectives.[80, 224, 148, 142, 146, 97, 155] In plasma-liquid interaction modeling,
the chemical species in the liquid are intricately linked to the gas-phase chemical
species present in the plasma. The gas phase typically involves a significantly larger
variety of chemical species compared to the liquid phase. Consequently, rigorous
and detailed numerical simulations of both gas-phase and liquid-phase chemical
reactions remain a challenging research area.[126, 200, 144, 119, 166, 168] This is
because numerical simulations can provide insights into phenomena that are often
difficult or impossible to observe experimentally.

4.2 Outline of numerical simulation

Governing equations and boundary conditions

The motivation of this study is to understand the transport process of chemical
species and find out the primary reactions leading to the decomposition of H2O2 in
a PBS solution. We consider a system where a PBS solution is exposed to plasma
jets, which is schematically illustrated in Fig. 4.1. Plasma jets produce various
chemical species in the gas phase, [240] which may dissolve in the PBS solution
and cause various chemical reactions there.

In this study, we employ a 1D reaction-transport model to simulate numerically
the dynamics of the concentration depth profiles of chemical species in a PBS
solution. We assume that the PBS solution is in equilibrium with air at a pressure
of 1 atm and at room temperature (298.15 K). It is assumed that, during the
plasma jet exposure, the PBS solution continues to be in equilibrium with air
under the same conditions, so that the concentrations of oxygen (O2) and nitrogen
(N2) molecules dissolved in the solution remain uniform and constant. The initial



54 CHAPTER 4. 1D REACTION-TRANSPORT SIMULATION

PBS 
solution

solution surface

Figure 4.1: Schematic picture of a PBS solution irradiated by an atmospheric
pressure plasma (APP) jet. The vertical cross-section of a plasma jet system is
illustrated, where a plasma jet, depicted as a spherical object in the center, is
generated near the tip of the central metal electrode. The electrode is surrounded
by a cylindrical wall made of a dielectric material (depicted in black). A metal
grounded electrode is attached to the outside of the dielectric cylinder. Gas-
phase chemical species generated in the plasma jet are transported (depicted by
the dotted arrows) to the solution surface and dissolve in the solution. Chemical
species generated in the solution are transported toward the solution bulk (depicted
by the solid arrow).

concentrations of Na+ and Cl– in the solution are assumed to be 0.137 mol/l with
a constant pH of 7. We also assume that the solution is an ideal buffer solution,
such that the pH value of the solution is instantly restored to 7. Therefore, the
concentrations of H+ and OH– are assumed to be exactly 1.0× 107 mol/l at every
instance of time. In the simulations presented in this work, 60 liquid-phase species
(solutes), including solvated electrons, and 318 chemical reactions, including 77
ROS and water reactions, 77 RNS reactions, 54 chlorine reactions, and 2 other
reactions related to Na were considered, as in the earlier study of [11]
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The governing equations for transport and chemical reactions are given by

∂ni

∂t
= ℜ̂i − vc · ∇ni − µi∇ · (niE) +Di∆ni , (4.1)

Where t denotes time, ni is the concentration of the i-th species in the liquid
phase (i.e., solution), vc represents the convective flow velocity in the solution.
Since there is no convection flow of the PBS solution in the container under the
experimental conditions that we are interested in (i.e., experimental conditions of
[240]), we assume vc = 0 in this study. The notation ℜ̂i denotes the calculated
change in concentration for species i (ni, see Tab. B.12 and Tab. B.11), determined
from its production and loss rates. The electric field E is obtained from Poisson’s
equation. Parameters µi and Di are the mobility and diffusion coefficient of the
i-th species, the values of which are listed in Tab. B.12[97, 98]. In the 1D model,
the spatial coordinate x is taken in the direction of the depth with x = 0 being
the position of the solution surface, and therefore ∇ = ex ∂/∂x with ex is the unit
vector in the direction of the depth.

The boundary conditions at the solution surface are governed by the relation

vthi

(
ng
i −

ni

kH
i RTg

)
= −Di

∂

∂x
ni ,

where vthi , ng
i , and kH

i represent thermal velocity, the gas-phase density, and
Henry’s constant of the i-th species. The values of Henry’s constants are found
in [97, 98]. Here, R and Tg represent the gas constant and the gas temperature,
respectively. The gas temperature is assumed to be the same as the solution
temperature (T ), i.e., Tg = T (=298.15 K). The thermal velocity is defined as

vthi =
1

2

√
2kBTg

πmi

,

where mi is the atomic/molecular mass of the i-th species, under the assumption
that the i-th gas-phase species forms a Maxwellian distribution with gas tempera-
ture Tg. With this thermal velocity, the component of the flux of the i-th gas-phase
species normal to the solution surface is given by Γi = vthi ng

i . The boundary con-
dition above essentially states that the difference between the incoming flux from
the gas phase and the outgoing flux from the liquid due to Henry’s law is the flux
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that diffuses into the solution. A more comprehensive explanation of the governing
equations may be found in Ref. [97]

Table 4.1: Densities of gas-phase species generated under the conditions denoted
by Ar, Ar/H2O, Ar/Air, and Ar/O2 at 0.8 cm from the nozzle exit, extracted from
the numerical simulation data given in Ref. [240]. The discharge conditions are
described in the main text.

Species Gas-phase densities (cm−3)
Ar Ar/H2O Ar/Air Ar/O2

cm−3 cm−3 cm−3 cm−3

H 2.71 ×1011 1.45 ×1011 1.01 ×1012 1.28 ×1011

H2O2 1.36 ×1014 3.83 ×1014 9.34 ×1013 6.48 ×1013

HNO2 1.63 ×1014 1.48 ×1014 3.34 ×1014 7.09 ×1013

HNO3 1.86 ×1013 2.08 ×1013 3.69 ×1013 1.30 ×1013

HO2 1.67 ×1013 2.54 ×1013 9.44 ×1012 9.54 ×1012

N 6.65 ×1013 4.82 ×1013 5.03 ×1013 2.98 ×1013

N2O5 8.00 ×1012 2.74 ×1011 4.09 ×1012 6.23 ×1011

NO 1.47 ×1014 1.40 ×1014 1.53 ×1014 1.41 ×1014

NO2 2.81 ×1013 2.94 ×1013 3.31 ×1013 2.49 ×1013

O 1.63 ×1015 6.17 ×1014 1.17 ×1015 1.50 ×1015

O3 9.67 ×1014 3.13 ×1014 1.31 ×1015 2.63 ×1015

OH 3.74 ×1013 4.09 ×1013 2.26 ×1013 2.67 ×1013

The densities in the gas phase species generated by an APP are taken from the
simulation result by Wende et al.[240] The list of species and densities is shown in
table 4.1. The calculation in the boundary condition of the gas phase and liquid
phase for charge-neutral species is given by the Eq. 4.1.

Gas injection is assumed in continuous and constant. In the liquid phase (nliq
i )

the concentration will increase and reach the solubility limit. The solubility limit
is the maximum concentration of each species soluble in the solution when the
solution is in thermal equilibrium with the gas at its partial pressure. The solubility
limit of species i given by

nliq
i = kH

i RTgn
gas
i

Here the nsol
i represents the concentration as a solubility limit of species i. Here we

can see that the solubility limit depends on Henry’s constant. If Henry’s constant
is low, the solubility limit of the species is also low. The calculated value of the
solubility limit of each chemical species is shown in table 4.2.
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Table 4.2: Solubility limit of each species inside PBS-like solution from four dif-
ferent gas feeds

No Species
Incident flux

Ar Ar/H2O Ar/Air Ar/O2
(mol L−1) (mol L−1) (mol L−1) (mol L−1)

1 H 2.93×10−15 1.57×10−15 1.09×10−15 1.39×10−16

2 H2O2 4.65×10−4 1.31×10−3 3.19×10−5 2.21×10−5

3 HNO2 3.36×10−7 3.05×10−7 6.87×10−8 1.46×10−8

4 HNO3 1.61×10−4 1.80×10−4 3.19×10−5 1.12×10−5

5 HO2 3.92×10−6 5.96×10−6 2.21×10−7 2.24×10−7

6 N 1.78×10−12 1.29×10−12 1.35×10−13 7.97×10−14

7 N2O5 6.49×10−10 2.22×10−11 3.32×10−11 5.05×10−12

8 NO 1.15×10−11 1.09×10−11 1.20×10−9 1.10×10−12

9 NO2 1.39×10−11 1.45×10−11 1.63×10−12 1.23×10−12

10 O 2.72×10−11 1.03×10−9 1.96×10−10 2.51×10−10

11 O2 2.72×10−4 2.72×10−4 2.72×10−4 2.72×10−4

12 O3 4.38×10−9 1.42×10−10 5.93×10−11 1.19×10−10

13 OH 4.62×10−8 5.05×10−8 2.79×10−9 3.30×10−9

In the gas phase, we find the charge-neutral species and charged species. We
assume that no charge species desorb from the surface thermally. For the charged
species, we specify their incident fluxes by their electric currents. The mathemat-
ical formula for the boundary condition for charged species is described by

ji · n
qi

=
(
−Di∇nliq

i + µin
liq
i E

)
· n

Where ji, qi, E represent the current density carried by charged species i, the
electrical charge of species i, and the electric field. The letter µi denotes as the
mobility of species inside the solution.

4.3 Result and discussion
The one-dimensional (1D) fluid model is used to delve into diffusion and chemical
reactions of each chemical species in solution. The chemical species from the gas
phase produced by APP Jet penetrated the PBS solution[240]. The 1D model was
previously used for studying kinetic in an aqueous phase[97, 98]. Here, we assume



58 CHAPTER 4. 1D REACTION-TRANSPORT SIMULATION

the solution is a NaCl with a constant pH of seven as a PBS-like solution. and
supply some chemical species to study the reaction-transport mechanism of plasma
irradiated PBS-like solution. Given the assumption of a uniform temperature
distribution between the PBS solution and the surrounding gas, convective flow
is considered negligible. Furthermore, the absence of charged species entering the
solution implies a zero current density (ji = 0).

The first investigation simulated the reaction and transport of plasma-irradiated
PBS with Ar, Ar/H2O2, Ar/Air, and Ar/O2 gas feed, which we did with a zero-
dimensional (global model) in previous studies [11]. During the last study, we did
not consider the phenomenon of diffusion in liquids, so we assumed that the liquid
conditions were homogeneous. Here we want to eliminate the assumption that
the liquid state is homogeneous because the liquid is not homogeneous in reality.
Understanding each chemical species reaction and transport mechanism inside the
solution irradiated by plasma is very important. In research involving plasma for
medical and biological purposes, it is necessary to know the reaction mechanism
of each species inside the solution because each species has contacted the cell and
has a biological effect.[240, 117, 230, 180]

Ar, Ar/H2O, Ar/Air, and Ar/O2 gas feed calculations into solution are shown
in Fig. 4.2 with a 0.8 cm separation between the plasma jet tip and the solution
(data from table 4.1). The figure displays the concentration profile for each species
as a function of solution depth. More than 18 species are present at concentrations
more than 5 × 10−8 mol/L; 6 of these are derived from the initial solution (Na+,
Cl– , N2, O2, H+, OH– ), 5 are directly injected from the gas (H2O2, O2, NO,
NO2, HNO2), and others are created by a chemical reaction occurring within the
solution.

Our concern then focuses on the chemical species from the gas and the product
of the chemical reaction inside the solution. H2O2 is the dominant species in Ar
and Ar/H2O gas feeds. However, NO2

– and HOCl are the dominant species in
Ar/Air and Ar/O2. The difference in condition inside solution is caused by the
gas phase species densities injected into the PBS-like solution. Table 3.1 shows
the details of the gas phase densities injected into the solution from every gas feed.
We can see that the densities of species, i.e., H2O2, are different. The highest
to lowest densities come from Ar/H2O. Ar, Ar/Air, and Ar/O2. The amount of
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Figure 4.2: The concentration profiles of all chemical species are found in the
PBS-like solution at plasma irradiation time equal to 0.1s. The distance from the
plasma tip to the liquid is 0.8 cm. The vertical axis is the concentration in mol/L,
and the horizontal axis is the depth of solution in µm. Both axes are on the log
scale. The Figure from four different gas feed (a) Ar, (b) Ar/H2O, (c) Ar/Air, and
(d) Ar/O2. Gas species correspond to table 4.1. For the sake of simplicity, there
is no influx of ions or electrons from the gas phase is considered in the simulation.
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gas is proportional to the concentration in the solution (Fig. 4.2). However, the
concentration in the solution depends on the composition of the gas injected into
the solution. Due to the many variables inside the solution, the system is nonlinear.
So, it is difficult to predict the condition without calculating it carefully.

Figure 4.2 also provides details on the depths to which various species can
penetrate. The five dominant species that can penetrate deeper layers of a solution
are H2O2, HOCl, NO2

– , ClO– , and NO3
– . From the five dominant species, H2O2

and HOCl can reach the deepest solution. It means that H2O2 and HOCl are
stable species (less-reactive). The existence of H2O2 and another species in the
solution is due to the diffusion and reaction of each species from the gas with the
species in the solution. We will discuss the chemical reaction that produces or
consumes the species in the next section.

Reactive species are indicated by their appearance on the surface only; their
concentration immediately decreases drastically with the depth of the solution.
O2

– and NO2
– are examples of reactive species. Both only appear near the surface

of the solution. The area where various species appear (including reactive species)
is called the reaction boundary layer (RBL). By the definition of RBL, we can
consider an area of 10 µm as an RBL.

Production and loss of Hydrogen Peroxide

Once we identified the reactivity and location of each species, we focused on the
production and consumption reactions of each species. Another important thing
is to find the location of the reaction. Normally, the chemical reaction occurs in
the near-surface layer, where gas species meet solution species.

In medicine, hydrogen peroxide (H2O2) has numerous therapeutic uses, includ-
ing wound care, acne, and cancer skin therapy [170]. H2O2 is also potentially used
for therapeutic purposes for vascular disorders, tissue regeneration, and treating
brain ischemia. [175, 135]. Regarding the usefulness of H2O2, it is very essential
to understand the reaction of H2O2 in PBS solution. [39].

H2O2 is the most dominant species in calculation of Ar and ArH2O (figs. 4.2a
and 4.2b) injection. The existence of high H2O2 concentrations comes from H2O2

gas and also from reactions from other species. Fig. 4.3 shows the production
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Figure 4.3: Production and loss rate of H2O2 inside PBS-like solution at time 0.1
s. The distance from the plasma tip to the solution is 0.8 cm. The vertical axis is
the reaction rate in mol/L/s of H2O2, plotted on the log scale. The horizontal axis
is the depth of the solution in a micrometer. Figure (a) is the production rate of
H2O2 and (b) is the loss rate of H2O2. The data taken taken from Argon/O2 1%
(table 4.1).
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(4.3a) and consumption (4.3b) of H2O2 by other species. The production of H2O2

comes from two chemical reactions:

HO2
− +H2O −−→ H2O2 +OH− (4.2)

and
HO2

− +H+ −−→ H2O2. (4.3)

On the other hand, H2O2 consumption comes from five reactions:

H2O2 +OH− −−→ HO2
− +H2O , (4.4)

ClO− +H2O2 −−→ H2O+ Cl− +O2 , (4.5)
ClO + H2O2 −−→ HOCl + HO2 , (4.6)

H2O2 −−→ HO2
− +H+ , (4.7)

OH+H2O2 −−→ HO2 +H2O

Chemical reactions 4.2 and 4.4 are reverse reactions; both have the same reac-
tion rate. So, we can ignore reactions 4.2 and 4.4. The production of H2O2 also
comes from reaction number 4.3. However, there are four chemical reactions that
result in H2O2 loss. If we compare the production and loss reactions of H2O2, we
realize that the loss reaction is more dominant compared to the production reac-
tion. However, the amount of H2O2 in the solution is high. We can understand
that H2O2 in the solution mostly comes from the gas injection and then diffuses
into the solution’s bulk. Diffusion coefficient of H2O2 is 2.3× 10−9 m2s−1.[59]

We do not show the gas injection in Fig. 4.3, because Fig. 4.3 only shows the
chemical concentration inside the solution.

Production and lost of hypochlorite ClO–

Hypochlorite anion (ClO– ) is one of the species with the 5th highest concentration
in a PBS-like solution. In the medicine, the hypochlorite anion (ClO– ) is an
interesting chemical found in the human body. It is an essential component of
our immune system, working as a powerful weapon against invading pathogens
such as bacteria and viruses.[117, 57, 104] However, like a double-edged sword,
unrestrained activity can cause damage to our own tissues. Understanding this
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delicate equilibrium is essential for grasping the intricate relationship between
hypochlorite and human health.[115, 244]
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Figure 4.4: Production and loss rate of ClO– inside PBS-like solution at time 0.1
s. The distance from the plasma tip to the solution is 0.8 cm. The vertical axis is
the reaction rate in mol l−1s−1 of ClO– , plotted on the log scale. The horizontal
axis is the depth of the solution in a micrometer. Figure (a) is the production
rate of ClO– and (b) is the loss rate of ClO– . The gas-phase data taken from
Argon/O2 1% (table 4.1).

Investigating ClO– in the solution, starting from tracing the chemical reaction
to produce and lost of ClO– . Figure 4.4 shows the reaction to produce ClO– (4.4a)
and the lost reaction of ClO– (4.4b). The reaction producing ClO– is the reaction
of HOCl and OH– by reaction

HOCl + OH− −−→ H2O+ ClO− . (4.8)

This reaction is a reverse reaction with

ClO− +H2O −−→ HOCl + OH− . (4.9)

as shown in figure 4.4b. Another reaction to form ClO– is the reaction of Cl– and
O via reaction

Cl− +O −−→ ClO− . (4.10)
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ClO and O3
– are also species that produce ClO– via reaction

ClO + O3
− −−→ ClO− +O3 . (4.11)

Reactions 4.10 and 4.11 are located in the reaction boundary layer (RBL),
the area near the surface (< 10µm). The slope of reactions 4.10 and 4.11 is
sharp, which means the reaction only occurs near the surface. Cl– comes from
the solution, and O comes from the plasma gas injection. Even though the ClO–

formation reaction is mostly in the RBL, in figure 4.2, it can be seen that the
concentration of ClO– in the bulk is quite large. This is suspected to be the
presence of the diffusion of ClO– , which is formed in the RBL and then diffuses
into the solution.

The loss of ClO– mainly because of reaction of ClO– with H2O2 via reaction
4.5. Also reaction of ClO– with OH via reaction

ClO− +OH −−→ ClO + OH− . (4.12)

In the boundary, the rate of reaction 4.12 is higher compared to reaction 4.5. It
happens because the concentration of OH is high. However, OH is highly reactive,
so at the boundary, OH mostly reacts with other species to form new species. This
is the reason the slope in reaction 4.12 is sharper compared to reaction 4.5.

H2O2 (in figure 4.2) is less reactive compared to OH, so that reaction 4.5(fig. 4.4b)
has a gentle slope. Reaction 4.5 is the dominant reaction, consuming ClO– ; it will
produce H2O, Cl– , and O2. In our previous study, we referred to this process as
the “chlorine monoxide cycle”.[11].

Production and lost of chlorine monoxide ClO

ClO has various functions, including ozone depletion in atmospheric chemistry, ox-
idizing and inactivating pathogens, potential application in wastewater treatment,
etc. [42, 243, 136].

Figure 4.5 shows the (a) production and (b) loss rates of ClO in the PBS-like
solution exposed to the plasma under the conditions of figure 4.2d. It is seen that
the dominant source of ClO is reaction 4.12 and its dominant loss mechanism is
reaction 4.6.
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Figure 4.5: Production and loss rate of ClO inside PBS-like solution at time 0.1
s. The distance from the plasma tip to the solution is 0.8 cm. The vertical axis
is the reaction rate in mol l−1s−1 of ClO, plotted on the log scale. The horizontal
axis is the depth of the solution in a micrometer. Figure (a) is the production
rate of ClO and (b) is the loss rate of ClO. The gas-phase data taken taken from
Argon/O2 1% (table 4.1).

Reaction 4.12 is the most dominant production reaction of ClO, originating
from ClO– and OH. From Table 3.1, we know that OH comes from the gas
formed by the plasma, while ClO– is a species inside the liquid formed by reaction
4.10. OH is a highly reactive species, so it can only be found on a liquid surface.
This causes the reaction of ClO– with OH to only occur at the surface (RBL) (see
Figure 4.5a).

Figure 4.5b shows that the magnitude of the loss rate is equal to the magnitude
of the ClO formation rate. Therefore, after being formed, ClO immediately reacts
with H2O2 to form HOCl and HO2 via reaction 4.6. This is why ClO is not detected
in Figure 4.2.

Another chemical reaction that forms ClO is Cl +ClO– −−→ Cl– +ClO. This
reaction only exchanges electrons from ClO– to Cl. Therefore, ClO– releases
electrons and becomes ClO. And Cl captures electrons and becomes Cl– . The
rate of this reaction is small compared to reaction number 4.12. Therefore, the
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impact of ClO production from this reaction is not significant. Several ClO forming
reactions shown in Figure 4.5a are also very small. However, what we can observe
from the four reactions is the steep slope. This indicates that the reaction location
occurs in the RBL area.

Loss mechanisms and places of H2O2 in the presence of Cl–

Based on the above discussion, we can now summarize the consumption of H2O2

due to the presence of Cl– in the solution and the location of the reactions that
occur. Initially, Cl– reacts with oxygen radicals (O) from the plasma that pene-
trate the solution, generating ClO– via reaction 4.10. ClO– then reacts with H2O2

via reaction 4.5 to form Cl– , water, and O2. This reaction becomes a cycle while
the Cl– formed, it will react again with O from the gas.

ClO– also reacts with OH from the plasma gas via reaction 4.12. The reaction
of ClO– with OH forms ClO, which immediately reacts with H2O2. OH is highly
reactive, so the reaction of OH with ClO– only occurs at the RBL. This is why
the reaction of ClO with H2O2 also mostly occurs at the RBL.

Figure 4.6 shows the production (a) and loss (b) reactions of OH. Both produc-
tion and loss reactions occur at the RBL. The most dominant production reaction
is reaction

HOCl− −−⇀↽−− OH+ Cl− , (4.13)

which is a reverse reaction, so it can be ignored. Therefore, the most dominant
formation reaction is the reaction of HOCl and O2

– via reaction

HOCl + O2
− −−→ Cl− +O2 +OH . (4.14)

Reaction 4.14 produces Cl– , O2, and OH. This reaction is a component of the
second cycle. The OH that is produced will react with ClO– to form ClO via
reaction 4.12.

The reaction of ClO with H2O2 via reaction 4.6 produces HOCl and HO2. Since
HO2 and O2

– are conjugate acid and base pairs, the presence of HO2 also leads to
the appearance of O2

– in the solution.
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Figure 4.6: Production and loss rate of OH inside PBS-like solution at time 0.1
s. The distance from the plasma tip to the solution is 0.8 cm. The vertical axis
is the reaction rate in mol l−1s−1 of OH, plotted on the log scale. The horizontal
axis is the depth of the solution in a micrometer. Figure (a) is the production rate
of OH and (b) is the loss rate of OH. The data taken taken from Argon/O2 1%
(table 4.1).

Figure 4.7 shows the production (a) and loss (b) reactions of O2
– . O2

– pro-
duction is mainly derived from HO2 via reactions

HO2 −−→ O2
− +H+ , (4.15)

and HO2 + OH– −−→ O2
– + H2O. These reactions demonstrate that O2

– is the
conjugate acid of HO2. This is because HO2 requires OH– or produces H+ along
with the production of O2

– .
Once O2

– is produced, it reacts with HOCl via reaction 4.14. Other chemical
reactions that consume O2

– are NOx via reactions O2
– + NO −−→ ONOO and

O2
– + NO2 −−→ O2NO2

– . If O2
– encounters H+, it will react and produce HO2

via reaction
O2

− +H+ −−→ HO2 . (4.16)

This means that reactions 4.15 and 4.16 are reverse reactions. However, in terms
of the magnitude of the reaction rate, reaction 4.15 is larger. This means that
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Figure 4.7: Production and loss rate of O2
– inside PBS-like solution at time 0.1

s. The distance from the plasma tip to the solution is 0.8 cm. The vertical axis
is the reaction rate in mol l−1s−1 of O2

– , plotted on the log scale. The horizontal
axis is the depth of the solution in a micrometer. Figure (a) is the production rate
of O2

– and (b) is the loss rate of O2
– . The gas-phase data taken from Argon/O2

1% (table 3.1).

reaction 4.15 is more likely to occur.

Comparison with the Global model

Previous studies have shown that the calculation results are in good agreement
with experimental data.[11] However, a direct comparison of the calculation results
in this study with experimental data is not possible due to the significant difference
in time scale. In this study, we can only calculate up to a time interval of 0.1 s, while
in the experiments, the measurements were performed for 60 and 360 seconds.[240]
Therefore, all we can do is compare the global model (0D) calculation results with
the 1-dimensional (1D) calculation results at the same time, which is 0.1 s.

Figure 4.8 shows the results of the 0D (a) and 1D (b) calculations showing
the five dominant species present in the PBS solution. Curve (a) is taken from
previous research [11] and is only taken up to 0.1 s to match the results of the 1D
calculation.



4.3. RESULT AND DISCUSSION 69

To quantify the overall decrease and increase in each species concentration in
the model PBS solution, the volume-averaged concentration of the i-th species is
evaluated as

n̄i(t) =
Sin

V

∫ L

0

ni(x, t) dx , (4.17)

where ni(x, t) represents the concentration profile of the i species at time t obtained
from Eq. (4.1). , Here Sin, V and L denote the surface area where the solution is
exposed to the plasma, the volume of the solution, and the depth of the solution
in the container, respectively. As discussed in [11], we assume the plasma jet cross
section Sin is much smaller than the solution surface area Sout, which is defined as
L = V/Sout. To be consistent with the assumption of the global model in [11], we
set Sin = 0.1 cm2, V = 3 ml, L = 0.3 cm, and Sout = 10 cm2.

This results in a curve that is comparable to the 0D calculation results.
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Figure 4.8: Concentration profiles of the five dominant species in a PBS-like solu-
tion. Figure (a) from the 0D calculation and figure (b) from the 1D calculation.
The data are taken up to a time of 0.1 s. The data are presented on a logarithmic
scale. The vertical axis is the concentration (mol L−1) and the horizontal axis is
the time (s). The data taken from Ar/O2 (table 4.1).

Figure 4.8 is derived from the gas species in column Ar/O2 listed in table 4.1.
It was then calculated using 0D to produce the concentration of each species in
the PBS solution, as shown in Figure 4.8a. The same data was calculated using
1D and produced the concentration of species as a function of depth, as shown in
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Figure 4.2d. The 1D results in Figure 4.2d were then integrated using Equation
4.17 and produced the concentration of species at a time of 10−1 s in Figure 4.8b.
To obtain data at times of 10−2, 10−3, and so on, the 1D calculation data was
taken at those times. The integration results were then plotted (Figure 4.8b) to
produce a graph of concentration as a function of time. This allowed fig 4.8b to
be compared to fig 4.8a.

Figures 4.8a and 4.8b are used to confirm the results of the 1D calculation with
the results of the 0D calculation for 0.1 s. Both figures show the five dominant
species: HOCl, ClO– , H2O2, NO2

– , and NO3
– . From both figures, it can be

seen that at a time of 10−4 s, ClO– is formed and becomes the dominant species.
Thereafter, HOCl, which is the conjugate acid of ClO– , is formed and becomes
the most dominant species. The concentrations of the two species are not exactly
the same in figures 4.8a and 4.8b, but the trend shown is the same.

H2O2 in both figures has almost the same concentration and the same trend.
H2O2 starts to form in the solution at a time of 2 × 10−3 with a concentration
of 10−7 mol/L, which is consistent between the two figures. At a time of 10−2,
the concentration of H2O2 increases to 2 × 10−7 mol/L. Then, the concentration
of H2O2 increases again to 2 × 10−6 mol/L at a time of 0.1 s. The results of the
H2O2 calculation from 0D and 1D have high consistency. Therefore, we compared
the results of the H2O2 calculation for four different gases at a time of 0.1 s.

Figure 4.9 presents a comparison of H2O2 concentration between 0D and 1D
calculations after integration at 0.1 s. The H2O2 in the PBS solution originates
from four different plasma gas sources: Ar, Ar/Air, Ar/O2, and Ar/H2O. The
graph shows that the 0D-calculated H2O2 consistently exhibits a higher concentra-
tion than the 1D counterpart. This discrepancy arises because the 0D calculation
assumes a homogeneous solution, facilitating faster reaction rates. In contrast,
the 1D approach incorporates diffusion within the solution, allowing species to be
mobilized into the solution’s depth alongside reacting.

Calculation of O and H2O2

The preceding discussion (sub sec. 4.3) established that the consumption of H2O2 is
primarily driven by ClO– , both directly and following its conversion to ClO. ClO–
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Figure 4.9: H2O2 concentration inside the PBS-like solution from four different gas
feeds (Ar, Ar/Air, Ar/O2 and Ar/H2O) 0.1 s after plasma irradiation. The vertical
axis represents H2O2 concentrations in mol L−1, and the horizontal axis represents
gas feeds.The white bar curve represents the data from the 0D calculation, while
the black striped bar curve represents the data from the 1D calculation.

is known to originate from Cl– and O via reaction 4.10, where Cl– is present in the
PBS solution and O stems from the plasma gas entering the solution. Leveraging
this knowledge, we devised a simplified calculation involving only O and H2O2,
hereinafter referred to as O–H2O2 Calc.

The O–H2O2 Calc. employs three different ratios of O and H2O2 concentra-
tions: 0:1, 1:1, and 10:1. The H2O2 concentration is held constant at a density of
1.36×1014 cm−3, while the O density is varied across 0, 1.36×1014, and 1.36×1015

cm−3. The initial solution conditions and calculation parameters remain identical
to those of the previous calculation. The sole distinction lies in the simplification
of the gas species entering the solution, reducing them from 13 to 2.

Figure 4.10 presents the depth profiles of chemical species at t = 0.1 s, i.e.,
after 0.1 s exposure of the solution surface to gas-phase H2O2 molecules and O
radicals with [H2O2(g)] = 1.36 × 1014 cm−3 and various O(g) densities at room
temperature. In (a), where the solution was exposed only to H2O2(g), only H2O2
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Figure 4.10: Concentration profiles of chemical species in the model PBS solution
as functions of depth at t = 0.1 s, obtained from the numerical simulations. The
origin of the depth is the location of the solution surface. The concentration ratios
of the gas-phase species [O(g)]/[H2O2(g)] = 0 (a), 1 (b), and 10 (c). The H2O2(g)
density is held constant at 1.36× 1014 cm−3 in all cases here.
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is detected in the solution. The H2O2 concentration at the solution surface is
approximately 1.1 × 10−3 mol l−1. The concentration decreases with depth as
H2O2 diffuses into the solution bulk.

In the presence of O radicals in the gas phase, it is seen that ClO– and HOCl
are generated in the PBS solution. It is seen in Fig. 4.10(b), where the gas-phase
densities of both O(g) and H2O2(g) are the same, the concentration of HOCl is still
much lower than that of H2O2 at t = 0.1 s. As seen in Fig. 4.10(c), when the
gas-phase density of O(g) is 10 times larger than that of H2O2(g), the concentration
of HOCl is close to that of H2O2 at t = 0.1 s. It is also seen that the concentration
of H2O2 in (c) is slightly lower than that in (b), indicating the decomposition of
H2O2 in the presence of HOCl and ClO– .

Because of the high computational cost, the 1D simulations in this study were
performed only up to t = 0.1s, as opposed to t = 60 s of the global model in
Ref. [11]. Nevertheless, the 1D simulation showed the diffusion of stable chemical
species into the bulk of the solution far beyond the RBL.

Comparison between 1D and global simulations

Figure 4.11 shows the concentrations of H2O2 and ClO– averaged over the volume
V at t = 0.1 s obtained from the 1D simulations of this study (a) and the global
simulations of [11] (b) under the same conditions as those of Fig. 4.10. The main
difference between the 1D and global models arises from the difference in the local
concentrations of incident species. The liquid-phase diffusion is slow, so, at t = 0.1

s, the incident species and the newly generated chemical species in the solution
were still confined in a thin layer with a thickness of a couple of µm below the
solution surface in the 1D case, as seen in Fig. 4.10. In the global simulations, the
incident species are placed over the entire volume V with a uniform distribution.
Therefore, at t = 0.1 s, the concentrations of chemical species in the region where
they exist are much higher in the 1D simulation than those in the corresponding
global simulation.

As seen in Fig. 4.11, the initial volume-averaged concentrations of H2O2 in the
absence of incident O radicals (i.e., [O(g)] = 0) are nearly the same for the 1D and
global simulations. Although H2O2 is stable, it can also decompose slowly even in
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Figure 4.11: Volume-averaged concentrations of H2O2 and ClO– at t = 0.1 s as
functions of the density ratio of O(g) to H2O2(g) in the gas phase obtained from
the 1D simulations of this study (a) and the global simulations of [11] (b) under
the same conditions as those of Fig. 4.10. Because the diffusion is slow, the local
concentrations of chemical species (i.e., concentrations where they exist) are still
high at t = 0.1 s, and, therefore, the decomposition rates of H2O2 are much higher
than those in the global simulations, in which the incident species are distributed
over the entire solution volume instantly.

the absence of ClO– , the high local concentration of H2O2 accounts for the slightly
lower value of [H2O2] in the 1D simulations at [O(g)] = 0.

The high local concentrations also increase other reaction rates, including the
rates of decomposition of H2O2 by Cl-containing reactive species generated by
incident O radicals, as seen in Figure 4.11(a). Accordingly, the consumption of
ClO– is also fast, so the volume-averaged concentration of ClO is lower in the 1D
simulation than that in the global simulation at t = 0.1 s. As demonstrated in
[11], it takes about 60 s for the global simulation to exhibit a significant reduction
of the concentration of H2O2 under the same reactive gas-exposure conditions.
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Reaction pathways

We now aim to identify the key reactions leading to the decomposition of H2O2.
Figure 4.12 shows the production and loss reaction rates of H2O2 as functions of
the depth at t = 0.1 s, i.e., after 0.1 s exposure to O(g) and H2O2(g), corresponding
to the case of Fig. 4.10(b), where the gas-phase densities of O(g) and H2O2(g) are
both 1.36× 1014 cm−3. The reaction that has the highest rate for the production
of H2O2 in the entire domain of the solution is RO057 of [98], i.e.,

HO2
− +H2O −−→ H2O2 +OH− ,

which is, however, balanced by its reverse reaction (RO057 of [98]), i.e.,

H2O2 +OH− −−→ HO2
− +H2O ,

so they do not contribute to the net production or loss of H2O2. Figure 4.12(a)
shows that the H2O2 production reaction that has the second highest rate has,
however, very low reaction rates and, moreover, its reverse reaction has much
higher rates throughout the depth where the diffusion occurs, indicating that H2O2

is not generated by this reaction. Therefore, H2O2 exists in the solution simply
because it is transported from the gas phase and dissolves in the solution.

Figure 4.12(b) shows that the reaction causing the dominant net loss of H2O2,
i.e., the reaction not balanced with its own reverse reaction, is Reaction (4.6), de-
spite the fact that no ClO is observed in Fig. 4.10(b). In other words, ClO exists
only as a chemical intermediate, but it is the dominant cause of H2O2 decomposi-
tion. As observed in Fig. 4(b), the loss rate by ClO, i.e., Reaction (4.6), is higher
than that by ClO– , i.e., Reaction (4.5), throughout the depth. In a deeper region,
the self-decomposition of H2O2 is seen to dominate. However, the net loss of H2O2

by the self-decomposition throughout the volume or depth is much smaller than
that by Reaction (4.6).

The next investigation aims to identify the key reactions governing the O–H2O2

calculation. These reactions are then compared with the important reactions in
the calculation presented in Fig. 4.2. The first reaction of interest is the pro-
duction and consumption of H2O2. Figure 4.12a shows that there are two H2O2

production reactions in the solution, namely reactions 4.2 and 4.3. Both reactions
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Figure 4.12: Production (a) and loss (b) rate profiles of H2O2 in the model PBS
solution at t = 0.1 s, corresponding to the case of Fig. 4.10(b), where the gas-phase
densities of O(g) and H2O2(g) are both 1.36× 1014 cm−3.

are reversible, with reverse reactions 4.4 and 4.7 depicted in Fig 4.12b. Figure
4.12b depicts the H2O2 consumption reactions, with the most dominant reaction
being that of H2O2 with OH– via reaction 4.4. However, reaction 4.4 is reversible
and hence is neglected. Two reactions involving chlorine are identified, namely
reactions 4.5 and 4.6. These reactions are the most dominant in consuming H2O2.

The next question is how ClO– and ClO are generated in the PBS solution.
Figure 4.13 shows the production and loss rates of ClO– and ClO. It is seen
in Fig. 4.13(a) that Reaction (4.10) produces ClO– only in the RBL. Then the
generated ClO– diffuses into the bulk of the solution, forming chemical equilibrium
between the following reactions (RCl031 of [98]);

HOCl + OH− −−→ ClO− +H2O , (4.18)

ClO− +H2O −−→ HOCl + OH− . (4.19)

Near the surface, these two reactions are not balanced and the loss rate of ClO– by
Reaction (4.9) is higher than the production rate by Reaction (4.8) to balance with
the production of ClO– by Reaction (4.10). It is also seen that a small percentage
of ClO– is consumed to produce ClO through Reaction (4.12).



4.3. RESULT AND DISCUSSION 77

102

[log] ( m)
0 5 10

depth [linear]

10 7

10 5

10 3

10 1

101

Pr
od

uc
tio

n 
ra

te
 o

f C
lO

 (m
ol

 l
1  s

1 )

HOCl + OH   H2O + ClO
Cl  + O  ClO

(a)

102

[log] ( m)
0 5 10

depth [linear]

10 7

10 5

10 3

10 1

101

Lo
ss

 ra
te

 o
f C

lO
 (m

ol
 l

1  s
1 )

ClO  + H2O  HOCl + OH
ClO  + OH  ClO + OH
ClO  + H2O2  H2O + Cl  + O2

(b)

100 101 102

depth ( m)

10 7

10 5

10 3

10 1

101

Pr
od

uc
tio

n 
& 

lo
ss

 ra
te

 o
f C

lO
 (m

ol
 l

1  s
1 )

ClO + H2O2  HOCl + HO2
ClO  + OH  ClO + OH

(c)

Figure 4.13: Production (a) and loss (b) rate profiles of ClO– and those of ClO (c)
in the model PBS solution at t = 0.1 s, corresponding to the case of Fig. 4.10(b),
where the gas-phase densities of O(g) and H2O2(g) are both 1.36× 1014 cm−3. It
should be noted that the horizontal axes of (a) and (b) are on a linear scale for
depth 0− 10µm and on a logarithmic scale for depth larger than 10µm.
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Figure 4.13(c) shows the production rate of ClO by Reaction (4.12) is com-
pletely balanced with its loss rate by Reaction (4.6), which is the loss rate of H2O2

by the reaction of ClO. This exact balance explains the absence of ClO in Fig. 4.10.

100 101 102

depth ( m)

10 7

10 5

10 3

10 1

101

Re
ac

tio
n 

ra
te

 (m
ol

 L
1  s

1 ) HOCl   OH + Cl
HOCl + O2   Cl  + O2 + OH
O  + H2O  OH + OH

(a)

100 101 102

depth ( m)

10 7

10 5

10 3

10 1

101

Re
ac

tio
n 

ra
te

 (m
ol

 L
1  s

1 )

OH + Cl   HOCl
ClO  + OH  ClO + OH
OH + H2O2  HO2
OH +O2   O2 + OH
OH + OH   H2O + O
OH + HO2  O2 + H2O

(b)

Figure 4.14: Production (a) and loss (b) rate profiles of OH in the model PBS
solution at t = 0.1 s, corresponding to the case of Fig. 4.10(b), where the gas-
phase densities of O(g) and H2O2(g) are both 1.36× 1014 cm−3.

Now that the production of ClO requires the presence of OH, we examine the
production and loss rates of OH, which are given in Fig. 4.14. It is shown that
the dominant production and loss of OH occurs through the following reactions
(RCl058) in chemical equilibrium ;

HOCl− ⇌ OH+ Cl− . (4.20)

Because these two reactions are well balanced throughout the depth where HOCl
and ClO– diffuse, OH does not appear in Fig. 4.10. However, a small percentage
of OH produced in this reactions can initiate Reaction (4.12) even in the bulk of
the solution as HOCl and ClO– diffuse.

Figure 4.14(a) shows that, therefore, the net production reaction of OH that
has the highest rate is Reaction (4.14), which has the same rate profile as Reaction
(4.12). It means that OH radicals produced by Reaction (4.14) are all consumed
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Figure 4.15: The dominant reaction pathways decomposition of H2O2 and depth
profile chemical species inside PBS-like solution. The reactive species such as
O, ClO and OH only occur in the reactive boundary layer (RBL). Only stable
chemical species can going to the deeper of the solution (bulk solution). O have
an important role in the

to produce ClO. In this way, a new ClO cycle to decompose H2O2 starts from
Reaction (4.12) after Reaction (4.14) occurs. It should be noted that the presence
of hydroperoxyl radicals (HO2) generated by Reaction (4.6) indicate the presence
of superoxide anion radicals O2

– via Reaction (4.15).

Figure 4.15 summarizes the main reaction pathways for H2O2 and O injected
into a PBS-like solution. When H2O2 and O gas enter the solution, H2O2, being
a non-reactive chemical species, can diffuse deeply into the solution. As shown,
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H2O2 (in purple) can penetrate beyond 10 µm. On the other hand, the highly
reactive O remains in the RBL and immediately reacts with species present in the
solution, generating other species.

Similar to our previous study[11], this research also identified two important
reactions that consume H2O2: the reaction of H2O2 with ClO– via reaction 4.5
and the reaction of H2O2 with ClO via reaction 4.6. The first reaction, referred
to as cycle 1⃝, involves the reaction of H2O2 with ClO– . ClO– originates from
the reaction of Cl– from within the solution with O supplied by the plasma via
reaction 4.10. The reaction of ClO– with H2O2 produces Cl– , H2O, and O2. Cl–

enters a cycle where it reacts again with O.
Cycle 2⃝ begins with the reaction of ClO– with OH via reaction 4.12, which

generates ClO and OH– . Subsequently, the formed ClO immediately reacts with
H2O2 via reaction 4.6, producing HOCl and HO2. HO2 decomposes into O2

– and
H+. O2

– reacts with HOCl via reaction 4.14 to form OH, O2, and Cl– . The
formed OH reacts again with ClO– to form ClO. This reaction cycle continues
until either H2O2 or OH is depleted. The presence of OH in this cycle initially from
the surface, where the reaction of O supplied from the plasma with H2O water via
reaction O + H2O −−→ 2OH generates 2OH. However, this reaction only occurs
at the surface since O is highly reactive.

We refer to the two reaction cycles that consume H2O2 as the ’chlorine monox-
ide cycle’, where ClO acts as an intermediate species that facilitates H2O2 con-
sumption by ClO– . The chlorine monoxide cycle, through either cycle 1⃝ or 2⃝,
produces water and O2. In cycle 1⃝, water and O2 are formed directly via reaction
4.5. In cycle 2⃝, O2 is formed via reaction 4.14, and H2O is formed from OH–

generated by reaction 4.12 and H+ generated by reaction 4.15.
However, these cycles are not easily discernible experimentally due to the rapid

reaction times and the presence of numerous species that appear and disappear
during the reactions. This is the case with ClO, which exists solely as an inter-
mediate in ClO-mediated H2O2 consumption. Its presence also depends on the
availability of OH in the solution, which is a highly reactive species that readily
reacts to form other species.

The results of this study are more accurate than those of previous research[11].
This study allows us to determine the depth at which important reactions take
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place. In contrast, previous studies assumed that the liquid was homogeneous
due to its rapid mixing, and therefore considered reactions to occur in all layers.
However, this study reveals that cycle 1⃝ occurs throughout the solution layer,
while cycle 2⃝ is limited to the RBL.

Comparative analysis reveals that 0D calculations provide satisfactory out-
comes for predominant chemical species like H2O2. The computational efficiency
of 0D models makes them well-suited for preliminary investigations involving ex-
tended irradiation periods.[11] Nevertheless, for applications demanding high pre-
cision, 1D calculations offer a more suitable approach.

4.4 Conclusions
A one-dimensional reaction transport simulation was employed in this study to
identify the dominant chemical reactions in a PBS-like solution irradiated by
APPs. Specifically, we are interested in the reaction pathways of H2O2 consump-
tion by Cl– -containing liquid irradiated by plasma. In this simulation, we assumed
that the gas species formed by plasma irradiation, taken from previous work by
Wende et al.,[240] are supplied into the surface of the PBS-like solution, and the
results of this calculation are compared with our previous study[11]. The results
of this calculation are in good agreement with previous calculations[11] in terms
of species concentration and reaction pathways, especially the H2O2 consumption
pathway in the PBS-like solution. This study reinforces previous findings that
H2O2 consumption in the solution depends on the amount of O supplied by the
plasma. O will react with Cl– to form ClO– . ClO– will react directly with H2O2

and through its intermediate species, ClO. The final products of these reactions
are water (H2O) and oxygen (O2).

In Wende’s experiment[240], the possibility of H2O2 decomposition by ClO–

was suggested as reaction 4.5. In our previous study[11], we found that H2O2

decomposition could also occur through the chlorine monoxide cycle. In this study,
we reinforce that H2O2 decomposition can occur through either the reaction of
H2O2 with ClO– or the reaction of H2O2 with ClO. ClO is an intermediate species
of ClO– , and its presence is highly dependent on the presence of OH in the solution.
Without OH, ClO is not formed, and hence the H2O2 decomposition reaction only
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occurs with ClO– . This study also proves that if there is a supply of OH gas
by plasma, OH will accumulate at the surface of the solution, so that at the
surface, ClO– will react with OH to form ClO. The ClO formed then immediately
decomposes H2O2, making H2O2 decomposition by ClO dominant. However, when
the presence of OH decreases, the dominance of H2O2 decomposition by ClO also
decreases because the concentration of ClO is not high enough, so ClO– dominates
the H2O2 decomposition.

In a simple calculation (O–H2O2 Calc.) in subsection 4.3, it can be seen
that H2O2 decomposition by ClO is dominant at the surface. The further into
the solution, the dominance decreases, and at one point, the decomposition rates
between ClO and ClO– are equal. The initial formation of OH comes from the
reaction of O and water (H2O) to form 2OH. Once OH is present as an initiator,
the chlorine monoxide cycle can finally take place. This formation of OH initially
only occurs at the surface of the solution, because O is highly reactive and is not
found inside the solution even though O is supplied by the plasma continuously.
After the initial OH is formed, OH production is then dominated by the reaction
of HOCl with O2

– via reaction 4.14, which is part of the chlorine monoxide cycle.
In our previous study, there was a decomposition reaction of H2O2 by NO2

–

through the reaction

NO2
− +H2O2 +H+ −−→ ONOOH+H2O . (4.21)

The study conducted by Jirasek and Lukes[104] also paid special attention to this
reaction considering the high concentration of NO2

– found in PBS-like solutions
(Fig. 4.2). In Fig. 4.3b, the H2O2 decomposition reaction with NO2

– is not vis-
ible, because we limited the plot range to rates greater than 10−7 mol L−1 s−1.
Meanwhile, the rate of the reaction at 0.1s is 10−11 mol L−1 s−1 (Supplementary).
This result is consistent with our previous study which showed that reaction 4.21
appears at a time range of around 1 s.



Chapter 5

Solvated charged species and
pulsed effect analysis

5.1 Introduction

Recently, Atmospheric Pressure Plasma Jets (APPJs) have widely been used in
the biological research area [105, 249, 235, 214, 176, 130, 206, 87, 41, 30, 77, 4, 239,
15, 28, 21, 27, 3], for, e.g., water treatment [118, 150, 218, 64, 20, 194, 37, 250],
food processing [181, 159, 186, 182, 44, 121, 69], and plasma agriculture [189, 5, 53,
100, 189, 29, 16, 124, 191, 187]. In medical applications, such plasma sources are
used for sterilization, wound healing, skin therapy, dental, and cancer treatment.
The previous examples all rely on the interaction of the plasma and the liquid
which is part of the biological system.

Experiments and simulations to study plasma-liquid interactions are widely
found in the literature [80, 224, 148, 240, 142, 146, 97, 231, 155, 232, 145, 98, 9, 11].
In the gas phase, the Reactive Oxygen and Nitrogen Species (RONS) mainly oc-
cur before penetrating the biological solution. Following their penetration into the
liquid, these react with another chemical species and creating new products. Usu-
ally, there are short-lifetime and long-lifetime species. The short-lifetime reaction
has come from the reactive species, which acts as an intermediate species. The
study about RONS with the solution can find in many reference papers. However,
the study mainly discusses the interaction of neutral species rather than charged

83
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species.
Previous studies [127, 198, 73, 9] have considered the effects of solvated elec-

trons in water. Because Phosphate Buffered Saline (PBS) solution contains chem-
ical species that are similar to the composition of the liquid in the human body.
Therefore, the usage of PBS solution is relevant in biomedical and biological re-
search, such as SARS-CoV-2 inactivation [247, 233, 48], bacterial inactivation
[6, 66, 96, 32], and wound treatment [149, 172, 26, 158]. However, the reac-
tion mechanisms of interaction between charged species and PBS still need to be
understood fully.

In this study, we address the question how charge species, e–
(g), He+

(g), and
He2

+
(g), originating from a discharge plasma interact with a PBS-like solution

(NaCl with constant pH). We perform calculations based on the 1D reaction-
transport equation to simulate the interaction of charged species after penetrating
the PBS-like solution. The fluxes of charged species from the plasma, driving
these mechanisms, are derived from a Particle in Cell / Monte Carlo Collisions
simulation of the pulsed atmospheric pressure He plasma. These charged species
penetrate the solution via the boundary of the gas and the solution’s surface. The
effect of pulse flux injection, the dominant chemical reaction pathway, and the
final species product inside the solution are presented in this paper.

5.2 Methods and scenarios investigated
In this section, the computation models and system conditions examined in this
study are discussed in detail.

Plasma simulation

The time-dependent fluxes of electrons and He ions needed for the liquid-phase
transport-reaction model were derived from a plasma simulation based on the
Particle-in-Cell/Monte Carlo Collision (PIC/MCC) method [51, 50]. The simula-
tion describes a nanosecond discharge in He gas at atmospheric pressure, created
by a high-voltage pulse having a negative polarity. The He gas temperature was
set at 298.15K. The pulse had an amplitude of 1500V and a trapezoidal waveform
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with rise time = plateau = fall time = 5 ns. In the code, the motion of electrons,
He+, and He+2 ions was followed within a plane-parallel electrode gap [51], so a
spatially 1D PIC/MCC code was used. In such a discharge, He+ ions are created
by electron impact ionisation of He atoms in the plasma. Subsequently, these ions
convert into He+2 via an efficient three-body ion conversion reaction of He+ + He
+ He → He+2 + He. Consequently, He+2 can be considered to be the final product
of the gas-phase He reactions. The grounded electrode (anode) is assumed to be
the surface of the PBS (electrically conductive) solution in this study.

At the beginning of the He plasma simulation, charged species were seeded with
an initial density of 1.5 × 1011 cm−3 in the He gas phase. During the application
of the high-voltage pulse, a significant flux of the electrons reached the (grounded)
anode, as a result of the high ionisation rate in the high electric field, while in
the afterglow phase - under the conditions of ambipolar diffusion - the flux of the
positive ions at the grounded electrode became appreciable. For more details of the
plasma simulation, the reader is referred to the works cited above. The electron
and ion fluxes obtained from the PIC/MCC simulation are depicted as functions
of time in Fig. 5.1(a), while panel (b) shows schematically the system examined
in this study.

In the gas-phase simulations, all evaporated species were neglected, and there-
fore the gas was assumed to be 100 % He, as mentioned above. The 1D PIC/MCC
simulation in this study, therefore, does not correspond to a realistic model of He-
based plasma jets, where the mixture of He and ambient air and humidity can play
an important role in the ionisation mechanism and can generate various RONS,
as cautioned in Sec. 5.1. However, for the sake of simplicity, we used the He APP
model mentioned above as the source of reactive species entering the surface of the
model PBS solution. Accordingly, the only reactive species entering the solution
surface were e–

(g), He+
(g), and He2

+
(g).

PBS solution

As in the earlier study of [11], the model of a PBS solution used in this study is an
aqueous solution with Na+ and Cl– being dissolved initially with a concentration
of 0.137 mol/l each. Furthermore, its pH is artificially maintained at 7 any time.
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Figure 5.1: (a) Time dependence of the fluxes of gas-phase charged species reaching
the grounded boundary (anode) in the PIC/MCC simulation as a consequence of
applying a negative high-voltage pulse to the cathode. Here the anode corresponds
to the solution surface. (b) The conceptual diagram of the simulation model: Gas-
phase electrons e–

(g), helium monomer ions He+
(g), and helium dimer ions He2

+
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generated by the plasma enter the model PBS solution, which contains Na+ and
Cl– as solutes. The solution is also assumed to contain an ideal buffer agent such
that its pH is set to be constant at 7 at every instance of time to model the
buffered condition. Various chemical species are produced via chemical reactions
in the solution and diffuse along the depth of the solution.
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In other words, the pH buffer effect is infinitely fast, and the concentrations of
H+ and OH– are set to 10−7 mol/l at every instance of time, regardless of the
generation or loss of H+ or OH– by chemical reactions in the liquid phase. The
model PBS solution is also assumed to be in equilibrium with He gas at normal
temperature and pressure (NTP), i.e., 298.15 K and 1 atm (=101,325 Pa) prior
to the discharge. For this reason, it does not contain N2 or O2 dissolved in the
solution. Because He is hardly soluble in water, we assume that no He is dissolved
in the model PBS solution for the sake of simplicity.

Liquid reaction-transport simulation

The equation for the 1D reaction-transport model used in this study is

∂ni

∂t
= ℜ̂i − vc · ∇ni − µi∇ · (niE) +Di∆ni (5.1)

with i = 1,2,· · · , N , where t, ni, vc, and ℜ̂i represent time, the concentration of
species i in liquid, the convective flow velocity of water, and the reaction term
for all chemical reactions producing or eliminating the species i, respectively, for
73 chemical species, as in [98]. Other symbols µi, E, and Di denote the mobility,
electric field, and diffusion coefficient, respectively. (The mobility µi is assumed to
take a negative value for a negatively-charged species.) The chemical reactions and
their rate constants used in our simulations are the same as those in [11], so we also
use the same reaction identification number as those of [98] and [11] in this study.
The details of the reaction term ℜ̂i are also found in [98] and [11]. The complete
sets of diffusion coefficients and mobilities used in this simulation are listed in
[98]. We assume there is no convective flow in our system, i.e., vc = 0. As in the
plasma simulation, we solve Eq. (5.1) in one dimension in the depth direction, i.e.,
the direction perpendicular to the gas-liquid interface (i.e., the solution surface).

The boundary conditions for the charged species are given by the current con-
tinuity equation

ji ·
n̂
qi

= (−Di∇ni + µiniE) · n̂, (5.2)

where ji, n̂, and qi denote the current density carried by charged species i, the unit
vector normal to the solution surface, and electrical charge of species i, respectively.
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More specifically, if the absolute value of the gas-phase electron flux to the solution
surface is denoted by Γe, the boundary conditions for electrons are

Γe = −De
∂

∂x
[e−]− |µe|[e−]E ,

where [e−] is the concentration (i.e., density) of the solvated electrons in the solu-
tion, De and µe are the diffusion coefficients and mobility of the solvated electrons,
E is the component of the electric field in the x-direction, e denotes the absolute
value of the unit charge of the electron, and x denotes the depth measured from
the solution surface. Here we have assumed that all gas-phase electrons arrived
at the solution surface are immediately incorporated into the solution as solvated
electrons.

For He+
(g) and He2

+
(g) ions in the gas phase, we assume that, when an ion

reaches the solution surface, its positive charge is transferred to a water molecule
H2O to form a water ion H2O+. In other words, reactions

He+(g) +H2O −−→ H2O
+ +He (5.3)

He2
+
(g) +H2O −−→ H2O

+ + 2He (5.4)

take place on the solution surface. As discussed earlier, no He is assumed to
dissolve in water, so the boundary conditions for positive ions are given by

ΓHe+ + ΓHe+2
= −DH2O

+

∂

∂x
[H2O

+] + µH2O
+ [H2O

+]E ,

where ΓHe+ and ΓHe+2
are the ion fluxes of He+

(g) and He2
+

(g) to the solution surface,
[H2O

+] is the concentration of H2O+ in the solution, and DH2O
+ and µH2O

+ are
the diffusion coefficient and mobility of H2O+.

The densities ng
i and ni of charge-neutral species i in the gas and liquid phases

are matched at the solution surface according to the equation:

vthi

(
ng
i −

ni

kH
i RTg

)
= −Di

∂

∂x
ni (5.5)

where vthi and kH
i represent thermal velocity and Henry’s constant of species i.

Henry’s constants used in this simulation are listed in [98]. The parameter R is
the gas constant, and Tg is the gas temperature (298.15 K), which is assumed to be
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the same as the liquid temperature Tl (Tg = Tl). The thermal velocity is defined
as

vthi =
1

2

√
2kBTg

πmi

,

such that Γi = vthi ng
i represents the flux of the gas-phase species i entering

the solution surface under the assumption that the gas-phase species i forms a
Maxwellian distribution with temperature Tg. Here kB is the Boltzmann constant
(i.e., R = NAkB with NA being the Avogadro’s constant), and mi is the mass of
the species i. Although no charge-neutral species is assumed to enter the solu-
tion boundary, charge-neutral species in the solution must satisfy the boundary
conditions (5.5) under the assumption that their gas-phase density is null.

Space charge effects and pH buffering

1D reaction-transport equation (5.1) must be solved simultaneously with Poisson’s
equation

∆φ = −ρ

ϵ
, (5.6)

where φ is the electrostatic potential defined by E = −∇φ, ρ is the local charge
density of liquid-phase species, and ϵ is the permittivity of pure water. The bound-
ary conditions for Poission’s equation (5.6) under 1D conditions are given by φ = 0

at x = 0 and ∂φ/∂x = 0 at x = ∞.
In this study, we assume instantaneous and perfect pH buffering due to the

presence of an ideal buffering agent with infinitely large diffusion coefficients. For
example, we assume that a model salt AB, forming the positive ion A+ of a base
and the negative ion B– of an acid in the solution, is present in the solution and
works as an ideal buffer agent and removes excess H+ or OH– by forming charge-
neutral species HB or AOH locally. Furthermore, for the sake of simplicity, the
remaining A+ or B– ions are assumed to redistribute themselves instantly over
the entire volume, maintaining the uniform distributions (profiles) of A+ and B– .
Under such conditions, the total charge is always conserved, but the local charge
difference between A+ and B– is negligible if the volume is sufficiently large. In
this limit, the ideal buffering is equivalent to setting [H+] = [OH−] = 10−7 mol/l at
every instance of time in the numerical simulation. In evaluating the local charge
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density ρ, therefore, we only sum up the charges of all simulated charged species in
the solution, without taking into account the charges of the ideal buffering agent,
which is not explicitly included as charged species in the simulation.

Global model

In contrast to the 1D reaction-transport model, the global model (i.e., zero-
dimensional model) assumes the liquid is stirred very quickly so that the con-
centration of each species is homogeneous in the solution. The governing equation
of the global model is given by

∂ni

∂t
= ℜ̂i +

1

V
· vthi

(
Sin · ng

i − Sout ·
ni

kH
i ·R · Tg

)
, (5.7)

where V denotes the volume of the solution, Sin is the area of plasma exposure on
the solution surface, Sout is the area of the solution surface. For further details,
the reader is referred to Ref. [11]. The liquid-phase chemical reactions used in the
global model are identical to those used in the 1D reaction-transport model. This
ensures a relevant comparison between the 1D and global models.

As in [11], we consider the case where a 1 mL model PBS solution is placed in
a Petri dish with an area of 10 cm2 such that the depth of the solution is 0.1 cm.
A part of the solution surface is exposed to a plasma jet with a cross section of
0.1 cm2, which is placed perpendicular to the surface of the solution. Under these
conditions, we set V =1 mL, Sin =0.1 cm2, and Sout =10 cm2.

Scenarios investigated

In this study, we investigate four different scenarios that differ in the time-dependence
of the fluxes of plasma species penetrating the liquid:

• Case A: ’single pulse injection,’ in which the ion and electron fluxes enter the
liquid surface, following the time-dependent ion and electron fluxes shown
in Fig. 5.1(a).

• Case B: ’short continuous injection,’ in which the electron and ion fluxes
shown in Fig. 5.1(a) are averaged over a time interval of 0.1 ms (i.e., 10−4 s),
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Figure 5.2: The time dependence of ion and electron fluxes was simulated with
two different injection methods: a pulsed injection and a continuous injection over
a period of 0.1 ms (i.e., 10−4 s). A single pulse injection shown in (a) consists of
the time-dependent fluxes of ions and electrons represented in Fig 1(a). The total
ion and electron fluences of the single pulse are the same as those of the short
continuous injection of (b). In (c), the ions and electrons are injected into the
liquid surface with multiple pulses with a constant time interval of 0.1 m s, with
each pulse being the same as the single pulse of (a). (Multiple pulse injections).
In (d), the ions and electrons are injected continuously, extending the continuous
injection of (b) such that the total ion and electron fluences are the same as those
of (c) (Long continuous injection).
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with the total fluence of each species to the solution surface over the period
being the same as that of Case A;

• Case C: ’multiple pulse injections,’ in which the incoming fluxes considered
in the single pulse case of A are repeated 10 times, with a repetition period
of 10−4 s, i.e., at a frequency of 10 kHz;

• Case D: ’long continuous injection,’ in which the fluxes used in Case C are
time averaged over a time interval of 10−3 s.

To illustrate these cases, the time-dependence of the electron flux is plotted schemat-
ically in Fig. 5.2. Here the horzonal axis represents time t and the first pulse starts
at t = 0, as in Fig. 5.1(a).

The total fluence of the electrons for Cases A and B is 5.35× 1023 m−2, while
it is a factor of 10 times higher in Cases C and D. The simulations cover a time
interval of 10−4 s for Cases A and B, and 10−3 s for Cases C and D.

The first pair of Cases A and B probes the domain of injecting charged species
during a relatively short time. The second pair of Cases C and D investigates
the effects under conditions when the charged species injection lasts long enough
to make the concentration profile of solvated electrons reach saturation. However,
the longest time for which we were able to perform the 1D simulation for the above
scenario was limited to 10−3 s. Therefore, using the global model, we extended the
simulation up to 1 s. The pulse injection scenario in this simulation was similar
to case C (multiple pulse injections) with extending the number of pulses to 104.

5.3 Results and discussion

Case A: single pulse injection

With the 1D simulation, we analysed the depth profiles of chemical species in the
liquid due to the single pulse injection of plasma species (Case A), as shown in
Fig. 5.3. The plasma irradiation starts at t = 0. The four panels correspond to
four instances of time: t = 0 s, 10−7 s, 10−4 s, and 10−3 s, respectively. The model
PBS solution prior to the plasma irradiation, given in Fig. 5.3(a), contains Na+
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Figure 5.3: Concentration profiles of chemical species in the solution as functions of
the depth, obtained from the 1D simulation for a single pulse injection of charged
species (Case A) at (a) t = 0 s (i.e., prior to plasma exposure), (b) t = 10−7 s,
(c) t = 10−4 s, and (d) t = 10−3 s. Here e– denotes the solvated electrons. Prior
to the plasma irradiation (a), the concentrations of Na+ and Cl– are 0.137 mol/l
each. Owing to the pH buffer effect, the concentrations of H+ and OH– are kept
at 10−7 mol/l each.

and Cl– with a concentration of 0.137 mol/l each. Owing to the pH buffer effect,
the concentrations of H+ and OH– are kept at 10−7 mol/l each, corresponding to
a pH of 7.



94 CHAPTER 5. SOLVATED CHARGED SPECIES & PULSED EFFECT

At t = 10−7 s (i.e., 100 ns), as shown in Fig. 5.3(b), the two dominant species
were solvated electrons and H2O+. Recall that a high flux of electrons reached
the liquid over a time window of about 10−8 s (see Fig. 5.1(a)). The irradiation of
He+

(g) and He2
+

(g) ions was also nearly completed by t = 10−7 s. At t = 10−4 s and
beyond, as seen in (c) and (d) of Fig. 5.3, the generation of additional species and
their diffusion towards the bulk of the liquid were observed. By t = 10−4 s, solvated
electrons reached a depth of around 3 µm. After the plasma irradiation stopped,
the concentration of solvated electrons at the gas-liquid boundary continued to
decrease to compensate for diffusion. by 10−4 s.

Case B: short continuous injection

Figure 5.4 (a) shows the profiles of chemical species in the solution at t = 10−7 s
in the case of the short continuous injection of charged species over 10−4 s (Case
B). In contrast to Case A, only small fluences of electrons and ions entered the
solution surface by this time, the concentration of solvated electrons was much
lower than that in Fig. 5.3(b).

By t = 10−4 s, the fluences of electrons and ions injected into the solution
surface in Case B were exactly the same as those in Case A. As seen in Fig. 5.3(c)
and Fig. 5.4(b), despite the fact that the time dependences of the incident fluxes
were significantly different between Cases A and B, the concentration profiles of
each chemical species in the solutions were essentially the same in both cases.
The detailed differences in concentration profiles between Case A and Case B at
t = 10−4 s are summarized in Table 5.1. At a later time of t = 10−3 s, as seen in
Figs. 5.3(d) and 5.4 (c), the concentration profile of each chemical species in the
solution remained essentially the same as each other.

Case C: multiple pulse injections

Figure 5.5 shows the concentration profiles of chemical species in Case C, where
the concentration profiles at the end of the 2nd and 10th pulse periods, i.e., t =
2× 10−4 s and 10−3 s, are presented in (a) and (b). The concentration profiles of
the solvated electrons and H2O+ hardly changed from the 2nd pulse, as seen in (a)
and (b) of Fig. 5.5. Other species such as OH, H, and H2 penetrated to a greater
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Figure 5.4: Concentration profiles of chemical species in the solution as functions
of the depth, obtained from the 1D simulation for a short continuous injection of
charged species (Case B) at (a) t = 10−7 s, (b) t = 10−4 s, and (c) t = 10−3 s.

depth of the solution as time proceeded. The behavior of solvated electrons and
H2O+ is explained by their high reactivity, which prevents them from diffusing
deep into the solution. These species were observed and took part in chemical
reactions only in a thin liquid layer right below the gas-liquid interface, which we
refer to as the reaction boundary layer (RBL). To observe the time evolution of
solvated electrons’ concentration profiles in the solution, we plot them in Fig. 5.6
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Table 5.1: Comparison between ’single pulse’ and ’short continuous’ injections
(Cases A and B) in terms of the concentrations and diffusion depths of various
chemical species in the solution at t = 10−4 s. The concentration values are
measured on the solution surface. The depth value corresponds to the position
where the species’ concentration is 10−10 mol/l.

Species Single pulse injection Short continuous injection
Conc. (mol/l) Depth (µm) Conc. (mol/l) Depth (µm)

e– 1.63× 10−7 3.9 1.65× 10−7 3.91
Na 9.9× 10−8 3.10 1.02× 10−7 3.23
OH 1.4× 10−9 2.70 9.8× 10−10 2.68
H 1.3× 10−9 4.05 1.16× 10−9 4.07

HOCl– 1.04× 10−10 2.05 − 2.04
Cl2 – 1.4× 10−9 1.78 1.25× 10−9 1.74
H2 1.0× 10−9 3.3 1.16× 10−9 3.48

H2O2 1.0× 10−9 1.65 1.08× 10−9 1.61

in (a) logarithmic and (b) linear scales. As seen in Fig. 5.6(b), their profiles after
the 2nd pulse almost overlapped and were hardly distinguishable.
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Figure 5.5: Concentration profiles of chemical species in the solution as functions
of the depth, obtained from the 1D simulation for multiple pulse injections of
charged species (Case C) after the (a) 2nd pulse period (t = 2 × 10−4 s) and (b)
10th pulse period (t = 10−3 s).
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Figure 5.6: Concentration profiles of solvated electrons in the solution as functions
of the depth, obtained from the 1D simulation for multiple pulse injections of
charged species (Case C) at the ends of different pulse periods in (a) logarithmic
and (b) linear scales for the depth, i.e., at t = n × 10−4 s for pulse number
n = 1, · · · , 10.

Case D: long continuous injection

Figure 5.7 shows the concentration profiles of chemical species in the solution at
t = 10−3 s for Case D. The fluences of electrons and He ions were the same as
those of Fig 5.5(b), i.e., the total fluences of 10 pulses. It is seen that the concen-
tration profiles were essentially identical between Fig. 5.5(b) and Fig. 5.7. This
is expected from our earlier observations of similarity in the final concentration
profiles between Cases A and B.

Long-time simulation with the global model

The computationally intensive nature of the 1D reaction-transport model prevents
simulations on long timescales. Therefore, we carried out additional calculations
based on the global model to uncover the time evolution of the system for long
plasma exposure time.

To verify the accuracy and consistency of the global-model simulations, the
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Figure 5.7: Concentration profiles of chemical species in the solution as functions
of the depth, obtained from the 1D simulation at the end of a long continuous
injection of charged species (Case D), i.e., t = 10−3 s.

first set of simulations was run only for a short time duration of 10−3 s with 10
plasma pulses (Case C) to allow comparison with the results of the corresponding
1D reaction-transport model simulation. To relate the 1D simulation with the
global simulation in a simple manner, we assumed that the liquid-phase chemical
species were generated and confined only in the volume under the area Sin exposed
to the plasma, but their spatial averages were taken over the entire solution volume
V . The volume-averaged concentrations n̄i of species i at time t was derived from
the integration of the corresponding concentration profile ni(t, x) evaluated from
the 1D reaction-transport equation (5.1) with respect to the depth x, i.e.,

n̄i(t) =
Sin

V

∫ L

0

ni(t, x) dx , (5.8)

where L is the depth of the solution defined by L = V/Sout. As discussed in
Subsec. 5.2, the area of plasma irradiation on the solution surface was set at Sin =

0.1 cm, the entire solution surface where charge-neutral species can disorb was
Sout = 10 cm2, and the solution volume was V = 1 ml, such that L = 0.1 cm
in this study. The volume-averaged concentration n̄i above corresponds to the
concentration of species i obtained from the global model equation (5.7).

Figure 5.8 shows the (volume-averaged) concentrations of the most dominant
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Figure 5.8: Time evolution of (a) the volume averaged concentrations of chemical
species obtained from the 1D simulation and Eq. (5.8) and (b) the concentrations
of chemical species obtained from the global-model simulation for multiple pulse
injections of charged species (CaseC). The concentrations were evaluated at the
end of each pulse period, i.e., t = n×10−4 s with n = 1, · · · , 10. The horizontal axis
indicates the pulse number n. It should be noted that the concentrations of highly
reactive reacting species such as solvated electrons vary significantly between two
consecutive pulses, which is not shown in this figure.

species in the solution obtained from the 1D and global simulations under the
discharge conditions of Case C. The concentrations were evaluated at the end of
each pulse period, i.e., at t = 1.0 ×10−4 s for the first pulse, t = 2.0 ×10−4 s for
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the second pulse, etc. up the 10th pulse. The number of pulses is displayed on the
horizontal axis. Figure 5.8(a) gives the results of the 1D simulation and (b) the
global simulation.

Because gas-phase electrons directly enter the solution and become solvated
electrons, the obtained concentrations of solvated electrons are expected to be
similar between the 1D and global models. However, as seen in Fig. 5.8, the con-
centration of solvated electrons obtained from the 1D simulation was significantly
lower than that from the global model, by almost an order of magnitude. As
will be discussed more in detail, this is due to the fact that the dominant loss
mechanism of solvated electrons was the second-order recombination. In the 1D
simulation, solvated electrons are initially formed in the RBL, where their concen-
tration is high and the second-order recombination proceeds rapidly. In the global
model, solvated electrons are distributed uniformly in the solution and their initial
concentration is low, which results in slow recombination.

Another species of interest is H2O+, as it is this species that is formed by the
positive He ions entering the solution surface. The H2O+ concentrations obtained
from the 1D and global simulations were practically identical (around 8 × 10−15

mol/l) and also evolve in time nearly identically. Similar to the solvated electrons,
H2O+ ions are also initially formed in the RBL in the 1D simulation whereas they
are distributed uniformly in the solution in the global simulation. However, the
dominant loss mechanism of H2O+ ions is the first-order decay to form H+ ions
and OH radicals and the decay rate is only proportional to the concentration of
H2O+. This is why the total amounts of H2O+ in the same volume obtained from
the 1D and global simulations remained essentially identical.

Some species such as Na, H2, Cl2 – , and HOCl– also exhibited good agreement
between the 1D and global simulations. Other species, however, did not agree as
well probably because they were the products of more complex combinations of
secondary reactions. The definition of secondary reactions will be presented in
Sec. 5.4.

Considering the fact that the global-model simulation can predict the con-
centrations of various species to a somewhat satisfactory degree up to 10 pulses
(t = 10−3 s), we extended the simulation up to 104 pulses (t = 1 s). The results
are shown in Fig. 5.9. Seven species emerged in concentrations above 10−10 mol/l.
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Figure 5.9: Time evolution of the concentrations of chemical species obtained
from the global-model simulation for multiple pulse injections of charged species
of case C extending to 104 pulses, i.e., up to t = 1 s. Note that both axes are in
log scale.

The species with the highest concentrations in Fig. 5.9 are Cl2 – and Na but they
eventually reach saturation. On the other hand, the concentrations of HOCl and
H2O2 continue to increase. Because both are stable species, their concentrations
are expected to increase further until their desorption from the solution surface
is balanced with their production. It should be noted that, in aqueous solution,
hypochlorous acid HClO is partially dissociated to form hypochlorite anion ClO– ,
but, at pH =7, HClO is known to be more dominant than ClO– .

5.4 Reaction pathways
We now explore the dominant reaction pathways in the model PBS solution in-
duced by the incident charged species generated in the He APP. Reaction profile
data for Case C (multiple pulse injections) at 9.1 × 10−4 s (i.e., soon after 10
pulse injections) are employed for the analysis because Case C represents a real-
istic pulsed plasma injection system. We divide the reaction pathways into two
sets: the primary reactions, which are the chemical reactions directly driven by
the primary species (charged species from the gas), and the secondary reactions,
which are the ones that follow the primary reactions.
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Primary reactions
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Figure 5.10: Loss rate profiles of (a) solvated electrons and (b)H2O+ due to
chemical reactions in the solution as functions of the depth, obtained from the 1D
simulation for multiple pulse injections of charged species (Case C) and evaluated
at t = 9.1× 10−4 s, i.e., soon after the 10th pulse.

The primary reactions driven by incident electrons are those involving sovlated
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Figure 5.11: (a) Production and (b) loss rate profiles of H2 molecules due to
chemical reactions in the solution as functions of the depth, obtained from the 1D
simulation for multiple pulse injections of charged species (Case C) and evaluated
at t = 9.1 × 10−4 s, i.e., soon after the 10th pulse. The primary loss of H2 is
attributed to the desorption of H2 molecules from the solution surface, which is
not included in this figure.

electrons. Figure 5.10(a) shows the loss reaction channels of solvated electrons.
The dominant loss reaction for solvated electrons is their second-order recombina-
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tion (RO005 of [98])[83, 198]

2 e− −−→ H2 + 2OH− , (5.9)

with a rate constant of 5.5 × 109 (mol/l)−1s−1. This reaction takes place mostly
in the RBL. In a deeper region, as the concentration of OH increases due to other
reactions, solvated electrons are also lost via (RO008)

e− +OH −−→ OH− .

Solvated electrons also reduce sodium ions via Reaction Rx001 of [98], i.e.,

e− +Na+ −−→ Na . (5.10)

However, the subsequent reaction Rx002, i.e., second-order recombination of Na

2Na+ −−→ 2Na + H2
+ + 2OH−

with a rate constant of 1.5 × 109 (mol/l)−1s−1 recovers Na+. Therefore, Na does
not accumulate in the PBS solution although the concentration of Na reaches a
certain level while the production and loss of Na continue and balance.

The primary reactions driven by incident positive ions are those involving
H2O+. As discussed earlier, positive ions originating from the plasma generate
water ions H2O+ on the solution surface via reactions (5.3) and (5.4). A water ion
readily decays to form an H+ ion and an OH radical through Reaction RO046 of
[98]), i.e.,

H2O
+ −−→ H+ +OH (5.11)

with a rate constant of 3.3 × 105 s−1. As seen in Fig. 5.10(b), this is the only loss
mechanism of H2O+. In other words, nearly all incident positive charges eventually
form H+ in the solution. This is consistent with earlier observations[101, 184] that
the only positive ions forming water clusters in a discharge with humid air are
H+ and NO+. (In our simulation, no NO+ is considered.[98]) It should be noted,
therefore, that if we used Ar plasmas instead of He plasmas, the liquid phase
reactions are essentially the same. It is seen in Fig. 5.10(b) that H2O+ decays only
in the RBL with a thickness of about 1µm, where H+ ions and OH radicals are
produced.
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Figure 5.12: Production rate profiles of H2O2 due to chemical reactions in the
solution as functions of the depth, obtained from the 1D simulation for multiple
pulse injections of charged species (Case C) and evaluated at t = 9.1× 10−4 s, i.e.,
soon after the 10th pulse.

The stable species generated from the primary reactions are H2 molecules, as
seen in Eq. 5.9. Figure 5.11 shows the production and loss rates of H2. It is
seen in Fig. 5.11(a) that the dominant reaction to produce H2 is the second-order
recombination of solvated electrons. On the other hand, the loss of H2 in the
solution is extremely small, as seen in Fig. 5.11(b). Although the data are not
shown here, the primary loss of H2 molecules occurs as the desorption from the
solution surface.

Secondary reactions

Hydroxyl radicalsOH generated by the decay of H2O+, i.e., Reaction (5.11), can
form hydrogen peroxide H2O2 through their second-order recombination reaction
RO041

2OH −−→ H2O2 (5.12)

with a rate constant of 5.0× 109 (mol/l)−1s−1. Figure 5.12 shows that this reaction
is the dominant reaction producing H2O2 in the solution. Because H2O2 is highly
stable, it continues to accumulate in the solution, as indicated in Fig. 5.9. OH



106 CHAPTER 5. SOLVATED CHARGED SPECIES & PULSED EFFECT

radical also reacts with chlorine anions Cl– via Reactions RCl058

OH+ Cl− −−→ HOCl− , (5.13)

where HOCl– is a reaction intermediate[7], which further reacts with Cl– to form
a dichloride radical anion Cl2 – via Reaction RCl007

HOCl− + Cl− −−→ Cl2
− +OH− . (5.14)

Figure 5.13 shows that Rectiion (5.13) is the far dominant mechanism of the con-
sumption of Cl– ions in the solution. A dichloride radical anion Cl2 – is highly
reactive and reacts with an OH radical to generate HOCl via Reaction RCl023

Cl2
− +OH −−→ HOCl + Cl− . (5.15)

Figure 5.14 shows that Reaction (5.15) is the dominant reaction to produce HOCl.
It is known that HOCl is relatively stable under pH = 7 conditions and, therefore,
can accumulate in the solution until its desorption from the solution surface is
balanced with its production.
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Figure 5.13: Loss rate profiles of Cl– due to chemical reactions in the solution
as functions of the depth, obtained from the 1D simulation for multiple pulse
injections of charged species (Case C) and evaluated at t = 9.1× 10−4 s, i.e., soon
after the 10th pulse.

The analysis of the data obtained from the simulations presented above helped
to find the most prominent reaction channels in the solution; these are shown
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in Fig. 5.15. The reactions start from the charged species from the gas phase
penetrating the model PBS solution. The chemical reactions on the left side of
the figure are the ones caused by electrons. Positive ions cause chemical reactions
on the right side of the figure.

5.5 Conclusions

Numerical simulations based on the 1D reaction-transport model and the global
model were performed to clarify the effects of charged species (e–

(g), He+
(g) He2

+
(g)

) injections from He APPs into a model PBS solution. The fluxes of the charged
species for a single-pulse plasma activation were derived from 1D PIC/MCC sim-
ulations of a nanosecond pulsed He APP. We studied four scenarios to understand
the impact of repetitive and continuous charge injections. These simulations iden-
tified the dominant chemical reaction pathways inside the PBS solution.

The results obtained from the 1D simulations showed the liquid-phase chemical
species produced by the incident charged species from the plasma. In the simula-
tions, all incident gas-phase electrons were assumed to dissolve into the solution
as solvated electrons. Solvated electrons are highly reactive and form hydrogen
molecules H2 and hydroxide OH– through their second-order recombination. Note
that the 1D simulation is needed to reproduce these recombination reactions of
solvated electrons correctly because they are likely to occur when the concentra-
tion of solvated electrons is sufficiently high near the gas-liquid interface before
they diffuse into the solution. In the global model, where the diffusion is infinitely
high and all chemical species are assumed to be uniformly distributed over the en-
tire liquid volume, the reaction rate of any second-order recombination is typically
underestimated.

Although the generation of H2 molecules is initiated by gas-phase electron
irradiation, the reactions to produce H2 molecules in this study are different from
those of water electrolysis, which also produces H2 gases on the cathode surface.
In typical water electrolysis, H+ ions are produced on the anode surface, and after
passing through the membrane, they react with electrons on the cathode surface.
In the case of plasma exposure examined in this study, the direct recombination
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of a solvated electron and an H+ ion is less important than the second-order
recombination of solvated electrons, as shown in Fig. 5.10(a).

The gas-phase positive ions, i.e., He+
(g) and He2

+
(g), were assumed to transfer

their charges to water molecules when they reached the gas-liquid interface. Be-
cause He hardly dissolves in water, no He was assumed to be in the solution in
this study. Water ions H2O+ readily decompose to form H+ ions and OH radicals.
The latter can form H2O2 through their second-order recombination (5.12).

OH radicals also react with Cl– ions in the solution through Reactions (5.13)
to (5.15) to produce HOCl. Starting the generation of H+ and OH radicals of
Reaction (5.11), the sequence of reactions consumes a single H+ ion, two OH
radicals, and a single Cl– ion and produce a single HOCl molecule and a single
H2O molecule. In other words, the combined reaction may be summarized as

2H2O
+ + Cl− −−→ H+ +HOCl + H2O . (5.16)

In the case of plasma exposure, the same number of electrons and positive
ions enter the solution surface eventually. Therefore, the reactions (5.12) or the
positive-charge induced reaction sequence (5.16) above and the electron-induced
reactions (5.9) take place almost simultaneously. The total reactions, where a H+

ion generated in Reaction (5.11) or (5.16) recombines with an OH– ion generated in
Reaction (5.9), indicate that, in the absence of a pH buffer, either the production of
H2O2 occurs with no change in pH or the production of HOCl occurs by converting
NaCl to NaOH (i.e., Cl– to OH– ). In the presence of a pH buffer, OH– may be
replaced with a negative ion of the buffering agent.

The comparison of the 1D simulation results obtained for pulsed and continuous
flux injections (Cases C and D) showed that the concentration profiles of generated
chemical species were essentially the same between these two cases after sufficiently
long plasma exposure. This is because, although some reactions in the RBL are
fast, only relatively stable species (whose reaction time scales are much longer than
the single-pulse plasma irradiation time) remain in the solution. Therefore, the
effects of pulse injections are averaged over time.

The stable chemical species generated by He APP exposure are found to be
H2, H2O2, and HOCl. Generated H2 is mostly lost as desorption from the so-
lution surface because it is generated only near the gas-liquid interface due to
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the electron-induced reactions and its solubility is sufficiently low. The global-
model simulation of Fig. 5.9 indeed showed the continuous accumulation of H2O2

and HOCl under the conditions examined in this study. A practical comparison
between the present simulation study and the corresponding experiments would,
therefore, be the measurement of the concentrations of H2O2 and HOCl in the
solution. However, a quantitative comparison also requires an accurate evalua-
tion of the electron and ion fluxes entering the solution surface, which may pose
additional technical challenges.
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Summary

This dissertation investigates the interaction of plasma with liquid (PBS-like solu-
tion) numerically using a global model (0D) and 1D reaction-transport simulation.
The liquid parameter used is a salt solution with constant pH, resembling PBS.
This solution is referred to as a PBS-like solution. The salt (NaCl) in the solution
is assumed to be fully ionized with equal concentrations of Na+ and Cl– , namely
0.137 mol/L. To maintain a constant pH (7), it is assumed that the phosphate
buffer does not react with other species, but only contributes to pH consistency
by balancing the concentrations of H+ and OH– at 10−7 mol/L. This PBS-like
solution is then used as the object of the study. The following assumption is that
during plasma irradiation, the solution is in thermal equilibrium with the ambient
air. 80% N2 and 20% O2 flow from free air into the solution at a pressure of 1 atm
at room temperature (298.15 K).

The first and second investigations study the interaction of plasma irradiation
on PBS-like solution. The investigations are conducted within the solution using a
global model and 1D reaction-transport simulation for the first and second investi-
gations, respectively. The gas-phase (plasma) chemical species are obtained from
previous research conducted by Wende, et al.[240] with a global-kin application.
There are 12 gas species that penetrate the PBS solution. In the PBS solution
simulation, we employ 318 chemical reactions, consisting of 77 ROS, 77 RNS, 54
chlorine reactions, and 2 reactions related to Na. A total of 60 species are found
in our simulation after the gas species penetrate the solution.

111
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In the first investigation, we employ a 0D (global model) to investigate the
major reaction pathways of H2O2 decomposition in a PBS-like solution. This
investigation reveals two distinct cycles for H2O2 decomposition in the PBS-like
solution. The first cycle involves the direct decomposition of H2O2 by ClO– . ClO–

originates from the reaction of Cl– in the solution with O supplied from the plasma
gas. The decomposition process yields H2O, O2, and Cl– , and Cl– subsequently
reacts with O again. The second cycle involves the decomposition of H2O2 by
ClO. ClO is formed via the reaction of ClO– with OH. ClO decomposes H2O2 to
produce HOCl and HO2, and HO2

– decomposes to yield O2
– and H+. O2

– reacts
with HOCl to produce Cl– , O2, and OH. Subsequently, OH reacts with ClO– to
form ClO. ClO serves as an intermediate in the ClO– mediated decomposition of
H2O2. The indirect decomposition of H2O2 is ultimately dependent on the amount
of O supplied by the gas. The greater the O supply by the plasma gas, the higher
the amount of H2O2 that can be decomposed.

In the second investigation, we employ a 1D reaction-transport simulation to
identify the dominant reaction pathways. The objective and variables used are
identical to those in the first investigation. We incorporate transport factors into
the calculations, rendering the analysis more realistic. This investigation yields
results that are consistent with the first investigation, elucidating the dominant
reaction pathways for H2O2 decomposition in a PBS-like solution. It is also found
that H2O2 decomposition occurs via two distinct cycles. The first cycle involves
the direct decomposition of H2O2 by ClO-, while the second cycle involves the
decomposition of H2O2 via ClO.

The advantage of using a 1D reaction-transport simulation is that it allows
us to determine the reaction depth. For example, in the first cycle, the reaction
can proceed throughout the solution depth. However, in the second cycle, the
reaction is only observed in the RBL, where there is a high supply of OH from the
plasma gas. The disadvantage of 1D calculations is that they require significant
computational time. Therefore, in this investigation, we only obtain data for 0.1
s.

The third investigation aims to complement the first and second investigations
by examining the effects of charged species and pulse injection on a PBS-like
solution. The plasma generator employed is a pulsed helium plasma. The charged
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species assumed to enter the solution are e– , He+, and He2
+. The particle flux

of each species is obtained from simulations based on the Particle-in-Cell/Monte
Carlo Collision (PIC/MCC) method.

The charged species flux generated from the PIC/MCC calculations is assumed
to completely penetrate the PBS-like solution. We employ 1D reaction-transport
simulation and a global model to investigate the generated species and reaction
pathways within the PBS-like solution. 1D reaction-transport is utilized for short-
time investigation with high accuracy, while the global model is employed for
long-time investigation.

Four scenarios are used to understand the effects of plasma pulse on the gener-
ated species within the PBS-like solution: single pulse injection, short continuous
injection, multiple pulse injection, and long continuous injection. The simulation
results (1D) show that 9 species are formed within the PBS-like solution. The
investigation results demonstrate that although the plasma gas injection is per-
formed with a pulse, the species produced in the PBS-like solution are the same
as those with continuous injection if the total flux is equal.

In the simulation using the global model, which is a time extension of the 1D
simulation, the dominant species in the PBS-like solution are Cl2 – , Na, HOCl,
and H2O2. However, the concentrations of Cl2 – and Na reach equilibrium after
0.3 s, while the concentrations of HOCl and H2O2 continue to increase and their
production continues. Therefore, HOCl and H2O2 are the dominant species if the
simulation runs for a longer time.

From the three investigations, it can be concluded that the interaction of
plasma with a liquid has been thoroughly studied using a global model and 1D
reaction-transport simulation. The interaction of neutral gas supplied by the
plasma with the PBS-like solution was studied in the first and second investi-
gations. In contrast, the interaction of charged species with the PBS-like solution
was studied in the third investigation. These three investigations provide a com-
prehensive understanding of the reactions of gas species produced by plasma with a
chlorine-containing solution. A set of important and influential chemical reactions
in the solution has also been obtained, particularly regarding the decomposition of
H2O2 by a chlorine-containing solution. Moreover, the effect of charged species on
a chlorine-containing solution can produce dominant species (H2O2 and HOCl).
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The most critical aspect of this research is the investigation of the H2O2 loss
mechanism in plasma-irradiated PBS solution. The mitigation of bactericidal ef-
fects resulting from the loss of H2O2 may be of interest to the plasma medicine
community. With this understanding, the plasma medicine community can more
accurately estimate the amount of H2O2 that will be decomposed by ClO/ClO–

in PBS.
From a scientific standpoint, this study reveals that H2O2 decomposition is not

solely mediated by ClO– , as is commonly understood, but is also driven by ClO at
a high rate and over a very short timescale. This phenomenon has thus far eluded
experimental observation. Furthermore, our findings demonstrate that even when
only charged species are injected into the PBS, stable species such as H2, H2O2,
and HOCl can still be found within the solution.
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Appendix A

Reaction list

Table A.1: The list of chemical reaction for simulation

No Chemical Reactions Rate Coef. Ref
ROS & water reactions

RO001 OH– +H+ −−⇀↽−− H2O 1.4× 1011, 2.6× 10−5 33
RO002 e– +H+ −−⇀↽−− H 2.3× 1010, 3.9 183
RO003 e– +H2O −−⇀↽−− H+OH– 1.9× 101, 2.2× 107 183
RO004 H+H2O −−⇀↽−− H2 +OH 1.1× 101, 4.3× 107 183
RO005 2 e– −−→ H2 + 2OH– 5.5× 109 183
RO006 e– +H( + H2O) −−→ H2 +OH– 2.5× 1010 183
RO007 e– +O– ( + H2O) −−→ 2OH– 2.2× 1010 183
RO008 e– +OH −−→ OH– 3.0× 1010 183
RO009 e– +O2 −−→ O2

– 1.9× 1010 183
RO010 e– +O2

– ( + H2O) −−→ HO2
– +OH– 1.3× 1010 183

RO011 e– +HO2 −−→ HO2
– 2.0× 1010 183

RO012 e– +HO2
– −−→ O– +OH– 3.5× 109 183

RO013 e– +H2O2 −−→ OH+OH– 1.1× 1010 183
RO014 2H −−→ H2 7.8× 109 183
RO015 H+O– −−→ OH– 1.0× 1010 183
RO016 H+OH −−→ H2O 7.0× 109 183
RO017 H+O2 −−→ HO2 2.1× 1010 183
RO018 H+O2

– −−→ HO2
– 1.8× 1010 183

RO019 H+HO2 −−→ H2O2 1.8× 1010 183
RO020 H+HO2

– −−→ OH+OH– 9.0× 107 183
RO021 H+H2O2 −−→ OH+H2O 9.0× 107 183
RO022 H2 +O– −−→ H+OH– 8.0× 107 183

Continued on next page
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Table A.1 – Continued from previous page
No Chemical Reactions Rate Coef. Ref

RO023 H2 +O– −−→ e– +H2O 1.1× 108 89
RO024 H2 +OH −−→ H+H2O 4.2× 107 224
RO025 H2 +O2

– −−→ H+HO2
– 1.0 25

RO026 H2 +HO2 −−→ H+H2O2 1.0 25
RO027 H2 +H2O2 −−→ H+OH+H2O 6.0× 106 224
RO028 O+ e– −−→ O– 1.8× 1010 142
RO029 O+OH– −−→ HO2

– 4.2× 108 203
RO030 O+H2O −−→ 2OH 1.3× 104 142
RO031 O+HO2

– −−→ OH+O2
– 5.3× 109 203

RO032 O+H2O2 −−→ OH+HO2 1.6× 109 203
RO033 O– +H+ −−⇀↽−− OH 1.0× 1011, 1.3× 10−1 183
RO034 O– +H2O −−⇀↽−− OH+OH– 1.0× 108, 1.3× 1010 183
RO035 2O– −−→ HO2

– +OH– 1.0× 109 183
RO036 O– +OH −−→ HO2

– 2.5× 1010 183
RO037 O– +O2

– −−→ O2 + 2OH– 6.0× 108 183
RO038 O– +HO2 −−→ O2 +OH– 6.0× 109 183
RO039 O– +HO2

– −−→ O2
– +OH– 4.0× 108 183

RO040 O– +H2O2 −−→ O2 +H2O 5.0× 108 183
RO041 2OH −−→ H2O2 5.0× 109 163
RO042 OH+O2

– −−→ O2 +OH– 8.2× 109 183
RO043 OH+HO2 −−→ O2 +H2O 6.0× 109 183
RO044 OH+HO2

– −−→ O2
– +H2O 7.5× 109 183

RO045 OH+H2O2 −−→ HO2 +H2O 2.7× 107 183
RO046 H2O+ −−→ OH+H+ 3.3× 105 142
RO047 O2

– +H+ −−⇀↽−− HO2 2.0× 1010, 3.2× 105 163
RO048 O2

– +H2O −−⇀↽−− HO2 +OH– 1.9× 101, 5.0× 1010 183
RO049 2O2

– ( + 2H2O) −−→ O2 +H2O2 + 2OH– 1.0× 102 183
RO050 O2

– +HO2 −−→ O2 +HO2
– 8.0× 107 183

RO051 O2
– +HO2

– −−→ O2 +O– +OH– 1.3× 10−1 183
RO052 O2

– +H2O2 −−→ O2 +OH+OH– 1.3× 10−1 183
RO053 2HO2 −−→ O2 +H2O2 7.0× 105 183
RO054 HO2 +HO2

– −−→ O2 +OH+OH– 5.0× 10−1 183
RO055 HO2 +H2O2 −−→ O2 +OH+H2O 5.0× 10−1 183
RO056 HO2

– +H+ −−⇀↽−− H2O2 2.0× 1010, 4.5× 10−2 163
RO057 HO2

– +H2O −−⇀↽−− H2O2 +OH– 5.8× 107, 1.3× 1010 183
RO058 O3 −−⇀↽−− O+O2 3.0× 10−6, 4.0× 109 209
RO059 O3

– −−⇀↽−− O– +O2 3.3× 103, 3.6× 109 183
Continued on next page
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RO060 O3 + e– −−→ O3
– 3.6× 1010 183

RO061 O3 +H −−→ HO3 3.8× 1010 183
RO062 O3 +O– −−→ O2 +O2

– 5.0× 109 183
RO063 O3 +OH −−→ O2 +HO2 9.0× 105 163
RO064 O3 +OH– −−→ HO2 +O2

– 7.0× 101 163
RO065 O3 +O2

– −−→ O2 +O3
– 1.6× 109 163

RO066 O3 +HO2
– −−→ O2 +OH+O2

– 2.8× 106 163
RO067 O3 +H2O2 −−→ 2O2 +H2O 6.5× 10−3 163
RO068 O3

– +H+ −−⇀↽−− HO3 5.2× 1010, 3.3× 102 163
RO069 O3

– + e– −−→ O2 + 2OH– 1.6× 1010 183
RO070 O3

– +H −−→ O2 +OH– 1.0× 1010 183
RO071 O3

– +O– −−→ 2O2
– 7.0× 108 183

RO072 O3
– +OH −−→ O3 +OH– 2.6× 109 183

RO073 O3
– +OH −−→ 2O2

– +H+ 6.0× 109 183
RO074 HO3 −−→ O2 +OH 1.1× 105 163
RO075 2HO3 −−→ 2O2 +H2O2 5.0× 109 163
RO076 HO3 +OH −−→ O2 +H2O2 5.0× 109 163
RO077 HO3 +O2

– −−→ 2O2 +OH– 1.0× 1010 163
RNS reactions

RN001 N( + H2O) −−→ NH+OH 2.3× 10−16 142
RN002 2N −−→ N2 3.0× 107 142
RN003 NH+O2 −−→ HNO+O 1.4× 108 142
RN004 NH+NO −−→ N2O+H 7.8× 108 142
RN005 NO+ e– −−→ NO– 2.1× 1010 74
RN006 NO+H −−→ NO– +H+ 1.1× 1010 74
RN007 NO+OH −−→ HNO2 1.0× 1010 74
RN008 NO+HO2 −−→ ONOOH 3.2× 109 70
RN009 2NO+O2 −−→ 2NO2 2.3× 106 157
RN010 HNO+H −−→ OH+NH 1.3× 10−1 142
RN011 HNO+O2 −−→ HO2 +NO 4.8 142
RN012 HNO+O3 −−→ O2 +HNO2 5.8× 106 142
RN013 HNO+OH −−→ NO+H2O 4.8× 1010 142
RN014 NO2 +H −−→ HNO2 1.0× 1010 152
RN015 NO2 +OH −−→ NO3

– +H+ 1.2× 1010 86
RN016 NO2

– +H+ −−⇀↽−− HNO2 5.0× 1010, 2.7× 107 86
RN017 NO2

– + e– −−→ NO2
2– 4.5× 109 74

RN018 NO2
– +H −−→ NO+OH– 7.1× 108 212

Continued on next page
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RN019 NO2
– +O3 −−→ O2 +NO3

– 3.7× 105 92
RN020 NO2

– +O– −−→ NO2 + 2OH– 2.5× 108 226
RN021 NO2

– +OH −−→ NO2 +OH– 4.5× 109 74
RN022 NO2

– +O2
– −−→ NO2

2– +O2 5.0× 106 1
RN023 NO2

– +HO2 −−→ NO2
2– +O2 +H+ 5.0× 106 1

RN024 NO2
– +H2O2 +H+ −−→ ONOOH+H2O 1.1× 103 154

RN025 HNO2 +H −−→ NO+H2O 4.5× 108 79
RN026 HNO2 +O3 −−→ O2 +NO3

– +H+ 2.5× 102 92∗b

RN027 HNO2 +OH −−→ NO2 +H2O 3.0× 109 74
RN028 HNO2 +NO2

– +H+ −−→ N2O3 +H2O 3.2× 104 46
RN029 NO2

2– ( + H2O) −−→ NO+ 2OH– 5.5× 104 1
RN030 NO3 +H2O −−⇀↽−− HNO3 +OH 3.0× 102, 8.6× 107 188
RN031 NO3 +OH– −−→ OH+NO3

– 9.4× 107 86
RN032 NO3 +O2

– −−→ O2 +NO3
– 3.0× 109 86

RN033 NO3 +HO2 −−→ O2 +NO3
– +H+ 3.0× 109 86

RN034 NO3 +H2O2 −−→ HO2 +NO3
– +H+ 7.1× 106 87

RN035 NO3 +NO2
– −−→ NO2 +NO3

– 1.4× 109 86
RN036 NO3 +HNO2 −−→ NO2 +NO3

– +H+ 8.0× 106 107
RN037 NO3

– +H+ −−⇀↽−− HNO3 5.0× 1010, 1.1× 1012 86
RN038 NO3

– + e– −−→ NO3
2– 9.7× 109 74

RN039 NO3
2– ( + H2O) −−→ NO2 + 2OH– 1.0× 105 1

RN040 NO3
2– +O2 −−→ NO3

– +O2
– 2.4× 108 47

RN041 NO3
2– +OH −−→ NO3

– +OH– 3.0× 109 152
RN042 NO3

– +H −−→ HNO3
– 1.0× 107 152

RN043 NO3
2– +H+ −−→ HNO3

– 4.5× 1010 assumed∗c

RN044 HNO3
– −−→ NO2 +OH– 2.0× 105 152

RN045 ONOO– +H+ −−⇀↽−− ONOOH 5.0× 1010, 7.9× 103 112
RN046 ONOO– −−⇀↽−− O2

– +NO 1.7× 10−2, 6.7× 109 74
RN047 ONOOH −−⇀↽−− OH+NO2 3.5× 10−1, 4.5× 109 72, 152
RN048 ONOO– −−→ NO3

– 8.0× 10−6 71
RN049 ONOO– −−→ NO2

– +O– 1.0× 10−6 71
RN050 ONOO– +OH −−→ NO+O2 +OH– 4.8× 109 74
RN051 ONOO– +N2O3 −−→ 2NO2 +NO2

– 3.1× 108 72
RN052 ONOOH −−→ NO3

– +H+ 9.0× 10−1 72
RN053 O2NO2

– +H+ −−⇀↽−− HO2NO2 5.0× 1010, 5.0× 105 86
RN054 O2NO2

– −−⇀↽−− O2
– +NO2 1.0, 4.5× 109, 152

RN055 HO2NO2 −−⇀↽−− HO2 +NO2 4.6× 10−3, 1.0× 107 86
Continued on next page
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RN056 HO2NO2 −−→ O2 +HNO2 7.0× 10−4 152
RN057 HO2NO2 +HNO2 −−→ 2NO3

– + 2H+ 1.2× 101 152
RN058 N2O+ e– −−→ O– +N2 9.1× 109 74
RN059 N2O+H −−→ OH+N2 2.1× 106 74
RN060 N2O+O −−→ 2NO 4.0× 1010 142
RN061 N2O+O3 −−→ 2O2 +N2 1.0× 10−3 92∗b

RN062 N2O3 −−⇀↽−− NO+NO2 8.4× 104, 1.1× 109 72
RN063 N2O3 ( + H2O) −−→ 2HNO2 2.0× 103 226
RN064 N2O3 +OH– −−→ HNO2 +NO2

– 1.0× 108 226
RN065 N2O4 −−⇀↽−− 2NO2 6.8× 103, 4.7× 108 188
RN066 N2O4 ( + H2O) −−→ HNO2 +NO3

– +H+ 1.0× 103 188
RN067 N2O5 −−⇀↽−− NO2 +NO3 4.7× 103, 1.7× 109 142, 107
RN068 N2O5 ( + H2O) −−→ 2NO3

– + 2H+ 6.7× 101 142
RN069 N2O5 ( + H2O) −−→ 2ONOOH 6.7× 101 142
RN070 N2O2

– +H+ −−⇀↽−− HN2O2 9.8× 109, 5.5× 106 208
RN071 N2O2

– −−⇀↽−− NO+NO– 6.6× 104, 1.7× 109 74
RN072 N2O2

– ( + H2O) −−→ N2O+OH+OH– 3.5× 102 74
RN073 N2O2

– +NO −−→ N3O3
– 3.0× 106 208

RN074 HN2O2 +NO −−→ HN3O3 8.0× 106 208
RN075 N3O3

– +H+ −−⇀↽−− HN3O3 6.9× 109, 5.5× 106 208, assumed∗d

RN076 N3O3
– −−→ N2O+NO2

– 2.4× 102 74
RN077 HN3O3 −−→ N2O+HNO2 1.6× 104 74

Chlorine reactions
RCl001 Cl ( + H2O) −−⇀↽−− HOClH 2.5× 105, 5.0× 104 116
RCl002 2Cl −−→ Cl2 8.8× 107 245
RCl003 Cl + OH– −−→ HOCl– 1.8× 1010 1
RCl004 Cl + HO2 −−→ Cl– +O2 +H+ 3.1× 109 179
RCl005 Cl + H2O2 −−→ Cl– +HO2 +H+ 4.5× 107 179
RCl006 Cl + ClO– −−→ Cl– +ClO 8.2× 109 1
RCl007 Cl + HOCl −−→ Cl– +ClO +H+ 3.0× 109 1
RCl008 Cl– +O −−→ ClO– 3.0× 109 assumed∗e

RCl009 Cl– +O3 −−→ ClO– +O2 1.5× 10−3 1∗f

RCl010 Cl– +H2O2 −−→ ClO– +H2O 1.8× 10−9 116
RCl011 Cl– +H2O2 +H+ −−→ HOCl + H2O 8.3× 10−7 116
RCl012 Cl– +NO3 −−→ Cl + NO3

– 1.0× 107 86
RCl013 Cl2 +OH– −−⇀↽−− HOCl + Cl– 1.0× 108, 2.0× 10−3 116
RCl014 Cl2 ( + H2O) −−⇀↽−− HOCl + Cl– +H+ 2.1× 104, 2.2× 101 116, 236
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RCl015 Cl2 – −−⇀↽−− Cl + Cl– 6.0× 104, 8.5× 109 116
RCl016 Cl2 – ( + H2O) −−⇀↽−− HOClH + Cl– 1.3× 103, 8.0× 109 116
RCl017 Cl2 – +OH– −−⇀↽−− HOCl– +Cl– 4.0× 106, 1.0× 104 116
RCl018 Cl2 +HO2 −−→ Cl2 – +O2 +H+ 1.0× 109 24
RCl019 Cl2 +HO2

– −−→ 2Cl– +O2 +H+ 1.0× 108 116
RCl020 Cl2 +H2O2 −−→ 2Cl– +O2 + 2H+ 1.8× 102 24
RCl021 2Cl2 – −−→ 2Cl– +Cl2 8.7× 108 86
RCl022 Cl2 – +H −−→ 2Cl– +H+ 8.0× 109 141
RCl023 Cl2 – +OH −−→ Cl– +HOCl 1.0× 109 1
RCl024 Cl2 – +O2

– −−→ 2Cl– +O2 6.0× 109 86
RCl025 Cl2 – +HO2 −−→ 2Cl– +O2 +H+ 1.3× 1010 86
RCl026 Cl2 – +OH– −−→ 2Cl– +OH 4.0× 106 86
RCl027 Cl2 – +H2O2 −−→ 2Cl– +HO2 +H+ 5.0× 104 58
RCl028 Cl2 – +O3 −−→ Cl– +ClO +O2 9.0× 107 22∗b

RCl029 Cl2 – +NO2
– −−→ 2Cl– +NO2 2.5× 108 179

RCl030 Cl2 – +ClO2 −−→ Cl– + 2ClO 1.0× 109 1∗b

RCl031 ClO– ( + H2O) −−⇀↽−− HOCl + OH– 1.8× 103, 3.0× 109 237
RCl032 2ClO −−→ Cl + ClO2 2.5× 109 1∗b

RCl033 ClO +O3
– −−→ ClO– +O3 1.0× 109 229

RCl034 ClO + ClO2
– −−→ ClO– +ClO2 9.4× 108 8

RCl035 ClO– + e– −−→ Cl– +O– 7.3× 109 1∗g

RCl036 ClO– +O– ( + H2O) −−→ ClO + 2OH– 2.4× 108 36
RCl037 ClO– +OH −−→ ClO +OH– 8.8× 109 36
RCl038 ClO– +H2O2 −−→ Cl– +O2 +H2O 2.8× 103 43
RCl039 ClO– +O3 −−→ Cl– + 2O2 1.1× 102 78
RCl040 ClO– +O3 −−→ ClO2

– +O2 3.0× 101 78
RCl041 ClO2 +O3

– −−⇀↽−− ClO2
– +O3 1.8× 105, 4.0× 106 114

RCl042 ClO2 +Cl2 – −−⇀↽−− ClO2
– +Cl2 5.2× 109, 5.7× 105 174

RCl043 ClO2 −−→ Cl + O2 6.7× 109 54
RCl044 ClO2 +O– −−→ ClO3

– 2.7× 109 114
RCl045 ClO2 +OH −−→ ClO3

– +H+ 4.0× 109 114
RCl046 ClO2 +O2

– −−→ ClO2
– +O2 3.0× 109 95

RCl047 ClO2 +HO2
– −−→ ClO2

– +HO2 1.3× 105 91
RCl048 ClO2 +NO2

– −−→ ClO2
– +NO2 1.1× 102 91

RCl049 ClO2
– + e– −−→ ClO– +O– 2.5× 109 60

RCl050 ClO2
– +O– ( + H2O) −−→ ClO2 + 2OH– 2.0× 108 36∗g

RCl051 ClO2
– +OH −−→ ClO2 +OH– 7.0× 109 60
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RCl052 ClO2
– +O2

– ( + H2O) −−→ ClO2 +HO2
– +OH– 2.0× 101 153∗f

RCl053 2HOCl −−⇀↽−− Cl2O( + H2O) 8.0× 10−2, 7 116
RCl054 HOCl + O2

– −−→ Cl– +O2 +OH 7.5× 106 153
RCl055 HOCl + HO2

– −−→ Cl– +O2 +H2O 4.4× 107 116
RCl056 2HOCl + ClO– −−→ 2Cl– +ClO3

– + 2H+ 1.3× 10−2 2
RCl057 2HOCl + ClO2

– −−→ Cl2 +ClO3
– +H2O 2.1× 103 185

RCl058 HOCl– −−⇀↽−− OH+Cl– 6.1× 109, 4.3× 109 116
RCl059 HOCl– +H+ −−⇀↽−− HOClH 3.0× 1010, 1.0× 108 116
RCl060 ClO +H2O2 −−→ HOCl + HO2 3.0× 108 139
RCl061 ClO +HO2 −−→ HOCl + O2 4.2× 109 139
RCl062 HClO +OH −−→ ClO +H2O 1.4× 108 190

COx reactions
RC001 CO2 ( + H2O) −−⇀↽−− H2CO3 3.8× 10−2, 2.3× 101 238
RC002 CO2

– +HCO3
– −−⇀↽−− CO3

– +HCO2
– 2.0× 103, 1.5× 105 1

RC003 CO2 + e– −−→ CO2
– 7.7× 109 75

RC004 CO2 +H −−→ CO2
– +H+ 1.0× 106 1

RC005 CO2 +OH −−→ CO3
– +H+ 1.0× 106 1

RC006 CO2 +ONOO– −−→ CO3
– +NO2 2.9× 104 156∗h

RC007 CO2 +HOCl + H+ −−→ HCO3
– +Cl2 +H2O 2.7 116

RC008 CO2
– + e– ( + H2O) −−→ HCO2

– +OH– 1.0× 109 61
RC009 CO2

– +O2 −−→ CO2 +O2
– 4.2× 109 99

RC010 CO2
– +H2O2 −−→ CO2 +OH+OH– 6.0× 105 207

RC011 CO2
– +NO −−→ NOCO2

– 2.9× 109 45
RC012 CO2

– +N2O( + H2O) −−→ CO2 +N2 +OH+OH– 1.6× 103 1
RC013 CO2

– +CO3
– −−→ CO2 +CO3

2– 5.0× 107 52
RC014 CO3

– +H+ −−⇀↽−− HCO3 5.0× 1010, 1.3× 102 241
RC015 CO3

– +ClO– −−⇀↽−− CO3
2– +ClO 5.7× 105, 6.0× 102 94

RC016 2CO3
– +O2 −−→ 2CO2 + 2O2

– 8.1× 109 86
RC017 CO3

– +O2
– −−→ CO3

2– +O2 6.5× 108 86
RC018 CO3

– +HO2 −−→ HCO3
– +O2 6.5× 108 86

RC019 CO3
– +HO2

– −−→ CO3
2– +HO2 3.0× 107 116

RC020 CO3
– +H2O2 −−→ HCO3

– +HO2 4.3× 105 86
RC021 CO3

– +O3
– −−→ CO3

2– +O3 6.0× 107 116
RC022 CO3

– +NO −−→ CO2 +NO2
– 3.5× 109 45

RC023 CO3
– +NO2 −−→ CO2 +NO3

– 1.0× 109 143
RC024 CO3

– +NO2
– −−→ CO3

2– +NO2 6.6× 105 86
RC025 CO3

– +ClO2
– −−→ CO3

2– +ClO2 3.4× 107 94
Continued on next page
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RC026 CO3
2– +H+ −−⇀↽−− HCO3

– 5.0× 1010, 2.4 86
RC027 CO3

2– +O– ( + H2O) −−→ CO3
– + 2OH– 5.0× 105 116

RC028 CO3
2– +OH −−→ CO3

– +OH– 3.9× 108 86
RC029 CO3

2– +O3 −−→ CO3
– +O3

– 1.0× 10−1 92∗b

RC030 CO3
2– +NO3 −−→ CO3

– +NO3
– 4.1× 107 86

RC031 CO3
2– +Cl −−→ CO3

– +Cl– 5.0× 108 116
RC032 CO3

2– +Cl2 ( + H2O) −−→ HCO3
– +HOCl + Cl– 1.4× 105 116

RC033 CO3
2– +Cl2 – −−→ CO3

– + 2Cl– 2.7× 106 116
RC034 HCO2

– + e– −−→ CO2
– +H2 +OH– 8.0× 103 207∗b

RC035 HCO2
– +H −−→ CO2

– +H2 2.1× 108 35
RC036 HCO2

– +O– −−→ CO2
– +OH– 1.4× 109 34∗b

RC037 HCO2
– +OH −−→ CO2

– +H2O 4.3× 109 59
RC038 HCO2

– +O2
– −−→ CO2

– +HO2
– 1.0× 10−2 23∗b,∗f

RC039 HCO2
– +O3 −−→ CO2

– +HO3 1.0× 102 90∗b

RC040 HCO2
– +NO3 −−→ CO2

– +NO3
– +H+ 5.0× 107 62

RC041 HCO2
– +Cl2 – −−→ CO2

– + 2Cl– +H+ 1.9× 106 84
RC042 HCO2

– +ClO −−→ CO2
– +HClO 1.0× 106 1∗b,∗f

RC043 HCO2
– +ClO2 −−→ CO2

– +ClO2
– +H+ 6.0× 10−4 1∗i

RC044 HCO3
– +H+ −−⇀↽−− H2CO3 5.0× 1010, 1.0× 107 86

RC045 HCO3
– + e– −−→ CO3

– +H2 +OH– 1.0× 106 222∗b

RC046 HCO3
– +H −−→ CO3

– +H2 4.4× 104 173∗b

RC047 HCO3
– +O2

– −−→ CO3
– +HO2

– 1.5× 106 116
RC048 HCO3

– +O3 −−→ CO3
– +HO3 1.0× 10−3 92∗b

RC049 HCO3
– +OH −−→ CO3

– +H2O 1.7× 107 86
RC050 HCO3

– +Cl −−→ CO3
– +Cl– +H+ 2.2× 108 116

RC051 HCO3
– +Cl2 ( + H2O) −−→ H2CO3 +HOCl + Cl– 3.2× 103 116

RC052 HCO3
– +Cl– +HOCl −−→ CO3

2– +Cl2 +H2O 1.2× 10−2 116
RC053 H2CO3 +OH −−→ CO3

– +H2O+H+ 7.0× 104 116
RC054 NOCO2

– +NO −−→ N2O2
– +CO2 6.8× 106 45

Others
RX001 Na+ + e– −−→ Na 2.0× 104 220
RX002 2Na −−→ 2Na+ +H2 + 2OH– 1.5× 109 220
∗a The units of each rate constant are M (1−O)s−1 with O being the reaction order.
∗b Only the rate constant is given in the reference and the reaction products are assumed for this study.
∗c Ref. 188 lists the reaction products as NO2 +OH– ,
instead of HNO3

– . However, as HNO3
– is known to be an intermediate of this reaction and

we have RN044 from Ref. 188, we have assumed that this reaction
Continued on next page
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produces HNO3
– with the rate constant of the reaction of Ref. 188 mentioned above.

∗d The rate constant of the backward reaction is assumed to be the same as that of the
the backward reaction of RN070.
∗e The rate constant is assumed to be similar to that of the backward reaction of RCl058.
∗f ] The rate constant is assumed based on the suggestion of the reference.
∗g] The reaction “O2– +H2O −−→ 2OH–” is assumed to take place immediately.
with a high rate constant.
∗h] The reaction product given in the reference is assumed to decompose immediately
to form the reaction products given here.





Appendix B

Input File

Table B.1: Incident flux from Ar gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol cm−2 s−1) (mol cm−2 s−1) (mol cm−2 s−1)

1 H 2.01 ×10−7 2.82 ×10−10 5.87 ×10−10

2 H2O2 1.67 ×10−8 2.43 ×10−8 2.67 ×10−8

3 HNO2 1.13 ×10−8 2.48 ×10−8 2.75 ×10−8

4 HNO3 4.70 ×10−10 2.44 ×10−9 3.11 ×10−9

5 HO2 1.05 ×10−8 3.03 ×10−9 2.03 ×10−9

6 N 5.60 ×10−8 1.85 ×10−8 1.15 ×10−8

7 N2O5 1.68 ×10−12 8.03 ×10−10 1.45 ×10−10

8 NO 5.60 ×10−8 2.80 ×10−8 2.53 ×10−8

9 NO2 2.86 ×10−9 4.32 ×10−9 4.51 ×10−9

10 O 7.35 ×10−7 4.25 ×10−8 2.27 ×10−7

11 O2 1.85 ×10−7 2.60 ×10−7 2.03 ×10−7

12 O3 4.04 ×10−9 1.46 ×10−6 3.36 ×10−7

13 OH 3.26 ×10−8 9.46 ×10−9 6.73 ×10−9
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Table B.2: Incident flux from Ar/H2O 0.27 % gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol cm−2 s−1) (mol cm−2 s−1) (mol cm−2 s−1)

1 H 5.71 ×10−8 1.51 ×10−10 4.02 ×10−10

2 H2O2 2.34 ×10−8 6.85 ×10−8 6.65 ×10−8

3 HNO2 1.29 ×10−8 2.25 ×10−8 2.24 ×10−8

4 HNO3 6.07 ×10−10 2.73 ×10−9 3.21 ×10−9

5 HO2 1.63 ×10−8 4.61 ×10−9 3.03 ×10−9

6 N 1.89 ×10−8 1.34 ×10−8 7.19 ×10−9

7 N2O5 3.77 ×10−13 2.75 ×10−11 4.12 ×10−11

8 NO 3.58 ×10−8 2.67 ×10−8 2.36 ×10−8

9 NO2 2.34 ×10−9 4.52 ×10−9 4.29 ×10−9

10 O 1.09 ×10−7 1.61 ×10−7 1.11 ×10−7

11 O2 3.76 ×10−7 3.54 ×10−7 3.43 ×10−7

12 O3 9.77 ×10−10 4.71 ×10−8 1.19 ×10−7

13 OH 3.72 ×10−8 1.03 ×10−8 6.78 ×10−9

Table B.3: Incident flux from Ar/Air 1% gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol cm−2 s−1) (mol cm−2 s−1) (mol cm−2 s−1)

1 H 5.74 ×10−8 2.82 ×10−10 1.88 ×10−10

2 H2O2 1.37 ×10−8 2.43 ×10−9 1.69 ×10−8

3 HNO2 3.97 ×10−8 2.48 ×10−9 4.72 ×10−8

4 HNO3 3.00 ×10−9 2.44 ×10−9 5.14 ×10−9

5 HO2 5.32 ×10−9 3.03 ×10−10 1.04 ×10−9

6 N 2.39 ×10−8 1.85 ×10−8 7.86 ×10−9

7 N2O5 2.29 ×10−10 8.03 ×10−10 4.94 ×10−10

8 NO 6.27 ×10−8 2.80 ×10−8 2.40 ×10−8

9 NO2 6.61 ×10−9 4.32 ×10−9 4.95 ×10−9

10 O 7.93 ×10−7 4.25 ×10−8 1.33 ×10−7

11 O2 4.13 ×10−7 2.60 ×10−7 1.95 ×10−7

12 O3 2.12 ×10−8 1.46 ×10−7 3.37 ×10−7

13 OH 1.76 ×10−8 9.46 ×10−9 3.79 ×10−9
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Table B.4: Incident flux from Ar/O2 1% gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol cm−2 s−1) (mol cm−2 s−1) (mol cm−2 s−1)

1 H 4.76 ×10−8 1.33 ×10−10 2.74 ×10−10

2 H2O2 8.51 ×10−9 1.16 ×10−8 1.23 ×10−8

3 HNO2 3.64 ×10−9 1.08 ×10−8 1.22 ×10−8

4 HNO3 5.18 ×10−10 1.71 ×10−9 2.06 ×10−9

5 HO2 4.68 ×10−9 1.73 ×10−9 1.07 ×10−9

6 N 1.23 ×10−8 8.31 ×10−9 4.29 ×10−9

7 N2O5 9.24 ×10−12 6.25 ×10−10 9.39 ×10−11

8 NO 3.14 ×10−8 2.69 ×10−8 2.36 ×10−8

9 NO2 3.34 ×10−9 3.83 ×10−9 4.04 ×10−9

10 O 1.81 ×10−6 3.91 ×10−7 1.72 ×10−7

11 O2 8.10 ×10−7 4.43 ×10−7 2.93 ×10−7

12 O3 1.69 ×10−7 3.96 ×10−7 5.35 ×10−7

13 OH 1.67 ×10−8 6.75 ×10−9 4.81 ×10−9
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Table B.5: Henry’s constant

No Species Henry’s constant Ref. No Species Henry’s constant Ref.(mol L−1 atm −1) (mol L−1 atm −1)
1 H 2.63x10−4 [202] 21 HNO2 5.0x101 [19]
2 H2 7.8x10−4 [140] 22 HNO3 2.1x105 [137]
3 O 1.3x10−2 [142] 23 ONOOH 1.26x104 [197]
4 O2 1.3x10−3 [140] 24 HO2NO2 4.0x101 [138]
5 O3 1.1x10−2 [123] 25 HN2O2 ∞* -
6 OH 3.0x101 [81] 26 HN2O3 ∞* -
7 HO2 5.7x103 [192] 27 Cl 2.33x101 [202]
8 H2O2 8.3x104 [178] 28 Cl2 9.32x10−2 [202]
9 HO3 ∞* - 29 ClO 7.09x10−1 [202]
10 N 6.5x10−4 [142] 30 ClO2 1.01 [202]
11 N2 6.1x10−4 [108] 31 Cl2O 1.72x101 [202]
12 NH 5.97x101 [142] 32 HOCl 6.59x102 [202]
13 NO 1.9x10−3 [140] 33 HOClH 6.59x102* -
14 NO2 1.2x10−2 [38] 34 CO 9.5x10−4 [202]
15 NO3 1.8 [223] 35 CO2 3.4x10−2 [202]
16 N2O 2.5x10−2 [140] 36 HCO3 ∞* -
17 N2O3 2.6x101 [55] 37 H2CO3 ∞* -
18 N2O4 1.6 [55]
19 N2O5 1.97 [202]
20 HNO 4.67x101 [202]

Table B.6: Heat velocity of every species

No Chem. Spec. Heat velocity (m s−1)
1 H 1.57 ×103

2 H2O2 2.70 ×102

3 HNO2 2.30 ×102

4 HNO3 1.98 ×102

5 HO2 2.74 ×102

6 N 4.20 ×102

7 N2O5 1.51 ×102

8 NO 2.87 ×102

9 NO2 2.32 ×102

10 O 3.93 ×102

11 O2 2.78 ×102

12 O3 2.27 ×102

13 OH 3.82 ×102
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Table B.7: Solubility limit for liquid phase from Ar gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol L−1) (mol L−1) (mol L−1)

1 H 2.09×10−12 2.93×10−15 6.12×10−15

2 H2O2 3.19×10−4 4.65×10−4 5.09×10−4

3 HNO2 1.53×10−7 3.35×10−7 3.73×10−7

4 HNO3 3.09×10−5 1.61×10−4 2.05×10−4

5 HO2 1.35×10−5 3.92×10−6 2.63×10−6

6 N 5.37×10−12 1.78×10−12 1.11×10−12

7 N2O5 1.35×10−12 6.49×10−10 1.17×10−10

8 NO 2.30×10−11 1.15×10−11 1.04×10−11

9 NO2 9.19×10−12 1.39×10−11 1.45×10−11

10 O 1.51×10−9 8.72×10−11 4.66×10−10

11 O2 5.37×10−11 7.55×10−11 5.89×10−11

12 O3 1.21×10−11 4.38×10−9 1.01×10−9

13 OH 1.59×10−7 4.62×10−8 3.28×10−8

Table B.8: Solubility limit for liquid phase from Ar/H2O 0.27% gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol L−1) (mol L−1) (mol L−1)

1 H 5.95×10−13 1.57×10−15 4.19×10−15

2 H2O2 4.48×10−4 1.31×10−3 1.27×10−3

3 HNO2 1.75×10−7 3.05×10−7 3.03×10−7

4 HNO3 3.99×10−5 1.80×10−4 2.11×10−4

5 HO2 2.11×10−5 5.96×10−6 3.92×10−6

6 N 1.81×10−12 1.29×10−12 6.90×10−13

7 N2O5 3.05×10−13 2.22×10−11 3.32×10−11

8 NO 1.47×10−11 1.09×10−11 9.70×10−12

9 NO2 7.51×10−12 1.45×10−11 1.38×10−11

10 O 2.23×10−10 3.30×10−10 2.27×10−10

11 O2 1.09×10−10 1.03×10−10 9.95×10−11

12 O3 2.94×10−12 1.42×10−10 3.59×10−10

13 OH 1.82×10−7 5.05×10−8 3.31×10−8
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Table B.9: Solubility limit for liquid phase from Ar/Air 1% gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol L−1) (mol L−1) (mol L−1)

1 H 5.98×10−13 2.93×10−15 1.96×10−15

2 H2O2 2.61×10−4 4.65×10−5 3.23×10−4

3 HNO2 5.37×10−7 3.35×10−8 6.38×10−7

4 HNO3 1.97×10−4 1.61×10−4 3.38×10−4

5 HO2 6.87×10−6 3.92×10−7 1.34×10−6

6 N 2.30×10−12 1.78×10−12 7.55×10−13

7 N2O5 1.85×10−10 6.49×10−10 3.99×10−10

8 NO 2.57×10−11 1.15×10−11 9.85×10−12

9 NO2 2.12×10−11 1.39×10−11 1.59×10−11

10 O 1.63×10−9 8.72×10−11 2.73×10−10

11 O2 1.20×10−10 7.55×10−11 5.67×10−11

12 O3 6.38×10−11 4.38×10−10 1.01×10−9

13 OH 8.57×10−8 4.62×10−8 1.85×10−8

Table B.10: Solubility limit for liquid phase from Ar/O2 1% gas feed

No Species
Incident flux

distance 0.25cm distance 0.8cm distance 1cm
(mol L−1) (mol L−1) (mol L−1)

1 H 4.96×10−13 1.39×10−15 2.86×10−15

2 H2O2 1.63×10−4 2.21×10−4 2.34×10−4

3 HNO2 4.92×10−8 1.46×10−7 1.64×10−7

4 HNO3 3.41×10−5 1.12×10−4 1.36×10−4

5 HO2 6.05×10−6 2.24×10−6 1.38×10−6

6 N 1.18×10−12 7.97×10−13 4.12×10−13

7 N2O5 7.47×10−12 5.05×10−11 7.59×10−11

8 NO 1.29×10−11 1.10×10−11 9.70×10−12

9 NO2 1.07×10−11 1.23×10−11 1.30×10−11

10 O 3.72×10−9 8.03×10−10 3.52×10−10

11 O2 2.35×10−10 1.28×10−10 8.51×10−11

12 O3 5.07×10−10 1.19×10−9 1.61×10−9

13 OH 8.15×10−8 3.30×10−8 2.35×10−8
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Table B.11: Diffusion coefficient of charged species

No Species Diffusion coefficient Ref(x10−9 m2 s−1)
1 aqueos electron 4.9 [59]
2 H+ 9.46 [59]
3 O– 2.0* -
4 O2

– 1.75 [88]
5 O3

– 2.0 [88]
6 OH– 5.3 [88]
7 HO2

– 1.4 [88]
8 H2O+ 2.0 -
9 NO– 2.0* -
10 NO2

– 1.9 [59]
11 NO2

2– 2.0* -
12 NO3

– 1.9 [59]
13 NO3

2– 2.0* -
14 ONOO– 2.0* -
15 O2NO2

– 2.0* -
16 N2O2

– 2.0* -
17 N3O3

– 2.0* -
18 Cl– 2.03 [201]
19 Cl2 – 2.0* -
20 ClO– 2.0* -
21 ClO2

– 2.0* -
22 ClO3

– 2.0* -
23 HOCl– 2.0* -
24 CO2

– 2.0* -
25 CO3

– 2.0* -
26 CO3

2– 2.0* -
27 HCO2

– 2.0* -
28 HCO3

– 2.0* -
29 NOCO2

– 2.0* -
30 Na+ 1.33 [201]
*assumption in this study
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Table B.12: Diffusion coefficient and Henry’s constant of neutral species

No Species Diffusion Coef. Ref. Henry’s constant Ref.(x10−9 m2 s−1) (mol L−1 atm −1)
1 H 7.0 [59] 2.63x10−4 [202]
2 H2 4.8 [59] 7.8x10−4 [140]
3 O 2.0* - 1.3x10−2 [142]
4 O2 2.4 [59] 1.3x10−3 [140]
5 O3 2.0 [88] 1.1x10−2 [123]
6 OH 2.2 [59] 3.0x101 [81]
7 HO2 2.3 [88] 5.7x103 [192]
8 H2O2 2.3 [59] 8.3x104 [178]
9 HO3 2.0* - ∞* -
10 N 2.0* - 6.5x10−4 [142]
11 N2 2.0* - 6.1x10−4 [108]
12 NH 2.0* - 5.97x101 [142]
13 NO 2.0 [49] 1.9x10−3 [140]
14 NO2 2.0* - 1.2x10−2 [38]
15 NO3 1.0 [188] 1.8 [223]
16 N2O 2.11 [59] 2.5x10−2 [140]
17 N2O3 2.0* - 2.6x101 [55]
18 N2O4 2.0* - 1.6 [55]
19 N2O5 2.0* - 1.97 [202]
20 HNO 2.0* - 4.67x101 [202]
21 HNO2 2.0* - 5.0x101 [19]
22 HNO3 2.8 [242] 2.1x105 [137]
23 ONOOH 2.0* - 1.26x104 [197]
24 HO2NO2 2.0* - 4.0x101 [138]
25 HN2O2 2.0* - ∞* -
26 HN2O3 2.0* - ∞* -
27 Cl 2.0* - 2.33x101 [202]
28 Cl2 1.48 [85] 9.32x10−2 [202]
29 ClO 2.0* - 7.09x10−1 [202]
30 ClO2 2.0* - 1.01 [202]
31 Cl2O 2.0* - 1.72x101 [202]
32 HOCl 2.0* - 6.59x102 [202]
33 HOClH 2.0* - 6.59x102* -
34 CO 2.3 [85] 9.5x10−4 [202]
35 CO2 1.92 [85] 3.4x10−2 [202]
36 HCO3 2.0* - ∞* -
37 H2CO3 2.0* - ∞* -
*assumption in this study
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