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第一章 緒言

社会全体の経済活動から身近な生活におけるまで，いかに少ない労力で生産
性を向上させるかは人類が常に取り組んでいるテーマである． 前者，特に企業に
おいて，省力化と生産性向上はそのまま企業の利益に直結するため，業界業種を
問わず取り組まれている． 後者の例としては，洗濯機や食洗器などの家電製品に
より家事にかかる労力を削減することが挙げられる． また，料理をする際の手順
など，明確に省力化や生産性向上を意識していないものでも自然と工夫をしてい
ることが多い．

省力化と生産性向上というのを特に重要視し，積極的な取り組みを行ってい
るのが製造業である． 現代の製造業においては，省力化のために生産装置の自動
化が進んでおり，生産性向上のために生産装置がネットワークで繋がって高度
に最適化がなされている． さらに，グローバル化による市場拡大と各国法令規制
や，消費者のニーズが多様化していることに伴い，多種の製品を短期間で開発し
て市場投入することが求められている． そのため，効率化と省力化という傾向は
今後ますます進むことが予想され，製品や製造設備に搭載される制御装置とそ
のソフトウェアも必然的に対応することが迫られる． 一方で自動化はそれぞれ
の装置の調整作業の増大を，ネットワークで繋がる装置の増加は通信量の逼迫
を招き，課題となりうる． そこで本論文ではこれらの課題に対して，量子化器の
適用と入出力データの活用により解決を図る手法を提案する． 初めに，本章にお
いては研究背景である製造業を取り巻く現状と課題について述べる．
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1.1 製造設備の自動化と相互接続の現状と課題

はじめに述べたように，現代の製造設備は自動化と相互接続が進んでいる． 現
代においては，半導体技術の進展によりアクチュエータやセンサの一つ一つに
至るまで通信機能が搭載されている． これにより，コントローラ等の上位の装置
は各アクチュエータやセンサー等の状態（正常やエラー等の情報）も取得するこ
とが可能となったいる． また，通信方式が規格化されていることによりメーカの
垣根を超えて通信ができることも自動化を進めている． 自動化が高度になるに
つれてネットワークに繋がるアクチュエータやセンサの数は増加し，それに伴
い通信量も増加している． そのため，通信量の逼迫も課題となる．

工場自動化において用いられるネットワークとしては，古くは RS-422 や
RS-485 などのシリアル通信が用いられてきた． これらは少数の配線で各機器を
接続できることから，現代に至るまで広く用いられている． しかしながら通信速
度が 10Mbps 程度であり，また接続台数も RS-485 通信で 32 台となり現代の製造
設備で用いるには特に接続可能台数の点で適用箇所が限られているものとな
る． 変わってシェアを伸ばしているのが Ethernet を用いたネットワークであり，
Ethernet/IP や EtherCAT などがある [1] . 特に EtherCAT はリアルタイム性も意
識しており，100 マイクロ秒以下の通信周期と 1 マイクロ秒以下の同期精度を実
現している． また通信速度が最大 100Mbps であり，また接続台数も 65535 台と
多くの機器を接続することができるため，近年では採用が広がっているもので
ある．

このように通信側の技術も向上が進んでいるが，自動化の進展に伴いセンサ
やアクチュエータの数は今後も増大し，さらには故障診断等の追加情報も増え
ることが予想され，通信容量の逼迫は常に課題となっている． 通信量が通信容量
を超えた場合には，通信周期が長期化することや通信情報の欠落等の影響が生
じる． 前者においては，想定より通信周期が長くなることで設備間の動作タイミ
ングの同期が取れないこと，後者においては必要な信号を取得できないことに
より動作しないことなどの現象が生じる． このことは今日の最適化や効率化が
進んでいる生産設備においては生産停止や工場の停止にも繋がり，影響が大き
いものとなる． これを回避するためには通信回線を増やすことや，通信量そのも
のを削減することが重要な対策となる． 前者の通信回線を増やすことは効果的
な手段であるが，回線の敷設に費用と工数が必要であり，工場によってはその設
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備投資負担が重いものである． そこで，本論文では後者の通信量の削減に焦点を
あてる． これにより，既存の通信設備をそのまま利用することができる． これ
を実現するためには，通信量を削減することによる情報の欠落を最小限にする
手法の開発が重要な課題となる．

1.2 本論文での取り組み

本論文では，アクチュエータ制御において量子化とサンプリング時間の長期
化により制御帯域を削減する手法に取り組む． 量子化することは信号の bit 数を
削減することになり，またサンプリング時間を長期化することは通信周期を長
くすることになる． そこでこれらを併せることにより，通信帯域の削減が可能と
なる．

信号を量子化して制御を行う手法として，離散値を出力する制御器を用いる手
法と，制御器からの出力は連続値とし，別途量子化を行う手法の二つに大別でき
る． これらはディジタル制御の枠組みで取り組まれていることが多いく，前者に
おいては制御器を設計する段階で離散値を出力すること前提に設計が行われる
[2–5]． 一方，後者においては制御器そのものは連続値制御の枠組みで設計を行
うことができる． 本論文においては，第 3 章および第 4 章で述べるように，制御
器は既存のものや既に形が決まっているものとして後付けで量子化の機能を付
加することを可能とすることも指向するため，後者の手法に着目する．

一般に，量子化とサンプリング周期の長期化は制御性能を悪化させるため，量
子化幅およびサンプリング時間はその影響が小さくなるように設計する必要が
ある． 本論文においてはこれらのパラメータを実機の運用データを基に設計す
る手法を提案する． 以降，量子化とサンプリング周期を長期化するものをまとめ
て量子化器と呼ぶ．

1.3 本論文の構成

本論文の構成は下記のとおりである． 初めに，第二章において連続信号を離散
値信号に変換する量子化手法について代表的なものを紹介する． そしてそれ
ぞれの構造や特徴について述べ，本論文で扱う量子化器やその比較の下準備を
行う．

第三章において，量子化器の一つである非線形補償型フィードバック変調器
のパラメータを対象の入出力に基づき調整するデータ駆動型フィードバック変
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調器を提案する． この提案手法により，制御器と量子化器を分離して設計できる
こと，およびその調整をデータを用いることで省力化できることを示す．

第四章では，最適動的量子化器を基として入出力データにより量子化器を直
接設計するデータ駆動型動的量子化器を提案し，実機実験により提案手法が有
効であることを示す． 本手法により，制御対象のモデリングを行うことなく対象
の特性を反映した動的量子化器の設計を行うことができることを示す．

最後に第五章において，本論文の総括を行う． また，本論文で提案した手法に
ついての今後の展開先について述べる．
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第二章 主な量子化手法と自動化における利点

量子化器は連続値を離散値に変換する，自動制御において基本的な要素の一
つであり，その構造や設計法について様々な提案がなされている． 本章では先行
研究として主な量子化器について紹介するとともに，産業，特に製造業の自動化
における量子化器の役割や恩恵について述べる．

2.1 主な量子化手法

2.1.1 サンプリングと量子化

はじめに，本論文で扱うサンプリングと量子化について述べる [6] ． サンプリ
ングとは連続時間の信号を離散信号の信号として取得することである． 一定時
間ごとに信号を取得する場合，その周期をサンプリング周波数𝑓𝑠 [Hz]，その逆数
をサンプリング周期𝑇𝑠[s]と呼ぶ． 言い換えると，サンプリングは時間方向に離
散化することとも言える．

量子化とは信号を空間方向に離散化するものであり，サンプリングされた信
号を離散値に変換することである． 量子化は必ずしも一定の幅で行うものでは
ないが，本論文では一定の幅𝑑で量子化を行う一様量子化器を扱う．

このサンプリングと量子化を行うものを量子化器𝑄とよび，これにより連続値
信号𝑢(𝑡)は量子化信号𝑣[𝑡𝑠]へと変換される．

本章では主な量子化手法について述べる．
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Figure 2.1 Mid-tred quantizer

2.1.2 静的量子化器

静的量子化器は最も基本的な量子化器の一つであり，現在の入力𝑢[𝑡]のみで量
子化後の出力が決まるものである． 代表的なものとしてにミッドトレッド型量
子化器(mid-tred quantizer)とミッドライズ型量子化器(mid-riser quantizer)があ
る． これらは，入力信号𝑢を量子化幅𝑑の方向に四捨五入して丸めて離散値信号𝑣
を得るものであり，この操作は下記のように表される [7–9] ．

𝑣 = 𝑞(𝑢) (2.1)

ここで𝑢 ∈ ℝ，𝑣 ∈ ℝであり，関数𝑞は量子化幅𝑑で丸めるものである．

ミッドトレッド型量子化器の場合，関数𝑞()は(2.2)式のように表される．

𝑞(𝑢) = [𝑢
𝑑

+ 1
2
] · 𝑑 (2.2)

ミッドトレッド型量子化器における𝑢と𝑞(𝑢)の関係を Figure 2.1 に示す． また，正
弦波信号𝑦 = sin(𝑢(𝑡))にサンプリング周期𝑇𝑠 = 0.2 s，量子化幅𝑑 = 0.2にミッドト
レッド型量子化器を適用した場合を Figure 2.2 に示す． 青線が連続値信号𝑢，赤
線が量子化器を通した後の信号𝑞(𝑢)である．
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Figure 2.2 Example of Mid-tred quantizer

Figure 2.3 Mid-rise quantizer

ミッドライズ型量子化器は，入力𝑢に量子化幅の半分𝑑/2を加算したのちに
ミッドトレッド型量子化器を適用し，その後𝑑/2減算することで得ることができ
る． このとき，関数𝑞()が(2.3)式のように表される．

𝑞(𝑥) = [𝑢
𝑑

+ 1] · 𝑑 − 𝑑
2

(2.3)

ミッドライズ型量子化器における𝑢と𝑞(𝑢)の関係を Figure 2.3 に示す． また，ミッ
ドトレッド型と同様に正弦波信号にサンプリング周期𝑇𝑠 = 0.2 s，量子化幅𝑑 =
0.2に量子化器を適用した場合を Figure 2.4 に示す． 青線が連続値信号𝑢，赤線が
量子化器を通した後の信号𝑞(𝑢)である．
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Figure 2.4 Example of Mid-rise quantizer
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Figure 2.5 Example of dither quantizer

2.1.3 ディザ量子化

ディザ量子化器は，信号にディザ信号とよばれる乱数を加えたのちに静的量
子化器により量子化する手法である [9] ． 𝑢 にディザ信号としてある分布に従う
確率過程𝜂 を加え，量子化関数𝑞を作用させることにより𝑣が得られる． このとき
の𝑞はミッドトレッド型量子化器やミッドライズ型量子化器などが用いられる．

𝑣 = 𝑞(𝑢 + 𝜂) (2.4)

ディザ信号として[−𝑑/2, 𝑑/2]の一様分布，量子化器に前節のミッドトレッド型量
子化器を用いた場合のディザ量子化による出力を Figure 2.5 に示す． 連続信号は
正弦波であり，サンプリング周期𝑇𝑠 = 0.2 s，量子化幅𝑑 = 0.2とする．
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Figure 2.6 ΔΣ modulator (n-stage)

Figure 2.7 ΔΣ modulator(1st order)

2.1.4 ΔΣ変調器

現在値の入力で出力が決まる静的量子化に対し，過去の入力や出力を用いて
量子化後の出力を決めるものを動的量子化器という [10] ． ΔΣ変調器は動的量
子化器の 1 つであり，その構造を Figure 2.6 に示す． ΔΣ変調器は入力𝑢と量子化
後の出力𝑣の差分を積分し，その値に対して量子化を行う構造となっている [11–
14] ． これにより量子化ノイズが高い周波数域に分布するようになり，低周波域
において量子化誤差を小さくすることが可能である．

ΔΣ変調器は任意の数を重ねることが可能である． 𝑛個接続したものを𝑛段の
ΔΣ変調器と呼ぶ． もっとも基本的な形である 1 段のΔΣ変調器𝑄ΔΣ1stは (2.5)式
で表される．

𝑄ΔΣ1st :
{{
{
{{𝜉(𝑘 + 1) = 𝜉(𝑘) + 𝑣(𝑘) − 𝑢(𝑘)

𝑣(𝑘) = 𝑞(−𝜉(𝑘) + 𝑢(𝑘))
(2.5)

このときのΔΣ変調器をブロックで表すと Figure 2.7 のようになる．
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Figure 2.8 ΔΣ modulator(2nd order)

0 5 10 15 20

-1

-0.5

0

0.5

1

continuous
quantized

Figure 2.9 Output Example of ΔΣ Modulator (1st order)

また，2 段のときのΔΣ変調器は(2.6)式のように表され，ブロック線図は
Figure 2.8 のようになる．

𝑄ΔΣ2nd :

{{
{{
{{
{

𝜉(𝑘 + 1) = [1
1

0
1]𝜉(𝑘) + [1

1](𝑣(𝑘) − 𝑢(𝑘))

𝑣(𝑘) = 𝑞(−[1 1]𝜉(𝑘) + 𝑢(𝑘))
(2.6)

ΔΣ変調器による量子化として，これまでと同様に正弦波𝑦 = sin(𝑡)を量子化した
出力を Figure 2.9 および Figure 2.10 に示す．

2.1.5 フィードバック変調器

フィードバック変調器(Feedback Modulator; FBM)は石川らにより提案され
た量子化器である [15] ． この構造を Figure 2.11 に示す． 𝑄midはミッドトレッ
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Figure 2.10 Output Example of ΔΣ Modulator (2nd order)

ド型量子化器である． 𝑄(𝑠)は𝑄midを通過する前後の誤差をフィードバックする
際のフィルターであり設計パラメータである． また，𝑄(𝑠)は(2.7)式を満たす．

{{
{
{{𝑄(𝑠) ∈ 𝑅𝐻∞

𝑄(∞) = 0
(2.7)

ΔΣ変調器の動作原理を応用したものであるが，サンプリング周期を陽に考慮し
ていること，および連続時間システムとしてその特性を考察できる点が異なる．
連続時間システムとみなして設計する手法としては他に幅変調パルス幅変調
(Pulse Width Modulation;PWM)が有名である． PWM はサンプリリング周波数
が数十 kHz 以上あり，アクチュエータの切換速度が制御周期と比較して十分高
速である必要がある． 一方でフィードバック変調器はサンプリング周期を数十
msec 以上も可能であり，比較的長くとることができるため，切換速度が遅いア
クチュエータにも適用可能である点が特徴である．

ここで，先行研究にもとづき，

𝑄(𝑠) = 1 − ( 𝜏𝑠
𝜏𝑠 + 1

)
2

(2.8)

と定めた場合，𝜏を𝑇𝑠 < 𝜏  を満たすように選ぶことで FBM は BIBO 安定となる
[15] ．

フィードバック変調器による量子化例として，𝜏 = 0.21,𝑇𝑠 = 0.2とした場合の
出力を Figure 2.12 に示す． 連続信号はこれまでと同様正弦波𝑦 = sin(𝑡)である．
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Figure 2.11 Structure of Feedback Modulator
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Figure 2.12 Output Example of Feedback Modulator

2.2 信号を量子化することによる産業上の利点

信号を量子化することにより，産業上では下記の利点が見込まれる．
• 通信帯域の削減
• ソレノイドバルブ等安価で単純なアクチュエータの高度化

前者についてはこれまでで述べたとおりであるので，ここでは後者について述
べる． なお，

量子化により連続値の信号を，ON-OFF の 1bit，もしくは[−1,0,1]の 3 値
（2bit)まで bit 数削減できると，2 値駆動のアクチュエータへの適用が視野にはい
る． 代表的なものとして，空気圧機器や油圧機器で用いられるソレノイドバルブ
がある． ソレノイドバルブの外観および回路図を Figure 2.13 に示す． ソレノイ
ドバルブは左右のコイル流す電流を切り替えることで，シリンダ等のアクチュ
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Figure 2.13 Overview and Circuit of Solenoid Valve

Figure 2.14 Overview and Circuit of Servo Valve

エータへ流れる流体の方向を切り替えるものであり，正方向，負方向，中間の 3
状態をとることができる． 構造も単純で安価であるため基本的な空気圧や油圧
の制御機器として広く用いられている． しかしながら，流体の方向のみを変える
ため動作領域の途中の任意の位置で止めることが難しく，また切換え速度も数
十 msec と遅いため，対象の物体を押し付けるなど単純な用途に適用範囲が限定
されている．

一方で，任意の位置でアクチュエータを止めるためにはサーボバルブが用い
られる． サーボバルブの外観と回路図を Figure 2.14 に示す． サーボバルブは流
体の方向と流量の両方を制御することができ，かつ応答速度も高速（数 msec 程
度）であるため，任意の位置で動作を止めることができ，より細やかなアクチュ
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エータの制御が可能である． そのため，精密な制御が要求される一部のプレス機
や航空宇宙分野でよく用いられる． しかしながら，サーボバルブはそれ自身の構
造が複雑でかつ精密であるため，流体の清浄度を高くする必要があるため，使用
できる環境が制限される． またソレノイドバルブよりも高価であり，10 倍程度
の価格差がある． このため，適用は一部の機器や目的に限定されている．

そこで，量子化器により ON-OFF のみの信号でかつ制御周期を長くすること
ができれば，ソレノイドバルブにおいてもアクチュエータの位置制御が可能と
なる． これは安価なアクチュエータでもより高度な制御を行うことが可能とな
るだけではなく，既存のサーボバルブを用いているものを置き換えることも可
能となりえる． これは量子化器により見込まれる利点である．
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第三章 データ駆動型フィードバック変調器によ
る非線形補償

フィードバック変調器は入力を量子化していることやサンプリング周期が比
較的長くできるなどの特徴により摩擦などの非線形要素を持つ対象の制御にお
いて非線形補償器としても有効であることが示されている [16,17] ． しかしなが
ら，制御対象が有する非線形性は対象ごとに異なるため、非線形補償器の体系的
な設計や調整は容易ではなく，個々のノウハウに依存することが多い． そこで本
章ではフィードバック変調器のもつ非線形補償器としての特性を活かしつつ，
データ駆動型の手法を用いて非線形補償器を設計の手間を減らす手法について
述べる．

3.1 はじめに

機械系をはじめとした制御対象にはその入力端に非線形要素を含むことが多
い． 代表的なものとして摩擦や不感帯といったものが挙げられる． これらの要
素は定常偏差やスティックスリップ現象を引き起こし，制御性能を悪化させ
る要因となるものである． そのため，制御器の設計においては制御対象の非線形
にどう対処するかが制御系全体の性能を左右するため常に重要な課題となって
いる． 理想的なアプローチの一つとして，非線形要素をそれぞれモデル化し，そ
の影響をなくすよう補償器を設計することが考えられる． しかし，現実には実機
に実装してみて初めてその影響の度合いがわかることも多く，さらに非線形要
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素の現れ方はその時その物によって異なるため，事前に机上検討して対策を打つ
範囲には限りがある． そのため，非線形補償器の設計は経験則に基づくことが多
く，個々のノウハウに依存することが多いのが現状である． また，制御器設計が
非線形要素のモデルへの依存度が高くなると，その分調整すべきパラメータの数
が増えるため，パラメータの調整に多大な時間を要する． さらに運用への移行後
に制御器の構成を変更することが著しく困難なものとなる． そのため，製品が実
際に組みあがってから調整せざるを得ない部分も多分にあり，制御器の設計は製
品開発プロセス全体の中で後手にまわることが多い． さらに製品投入時期が決
まっている場合などには設計や調整に十分な時間をかけることができず，保守的
な設計や調整となることも多分にある．

一方，制御器において非線形補償を行うのではなく，信号としての制御入力を
整形することにより非線形性を補償する研究も行われている． 例えば，入力信号
を離散化することにより非線形補償を行う手法の提案が行われている [18,19] ．
また，2 章で述べたフィードバック変調器を用いることによっても非線形補償を
行うことが可能なことが示されている [16] ． フィードバック変調器により，離
散値入力信号を連続制御系設計の枠組みで扱えるようになる． さらにフィー
ドバック変調器の内部に非線形要素の仮モデルを含ませた非線形補償型フィー
ドバック変調器（Feedback Modulator with Nonlinear Compensation; NCFBM）
も提案されており，摩擦や不感帯の補償により有効であることが示されている
[17] ． 非線形補償型フィードバック変調器 は非線形補償の効果がよりよくなっ
たものの，非線形要素のモデル化のためにその構造を事前に把握すること，およ
び非線形補償型フィードバック変調器 自身のパラメータ調整は依然として必要
となる．

そこで，非線形補償型フィードバック変調器 の構造に着目し，そのパラメータ
調整を制御対象のシステムの運用データに基づいて行うよう拡張した，データ
駆動型フィードバック変調器（Data-Driven Feedback Modulator; DDFBM）を
提案する． ここでいう対象の運用データとは，対象への入力信号やその応答など
のデータを指す． 運用データにもとづいて設計パラメータの調整を行い，制御器
などの設計を行う手法はデータ駆動制御という枠組みで取り組みがなされてい
る [20–26] ． データ駆動型フィードバック変調器 はその考え方を 非線形補償型
フィードバック変調器 に適用したものであり，パラメータ調整の自動化を可能
にするものである． 制御対象と主制御器，データ駆動型フィードバック変調器 の
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Figure 3.1 Conceptual Image of DDFBM Application

関係の概要を Figure 3.1 に示す． このデータ駆動型フィードバック変調器 は制
御対象のモデルにもとづいて事前設計を行う主制御器の部分と，非線形補償を
行う部分がそれぞれ独立していることが特徴である． したがって主制御器をあ
らかじめ設計しておき，非線形補償器を後付けで追加することが可能である． こ
れにより，既存の製品に追加して性能向上を図ることや，実現場での入出力デー
タを活用して逐次的に制御性能を向上させるといった運用を行うことが可能と
なる． また，非線形補償部分を完全に独立させていることで主制御器の設計を製
品の開発プロセスの早い段階で行うことができるため十分な設計期間を設ける
ことができ，製品としての性能を引き出すことも可能となる． これらの点におい
てデータ駆動型フィードバック変調器 の構造はデータ駆動型制御の枠組みと相
性が良いものであると言える．

本章では，はじめに扱う問題の設定を行い，その後データ駆動型フィードバッ
ク変調器 の構造と設計手法の提案を行う． そして数値シミュレーションにより
本手法の有効性についての検証を行う．

3.2 問題設定

3.2.1 対象システム

想定する制御系全体の構成を Figure 3.2 に示す． 𝑃modelは制御対象である実プ
ラント，𝐾は主制御器である． これを対象システムと呼ぶ． 数値シミュレーショ
ンにおけるデータ駆動型フィードバック変調器 の効果検証を主目的としている
ため，𝑃modelは線形要素𝑃𝐿と，非線形要素𝑁𝑓の直列結合であり，𝑃𝐿は(3.1)式の形
で表せるものとする．

𝑃𝐿 = 𝑏𝑛𝑠𝑛 + 𝑏𝑛−1𝑠𝑛−1 + ⋯ + 𝑏1𝑠 + 𝑏0
𝑎𝑚𝑠𝑚 + 𝑎𝑚−1𝑠𝑚−1 + ⋯ + 𝑎1𝑠 + 𝑎0

 ,  (𝑚 > 𝑛) (3.1)
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Figure 3.2 Structure of the System

一般に実プラントは二次遅れ系でモデリングされることが多くあるため，ここ
では例として非線形摩擦を有するプラントを対象とし，𝑃𝐿は(3.2)式で表される
二次遅れ系，𝑁𝑓は摩擦として(3.3)式のように設定する． (3.2)式において，𝐼mは
イナーシャなどの慣性項，𝐷mは粘性項，𝐾mは弾性項である． (3.3)式は Gauss 摩
擦モデル [27] であり，𝐹𝑐はクーロン摩擦力，𝐹𝑠は最大静止摩擦力，𝐹𝑣は粘性摩
擦係数，𝑣𝑠は stribeck 速度，sgn(⋅)は符号関数である．

𝑃𝐿 = 1
𝐼m𝑠2 + 𝐷m𝑠 + 𝐾m

(3.2)

𝑁𝑓 : 𝑢𝑄 + (𝐹𝑐 + (𝐹𝑠 − 𝐹𝑐)𝑒−( ̇𝑦𝑡/𝑣𝑠))sgn( ̇𝑦𝑡) + 𝐹𝑣 ̇𝑦𝑡 (3.3)

なお，(3.2)式および(3.3)式は一例であり，提案手法は対象が線形要素と非線形
要素の直列結合で表現できるものであれば適用が可能となることをここで改め
て述べておく．

3.2.2 データ駆動型フィードバック変調器

データ駆動型フィードバック変調器 のベースとなっている先行研究である非
線形補償型フィードバック変調器　について紹介したのち，データ駆動型フィー
ドバック変調器 の構造について述べる． 非線形補償型フィードバック変調器 の
構造を Figure 3.3 に示す． 非線形補償型フィードバック変調器 は Section 2.1.5
で示したフィードバック変調器 の内部に非線形要素のモデルを導入したもので
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ある． 内部で連続時間システムから離散時間システムへの変換を行っており，連
続時間信号𝑢を受け取り，離散値𝑢𝑄を出力する． 𝑁𝑒𝑠𝑡は非線形要素のモデルであ
り，非線形要素の出力𝑢𝑁を推定する推定器としての役割がある． そのため，非
線形補償型フィードバック変調器 においては制御対象の実プラント内部の非線
形要素の構造は既知であることが前提であり，そのパラメータも設計者が定める
ものである．

Section 2.1.5 と重なる部分もあるが，改めてフィードバック変調器 および非
線形補償型フィードバック変調器 の構造について述べる． Figure 3.3 において
S/H はサンプリング周期ℎとゼロ次ホールドにより信号を時間方向に離散化す
るものであり，時間分解能制約を表す． また，量子化器は分解能 N bit の一様量
子化器とし，空間分解能制約を表す． これらにより，S/H へ入力される連続信号
𝑢𝑐は(3.4)式および(3.5)式 により量子化信号𝑢𝑄へと変換される．

𝑢ℎ = 𝑢𝑐(⌊ 𝑡
ℎ

⌋ ⋅ ℎ) (3.4)

𝑢𝑄 = ⌊𝑢ℎ
𝑑

+ 1
2
⌋ ⋅ 𝑑 ,  𝑑 = 𝑢𝑈 − 𝑢𝐿

2𝑁 (3.5)

𝑢𝑈および𝑢𝐿はそれぞれ𝑢𝑐の上限値と下限値である． なお，ℎは S/H のサンプリ
ング周期であり，システム全体のサンプリング周期（制御周期）とは異なるもの
であることには留意が必要である．

また，𝑄(𝑠)は Section 2.1.5 と同様に

𝑄(𝑠) = 1 − ( 𝜏𝑠
𝜏𝑠 + 1

)
2

(3.6)

とする．

本章で提案するデータ駆動型フィードバック変調器 は非線形補償型フィード
バック変調器 の構造を引き継ぎながらそのパラメータの決定方法を拡張したも
のである． 具体的には次節以降に示す方法により，𝑁𝑒𝑠𝑡を含むすべてのパラメー
タを実プラントへの入出力データから決定できることが特徴となる．
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Figure 3.3 Feedback Modulator with Nonlinearity Compansation (NCFBM) as
well as its Data-Driven extension (DDFBM)

3.2.3 設計目標

データ駆動型フィードバック変調器 の設計にあたってはその設計目標が必要
となる． ここでは，実システムの出力𝑦𝑡を非線形要素を含まないシステムの応答
に近づけること，すなわち非線形要素による出力への影響が 0 に近づくようにす
ることを設計目標とする． そのために，まず非線形要素を含まない連続時間線形
時普遍なモデル𝑃refと制御器𝐾から成るシステムを用意する． これを参照システ
ムとよび，その構成を Figure 3.4 に示す． 制御器𝐾は Figure 3.2 および Figure 3.4
で共通のものであり， 𝑃refに対して設計されるものとする． また，𝐾は𝑃refを安定
化させるように設計されており，𝑃modelも安定化されているものとする．

参照システム Figure 3.4 において𝑃refは設計者により決めることができるもの
であり，例えば𝑃modelを線形モデルで同定したものなどを用いることができる．

ここで，𝑃modelの線形要素の構造𝑃Lが既知であり，(3.2)式の形で表せるものと
する． このとき，𝑃refを同じ二次遅れ系として(3.7)式で表す．

𝑃ref = 1
𝐼r𝑠2 + 𝐷r𝑠 + 𝐾r

(3.7)

そして𝑃modelの出力𝑦𝑡を参照システムの出力𝑦refに近づけるようにデータ駆動型
フィードバック変調器 のパラメータ調整を行う．
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Figure 3.4 Reference System

3.2.4 データ駆動型フィードバック変調器のパラメータ調整法

本節ではデータ駆動型フィードバック変調器 のパラメータ調整法について述
べる． はじめに設計全体の手順について述べ，次に本研究で用いた具体的な方法
について記述する． 設計全体の流れ 

設計にあたり，非線形出力推定器𝑁estの構築（Step1）と，データ駆動型フィー
ドバック変調器 の残りのパラメータℎ, 𝑁, 𝜏の調整（Step2）の 2 ステップの手順
を踏む． Step1 において，対象プラントの運用データを予め取得し，そのデータ
を用いて𝑁estを構築する． Step2 において𝑁estを用いて各種最適化手法を用いて
パラメータℎ, 𝑁, 𝜏の値を決める

具体的な手順は次の通りである．
Step1 :対象システム内の非線形要素に起因する出力と，𝑃modelへの入力𝑢との関

係をモデル化する．

Figure 3.5 に示すように，既設計コントローラ𝐾と制御対象𝑃modelだけの部分（上
段）から，下段のように𝑢𝑁′と𝑢𝑑を取得する． 𝑢𝑑は𝐾の出力𝑢そのものである． ま
た，𝑢𝑁′は対象システムの出力𝑦𝑡を参照システムの逆モデル𝑃−1

ref と Filter で処理し
た信号である． ここで，Filter は𝑃−1

ref とあわせてプロパーにするために用いる．
いま，𝑃modelは𝑃𝐿と𝑁𝑓の直列結合で表せるとしているため，

𝑃model = 𝑃𝐿𝑁𝑓 (3.8)

となる． よって𝑢𝑁′は

𝑢𝑁′ = 𝑃model · (Filter · 𝑃−1
ref )𝑢

= 𝑃𝐿𝑁𝑓 · (Filter · 𝑃−1
ref )𝑢 (3.9)
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Figure 3.5 Estimation of Non-Linear Signal

となる． ここで，𝑃refが𝑃𝐿をよくモデリングできており同一，すなわち𝑃ref = 𝑃𝐿

である場合，(3.9)式は

𝑢𝑁′ = 𝑁𝑓 · Filter · 𝑢 (3.10)

となり，非線形要素𝑁𝑓の出力に Filter をかけたものとみなすことができる． 着
目したい周波数域を考慮した Filter を用いることにより，𝑢𝑁′は𝑁𝑓の出力とみな
すことができる． そこで取得した𝑢𝑑と𝑢𝑁′のデータから，𝐾の出力𝑢を入力とし
て非線形要素の出力を推定する推定器𝑁estを構築し，その推定値を𝑢𝑁とする．
Step2 𝑁estを用いて DDFBM を構成し，Figure 3.2 のシステムを構築する．

そして𝑁𝑒𝑠𝑡は固定したまま，実システムの出力𝑦𝑡が参照システムの出力𝑦refに近く
なるよう DDFBM の残りのパラメータℎ, 𝑁, 𝜏を調整する．

特に，Step2において𝑦𝑡と𝑦refを近づけるよう設計するのが本手法ひとつのポイ
ントであり，DDFBMにより実システムの振る舞いを参照システムに近づけるこ
とを意味している． これによりコントローラ𝐾の設計を参照システムに基づい
て行い，非線形性は DDFBM で補償するというように役割を分け，独立して設計
することができる．

このように参照システムの出力を利用して実システムの補償を行う先行研究
としては，岡島ら [28] によりモデル誤差抑制補償器が提案されている． この先
行研究と本提案手法の違いとして，本手法は調整が完了した後の DDFBM は
𝐾からの入力と𝑃modelへの出力のみで動作することが挙げられる． これは，すで
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に組みあがっていて新たなフィードバック用信号を追加できない対象（例えば
出荷後の製品等）や，過去の製品への機能追加という点で特に有効である． 使用
例として，出力の取得が可能な試験機を用いて DDFBM の構築調整を行った後，
DDFBM のみを後付という形で𝐾と𝑃modelの間に挿入し，既成品の性能向上を図
ることが挙げられる．

本稿における各 Step での適用手法  Step1 における𝑁estは，予め取得した𝑢𝑑と𝑢𝑁′

のデータから非線形要素の出力推定値𝑢𝑁 [𝑘]を出力する推定する構造である． 本
研究においてシミュレーションによる検証を行うため，各信号はサンプリン
グ周期ℎsで取得されるものとする． なお実際のシステムにおいても運用デー
タの取得は一定のサンプリング周期で行われるため，この点におけるシミュ
レーションと実機との差はないといえる． よって，前節では連続時間信号である
𝑢𝑑,𝑢𝑁′ ,𝑦𝑡,𝑦refの値は，𝑢𝑑[𝑘],𝑢𝑁′ [𝑘],𝑦𝑡[𝑘],𝑦ref[𝑘]のようにℎsで離散化された表記とな
る． ここで，𝑘は時刻ステップを表し，ある連続信号𝑥(𝑡)をℎsで離散化した値𝑥[𝑘]
は(3.11)式で表す．

𝑥[𝑘] = 𝑥(⌊ 𝑡
ℎs

⌋ ⋅ ℎs) (3.11)

Step1 において，各信号を離散化したうえで，𝑁estを下記の手順で構築する．
1. Fig{fig:NL_estimate)の状態で時刻ステップ𝑘における𝑢𝑁′ [𝑘]と，その１ステッ

プ前から𝑚 ステップ前までの𝑢𝑁′ [𝑘 − 1]⋯𝑢𝑁′ [𝑘 − 𝑚]，および１ステップ前か
ら𝑛ステップ前までの𝑢𝑑[𝑘 − 1]⋯𝑢𝑑[𝑘 − 𝑛]を取得する．

2. 𝑢𝑁′ [𝑘 − 1]⋯𝑢𝑁′ [𝑘 − 𝑚]，𝑢𝑑[𝑘 − 1]⋯𝑢𝑑[𝑘 − 𝑛]をそれぞれの座標軸の値に，
𝑢𝑁′ [𝑘]をその座標での値とする𝑓(𝑢𝑚𝑎𝑝) : ℝ𝑚+𝑛 → ℝの Map を作成し，これに
より非線形要素推定を行う． ここで，

𝑢𝑚𝑎𝑝 = [𝑢𝑁′ [𝑘 − 1]⋯𝑢𝑁′ [𝑘 − 𝑚]，𝑢𝑑[𝑘 − 1]⋯𝑢𝑑[𝑘 − 𝑛]] (3.12)

である．
3. 対象システムを Figure 3.3 に切り替える． データ駆動型フィードバック変調

器 は𝐾の後段に設置されるため，ここまでで構築した Map の𝑢𝑁′ [𝑘]は𝑢𝑁 [𝑘]
に，𝑢𝑑[𝑘]は𝑢𝑄[𝑘]に対応する．

4. 推定においては，̂𝑢𝑁 [𝑘 − 1], ⋯, 𝑢𝑁′ [𝑘 − 𝑚]，𝑢𝑄[𝑘 − 1], ⋯, 𝑢𝑄[𝑘 − 𝑛]を取得し，そ
れらで示される座標を𝑢𝑝とする．
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5. 𝑢𝑝の値を𝑘近傍法により求める．Map 上で𝑢𝑝に近い順に𝑢𝑁′ [𝑘]を𝑘個取得し，そ
の平均値を𝑢𝑝 = 𝑢𝑁[𝑘]として採用する．

Step2 では，パラメータの最適化にベイズ最適化による手法を適用する． 最適化
にあたり，目的関数として(3.13)式に示す𝐽objを用いる． これは，𝑦𝑡[𝑘]を𝑦ref[𝑘]に
近づけることを意図している． 𝐽objは𝑘 = 0から𝑘 = 𝑇𝑁までの各時間ステップに
おける𝑦𝑡[𝑘]と𝑦ref[𝑘]の差の二乗を合計した値であり，𝐽objの値が小さいほど，𝑦𝑡[𝑘]を
𝑦ref[𝑘]は近い応答であるとみなせる．

𝐽obj = ∑
𝑇𝑁

𝑘=0
(𝑦ref[𝑘] − 𝑦t[𝑘])2 (3.13)

ここで，ベイズ最適化について簡単に述べる． ベイズ最適化はある未知関数につ
いて，その関数を最大化（もしくは最小化）するパラメータを実験的に探索する手
法の一つである． 未知関数が正規分布に従うという仮定のもとで実運用のデー
タに対してガウス過程回帰を適用することで，各点における関数の期待値と標
準偏差を得る． そして標準偏差が大きくなるパラメータを次の探索点として実
験をしてデータを取得し，そのデータを加えて再度ガウス過程回帰を適用し，関
数の期待値と標準偏差を更新する． このプロセスにより，未知関数であるモデル
の確度を高めるとともに次に取得すべきパラメータの両方を得ることができ，実
験計画法のようにパラメータを探索することができる． これにより，実プラント
のようにデータの取得コストが高い対象にたいして効率的にパラメータ探索を
行えることが期待できるものである．

ここで，𝑁estの作成やパラメータ探索には実システムからの信号のフィード
バックが必要になる． そのため，あとづけ可能というデータ駆動型フィードバッ
ク変調器 の利点が失われているように見えるが，これらは例えば出力信号の取
得可能な試験機や開発機を用いて行うことを想定している． そしてデータ駆動
型フィードバック変調器 調を調整したのちに既存のシステムにあとづけすると
いう使い方が可能である．

なお，非線形要素の同定手法および最適化に用いる手法は，適用対象や使用可
能な計算機の能力などにより設計者が選択することができる． そのため，今回の
手法の選択は一例であることを述べておく．
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3.3 数値シミレーション

提案手法の効果を MATLAB/Simulink による数値シミュレーションにより確
かめる． さらに，実運用時を想定し，補償器設計時と実際のパラメータが異なる
場合のロバスト性についても検証する．

3.3.1 数値設定

数値シミュレーションで用いるパラメータを Table. 3.1 に示す． 𝐼m, 𝐷m, 𝐾mお
よび𝐹∗は𝑃modelのパラメータであり，𝐼r, 𝐷r, 𝐾rは𝑃refのパラメータである． なお，実
際には𝑃modelは実プラントであり，そのパラメータを正確に知ることはほぼ不可
能であること，𝑃refは設計者が定めるものでありモデリングの次数等も含めてパ
ラメータ設定には自由度がある． 今回，簡単のために𝑃modelのパラメータの値は
正確にわかっているものとし，𝐼r, 𝐷r, 𝐾rはそれぞれ𝐼m, 𝐷m, 𝐾mと等しくなるよう
設定する．

𝐾と して PID 制 御 を 用 い ， 参 照 シ ス テム に お け る 一 巡 伝 達 関 数 の 極
が {−4, −2 ± 2

√
3𝑖)と な る よ う 各 ゲ イ ン を 決 め る ．  ま た ， 𝑁est構 築 に は

Section 3.2.4.2 を適用し，𝑛 = 1, 𝑚 = 1, 𝑘 = 1とする． Filter は制御対象の制御帯
域を考慮して，(3.14)式に示すローパスフィルターを用いる．

Filter :  ( 1
0.01𝑠 + 1

)
2

(3.14)

次に，ベイズ最適化を適用するパラメータの値の探索範囲と，最適化の設定，探
索の初期値について Table. 3.2 に示す． ガウス過程回帰における事前分布は，平
均値が 0 の定数関数とする． 本稿でのベイズ最適化の実行は MATLAB の“
baysopt” 関数を用いる． カーネル関数および獲得関数は MATLAB に規定で用意
されているものを用い，カーネル関数には“ ARD Matern 5/2 kernel” を，獲得関
数には“ expected-improvement-per-second-plus” を用いる．

また，最適化を行う際の目標値として振幅1，周期5 sの正弦波を用いる． ここ
で，目標値設定および Filter 設定において重要な要因である制御帯域について述
べておく． データ駆動型フィードバック変調器 はプラントや建設機械，運送機械
等アクチュエータの切換え速度が遅く，制御帯域も比較的低いシステムの動作
を念頭においている． これらのシステムの制御帯域は高くても数百 Hz であり，
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Table. 3.1 Simulation Parameter: 𝐼m, 𝐷m, 𝐾m and 𝐹∗ are 𝑃model Parameters.
𝐼r, 𝐷r, 𝐾r are Reference Model Parameters.

variable unit value
𝐼𝑚 kg m2 5.0 × 10−3

𝐷𝑚 N m s/rad 1.0 × 10−4

𝐾𝑚 N m/rad 1.0 × 10−2

𝐹𝑐 N m 1.0 × 10−2

𝐹𝑠 N m 2.0 × 10−2

𝐹𝑣 N s 1.0 × 10−3

𝑣𝑠 rad/s 1.0 × 10−2

𝐼𝑟 kg m2 5.0 × 10−3

𝐷𝑟 N m s/rad 1.0 × 10−4

𝐾𝑟 N m/rad 1.0 × 10−2

Table. 3.2 Target Parameter of Bayes Optimization and Optimization Hyper
Parameter

variable unit value/range
ℎ s 0.001 to 0.5
𝑁 - 1 to 12
𝜏 - 0.002 to 0.5

Evaluations times 30
Initial Value - ℎ = 0.001, 𝑁 = 12, 𝜏 = 0.002

数十 Hz 程度のものも多くある． またシステムそのものに含まれるダンパ要素等
がローパスフィルタとしても働く． さらに，摩擦要素や不感帯は比較的遅い動作
の時ほど影響が大きい． これは一般に高速動作の場合はアクチュエータの出力
が大きいため非線形要素の影響が相対的に小さくなる一方，低速動作の場合は
アクチュエータ出力が絞られるため，摩擦などの影響が出やすいためである． そ
のため Filter は 100Hz 程度とし，また低周波域での非線形補償を重視するため目
標値として比較的低周波数の正弦波を用いる．

3.3.2 非線形補償の効果

前節の設定で DDFBM 設計を行った結果を Figure 3.6 に示す． Figure 3.6 にお
いて，一点破線が参照システムの応答，青実線がデータ駆動型フィードバック変
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Figure 3.6 Response of Target System

Figure 3.7 Error between Reference and target System

調器 を用いないときの実システムの応答，赤実線がデータ駆動型フィードバッ
ク変調器 を適用した際の応答である． 最適化後のデータ駆動型フィードバック
変調器 のパラメータは𝑁 = 10, ℎ = 0.015, 𝜏 = 0.2947であった． また，目的関数
の最小値は9.66となった． 参照システムと実システムの応答の差分を Figure 3.7
に示す． Figure 3.7 において，青実線が DDFBM を用いないときの実システムと
参照システムの差分，赤実線が DDFBM を適用した際の差分である． Figure 3.7
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より，動き出しの直後はデータ駆動型フィードバック変調器 適用後の方が目標
応答との誤差が大きくなっているが，その後，参照システムと実システムの差分
が小さくなっていることがわかる． このことより，DDFBM を適用することに
よって，狙いとしていた摩擦補償が達成されていることが確認できる．

特に，目標値の方向が変わる前後，図中の 2,4,7,9 s 前後，において参照システ
ムとの差分が小さく抑えられていることが確認できる． 目標値の方向が変わる
瞬間はシステムへの入力が小さくなり，また応答の速度が 0 となる瞬間が存在す
るため，その前後で摩擦など非線形性の影響が応答に現れやすくなる． よって時
間区間で応答の差分が抑えられていることは，データ駆動型フィードバック変
調器 内部で行っている非線形要素の出力推定の効果により非線形要素の補償が
なされていること，および入力値を時間と空間の両方で量子化することによる
効果の両方が活きていると言える．．

一方で，動き出しの 0〜1 s付近までの時間においては，参照システムとの差分
がむしろ大きくなっていることが確認できる． これは𝑁estの構造に起因するもの
である． 𝑁estは一ステップ前から数ステップ前までの DDFBM への入出力信号
𝑢𝑁と𝑢𝑄から𝑢𝑁 [𝑘]を推定する． 𝑢𝑁と𝑢𝑄の初期値は 0 であるため，動き出しの時
間では𝑢𝑁 [𝑘]を推定するのに十分な𝑢𝑁と𝑢𝑄が得られず，𝑁estは実際とは大きくず
れた𝑢𝑁 [𝑘]を出力することになる． そして𝑁estはそれ自身の出力𝑢𝑁 [𝑘]を次の時刻
ステップでの推定に利用するため，一度大きくずれた値を出すとその影響がし
ばらく残ることになる． これにより動き出しの時間においては制御性能が悪化
すると考えられる． この点においては，動き出してから推定に十分なデータが得
られるまではデータ駆動型フィードバック変調器 の機能を OFF にすることや，
などの対応が今後の検討課題となる．

3.3.3 パラメータ変動に対する頑健性

設計時と運用時でシステムのパラメータ同じであることは非常に稀であり，ほ
とんどの場合で異なるものとなる． また，同じ設計のシステムであったとしても
それぞれの個体差がある． さらに運用を経るにつれて摩耗や劣化が進み，当初の
パラメータと異なるものとなることも想定される． 非線形補償器はそのよう
な場合においても性能を保つことが求められる． そこで，データ駆動型フィード
バック変調器 の設計時と実システムのパラメータが異なっていた際の補償性能
を確かめる． DDFBM のパラメータは設計時のままとし，最大静止摩擦力および
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Figure 3.8 Response of Target System (case: Friction +50%)

Figure 3.9 Error between Reference and target System (case: Friction +50%)

動摩擦力が 1.5 倍であった場合を想定する． これは経年により摩擦が増えること
や，摩擦のばらつきで大きい方向にばらついた場合を考えている． このときの応
答を Figure 3.8 に示す． また，その際の参照システムとの応答の差分を Figure 3.9
に示す． 黒一点鎖線が参照システムの応答，青実線が DDFBM を適用しない場
合，赤実線がデータ駆動型フィードバック変調器 を適用した場合の応答であ
る． 摩擦が想定より大きい場合でも摩擦補償が達成されていることが確認でき



30   3.3 数値シミレーション

る． また，データ駆動型フィードバック変調器 を適用してない場合には参照シ
ステムとの応答差分が拡大して制御性能が劣化しているのに比べ，適用した場合
には制御性能の劣化が抑えられていることも確認できる． これより，本提案手法
は対象となるシステムのパラメータが変動した場合にも頑健であるといえる．

また，本節においても動き出しの時間において参照システムとの差分がむし
ろ大きくなっていることが確認でき，これは前節で記述したのと同様に𝑁estの構
造によるものであると考えられる． 加えて，設計時より摩擦が大きくなっている
ため，初期段階での推定精度が悪化していることも要因の一つであると考えら
れる．

3.4 おわりに

本章ではシステムに含まれる非線形要素を補償する手法として，データ駆動型
フィードバック変調器 を提案し，設計手法をまとめた． データ駆動型フィード
バック変調器 は，パラメータ設計を運用データに基づいて行えること，また既存
の制御システムに追加する形での導入が可能であることが特徴である． また，数
値シミュレーションを用いて提案手法において非線形補償が達成できること，
および対象となるシステムのパラメータが変動した場合にも有効であり，提案手
法が頑健であることを示した． これらの特性により，すでに市場投入されている
製品に対し後からデータ駆動型フィードバック変調器 を追加して制御性能を向
上させるといった使い方が可能であると見込まれる．

なお，本提案手法は，非線形要素出力の推定手法や目的関数の設定，パラメー
タ探索手法など設計パラメータが様々にあり，本章ではその枠組を示したにすぎ
ない． 最適化手法等が設計パラメータとして残るため，調整を簡潔にするという
目的からは離れているとも言えるが，一度手法を確立すれば同等のシステムに
対して水平展開が可能であるため，全体のプロセスでみると工数の削減や性能向
上に寄与すると考えられる． これを実運用へ昇華するために，実機での有効性の
検証に加え，特に適用対象のシステムの安全性を担保した設計手法の確立が必
要であり，課題である．
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第四章 モデル化困難な要素を有するモータ制御
系への適用による動的量子化器のデー
タ駆動型設計の実機検証

本章では，産業用アクチュエータを対象として制御対象のモデルに依存し
ない動的量子化器の構成法を示し，実機への適用を行う． そして，既存のモデル
ベースの量子化器と比較し，遜色ない性能を有することを示す．

4.1 はじめに

製造装置などの機器の自動化において用いられるアクチュエータへは電圧や
電流等のアナログ信号を用いて速度や位置を指令することが多い． これは動作
目標値を DA 変換器により電圧や電流に変換してアクチュエータへの入力信号
を生成するものであり，目標値の更新周期とその分解能は DA 変換器の性能に依
存する．

また近年では通信距離の長期化や省配線化に利点があるデジタル信号を用い
る手法が普及している． これらの方式として EtherCAT や IO-LINK，CAN 通信
などのリアルタイム指向の産業用ネットワーク技術があり，ネットワーク接続
を前提とした制御システムについての研究も進められている [29–31] ． デジタ
ル信号を用いることで多数の機器を少ない配線数で接続することができ，機器
の自動化をより進めることを可能とする． そのため，1 つのネットワークに接続
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される機器の数は日々増加している． さらに，より精緻な動作をさせるために目
標値などの情報もより bit 数が大きい信号を用いて高分解能化し，送受信する信
号が増大する傾向にある． これらはネットワークの通信量を増大させる要因で
あり，産業用ネットワーク技術も向上しているものの，接続できる機器の数や分
解能にはトレードオフが生じる要因となっている． このような場合にも，分解能
を粗くすることにより通信量を削減することにより，ネットワークの負荷の軽
減が見込まれる．

アクチュエータの制御において，性能を大きく損なうことなく分解能を粗く
することは，多くの利点をもたらす． このような観点から，連続値を離散値に変
換する量子化の手法については，さまざまなアプローチでの取組がされてきた．
最も基本的な方法としては，ミッドトレッド型に代表される静的量子化器を用
いるものがある． 静的量子化器は構造が単純である一方で，量子化に伴う誤差が
大きくなる傾向がある． また，パルス幅変調（PWM：Pulse Width Modulation）も
代表的な手法であり，これを 3 値に拡張する方式も提案されている[32]． PWM
は制御対象がローパス特性を有する場合に効果的であるが，十分な精度で動作
させるには値の更新周期を高速に保つ必要がある． そのため，ネットワーク越し
の制御では通信負荷が増大させて負荷を増やす要因となる．．

一方で，静的量子化器が現在の入力値のみに基づいて量子化を行うのに対し，
過去の入力や量子化誤差を反映して出力を決定するのが動的量子化器であ
る． その代表例として，信号処理や音響分野で用いられるΔΣ変調器が挙げられ
る[11,12]． 連続値の入力と離散値の出力との間で最大誤差が最小となることを
目指して，対象のモデルに基づいて設計される最適動的量子化器がある． これは
モデルベースで設計される動的量子化器であり，さまざまな制御対象への応用
が報告されている[33–36] ．

最適動的量子化器を設計するには，対象となるシステムのモデルが必要であ
る． しかし，対象に非線形要素や摩擦などの複雑な特性が含まれる場合，あらか
じめ精密なモデルを構築することは困難であり，煩雑である． また，実際にはア
クチュエータなどの機器を市販品として購入して使用することが多く，それらの
詳細な物理パラメータや内部構造は非公開である場合が多い． また，多くの場合
では，カタログに記載された代表的なパラメータしか得られず，実物が手元にな
い段階でのモデル化には限界がある． 一方で，制御対象への入力とその出力デー
タには，対象が内包している特性が反映されている． このような入出力データを
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活用することで，現実の対象に適した動的量子化器の設計が可能となる． さ
らに，運用中に得られるデータを活かして，逐次的に設計を改善することもでき
る． このような背景から，対象の入出力データに基づいて動的量子化器を設計す
る手法が提案されている． 中野・金子ら[37] は，FRIT（Feedback Reconstruction
Iterative Tuning）に基づくデータ駆動型設計法を提示している． また，藤本・南
ら[38] は，最適動的量子化器が制御対象の逆モデルによって構成されるという
性質に着目し，それを基盤とした設計手法を提案している． 本章においては，こ
の設計法を「動的量子化器のデータ駆動型設計」と呼び，構成される量子化器を
Data-Driven Designed Dynamic Quantizer(D4Q)と呼ぶ． D4Q においては数値
例での検証が行われているが，実機による検証はまだ報告がされておらず，その
検証は重要なステップとなる． そこで本章では実機の例として一般に用いられ
ている産業用モータを対象とし，，摩擦や不感帯などのモデル化が困難な要素を
有する対象に D4Q の適用可能性を実証することを目的とする．

本章の構成は以下の通りである． 第 2 章では提案手法の設計手順を示す． 第
3 章では産業用モータを用いた実機検証を行う． 第 4 章では他の手法との比較お
よび未知入力への適用性について確認し，提案手法の有効性を示す．

4.2 最適動的量子化器と D4Q

本章では最適動的量子化器と D4Q の構成手法を示す． 対象とするシステムを
Σとする． Σは離散時間線形システム𝑃と量子化器𝑄が直列接続されているもの
であり，Figure 4.1 に示す． また，Σは 1 入力 1 出力のシステム（SISO）であり，
𝑢(𝑘) ∈ ℝを入力とし，𝑦(𝑘) ∈ ℝが出力となる． 𝑘はサンプリング時刻，𝑣(𝑘)は𝑢(𝑘)
を𝑄により量子化した離散値である． また，𝑃は(4.1)式で与えられる．

𝑃 :
{{
{
{{𝑥(𝑘 + 1) = 𝐴𝑝𝑥(𝑘) + 𝐵𝑝𝑣(𝑘)

𝑦(𝑘) = 𝐶𝑝𝑥(𝑘)
(4.1)

ここで，(4.1)式 において𝑥(𝑘) ∈ ℝ𝑛は状態ベクトル，𝐴𝑝 ∈ ℝ𝑛×𝑛，𝐵𝑝 ∈ ℝ𝑛，𝐶𝑝 ∈
ℝ1×𝑛は定数行列である． また，𝑃は相対次数が 1 であり，安定で最小位相系とす
る． この𝑃に対し，動的量子化器𝑄を(4.2)式のように定義する．
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𝑄 :
{{
{
{{𝜉(𝑘 + 1) = 𝒜𝜉(𝑘) + ℬ(𝑣(𝑘) − 𝑢(𝑘))

𝑣(𝑘) = 𝑞(𝒞𝜉(𝑘) + 𝑢(𝑘))
(4.2)

ここで，(4.2)式において𝜉(𝑘) ∈ ℝ𝑚は内部状態ベクトル，𝒜 ∈ ℝ𝑚×𝑚，ℬ ∈ ℝ𝑚，
𝒞 ∈ ℝ1×𝑚は定数行列である． 𝑞(⋅)は静的量子化器であり，ここでは量子化幅𝑑の
ミッドトレッド型量子化器を用いる．

さらに，動的量子化器の性能は以下の式で評価する[39] ．

𝐸(𝑄) ≔ sup
𝑢𝑘∈𝑙∞

‖𝑦 − 𝑦𝐼‖∞ (4.3)

𝑙∞は有界な実数列の集合である，𝑦(𝑘)は量子化器を含むシステムの出力，𝑦𝐼(𝑘)は
Figure 4.2 に示す量子化器を含まない場合の参照システムの出力である． 𝐸(𝑄)
が小さいほど𝑦 − 𝑦𝐼の差は小さくなり，これは 2 つの出力応答が近くなることを
示す． 𝐸(𝑄)を最小化するような動的量子化器𝑄を最適動的量子化器と呼び，その
一例として𝒜 = 𝐴𝑝，ℬ = 𝐵𝑝，𝒞 = −(𝐶𝑝𝐵𝑝)

−1𝐶𝑝𝐴𝑝と与えられることが知られて
いる．

ここで，動的量子化器の構造を整理する．まず，ミッドトレッド型量子化器に
よって生じる量子化誤差を以下のように定義する．

𝑤(𝑘) ≔ 𝑞(𝒞𝜉(𝑘) + 𝑢(𝑘)) − (𝒞𝜉(𝑘) + 𝑢(𝑘)) (4.4)

この𝑤(𝑘)に着目して，動的量子化器𝑄を次のようなフィルタ構造𝐻として書き換
えることができる．

𝐻 :
{{
{
{{𝜉(𝑘 + 1) = (𝒜 + ℬ𝒞)𝜉(𝑘) + ℬ𝑤(𝑘)

𝑣(𝑘) = 𝒞𝜉(𝑘) + 𝑤(𝑘)
(4.5)

このとき，(4.2)式の出力𝑣(𝑘)は(4.5)式を用いて𝑣(𝑘) = 𝐻𝑤(𝑘) + 𝑢(𝑘)と書き
直せる． また，𝑣(𝑘) = 𝐻𝑤(𝑘) + 𝑢(𝑘) = 𝑤(𝑘) + 𝑢 − (1 − 𝐻)𝑤(𝑘)とすることで
Figure 4.1 は Figure 4.3 の形にできる[39] ． 加えて，𝑦 − 𝑦𝐼 = 𝑃𝐻𝑤となること
より，𝐸(𝑄)を最小化する𝐻は(4.6)式と表すことができる[40] ．
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Figure 4.1 Discrete-input system (target)

Figure 4.2 Continuous-input system (reference)

𝐻∗
tf(𝑧) =

𝐶𝑝𝐵𝑝

𝑧
𝑃−1 (4.6)

上記より，最適動的量子化器は線形フィルタ𝐻によって量子化誤差𝑤をフィルタ
リングする構造を有しているといえる． そして，最適なフィルタ𝐻∗

tfはシステム
𝑃の逆モデルから構成できることがわかる． ここで，𝑃を伝達関数表現として

𝑃tf(𝑧) =
𝑏𝑝,1𝑧𝑛−1 + ⋯ + 𝑏𝑝,𝑛

𝑧𝑛 + 𝑎𝑝,1𝑧𝑛−1 + ⋯ + 𝑎𝑝,𝑛
(4.7)

と表すと，(4.6)式は

𝐻∗
tf(𝑧) =

𝑏𝑝,1

𝑧
𝑧𝑛 + 𝑎𝑝,1𝑧𝑛−1 + ⋯ + 𝑎𝑝,𝑛

𝑏𝑝,1𝑧𝑛−1 + ⋯ + 𝑏𝑝,𝑛

=
𝑧𝑛 + 𝑎𝑝,1𝑧𝑛−1 + ⋯ + 𝑎𝑝,𝑛

𝑧𝑛 + 𝑏𝑝,2
𝑏𝑝,1

𝑧𝑛−1 + ⋯ + 𝑏𝑝,𝑛
𝑏𝑝,1𝑧

(4.8)

となる．ただし，𝑏𝑝,1 = 𝐶𝑝𝐵𝑝である．

4.2.1 D4Q

これまでに示した最適動的量子化器の設計法は，制御対象のモデル𝑃が既知で
あることを前提としていた． これに対して，藤本・南ら [38] は，制御対象の入
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Figure 4.3 Target system with noise-shaping filter

出力データ𝑣(𝑘)と𝑦(𝑘)を用いて，量子化器の構成に必要なフィルタ𝐻(𝑧)をデータ
駆動的に導出する方法を提案している．

ここで，𝐻̄∗(𝑧) = 1
𝑧𝑃−1と定義すると，(4.6)式より次の関係が得られる．

(𝐶𝑝𝐵𝑝)𝐻̄∗(𝑧) = 𝐻∗
tf(𝑧) (4.9)

これは𝐻∗
tf(𝑧)が𝐻̄∗(𝑧) = 1

𝑧𝑃−1を正規化してモニックにしたものであることを意
味する． また，𝑦(𝑘) = 𝑃𝑣(𝑘)が成り立つことから，𝑣(𝑘 − 1)と𝑦(𝑘)の間には次の
関係が成り立つ．

𝐻̄∗(𝑧)𝑦(𝑘) = 𝑣(𝑘 − 1) (4.10)

すなわち，(4.10)式は𝑦(𝑘)に𝐻̄∗を作用させると，𝑣(𝑘 − 1)が得られることを示し
ている． これをもとに

𝐻(𝜃, 𝑧) =
𝜃𝑏,0𝑧𝑚 + 𝜃𝑏,1𝑧𝑚−1 + ⋯ + 𝜃𝑏,𝑚

𝑧𝑚 + 𝜃𝑎,1𝑧𝑚−1 + ⋯ + 𝜃𝑎,𝑚
(4.11)

を考え，そのパラメータベクトル𝜃を

𝜃 = [𝜃𝑏,0, 𝜃𝑏,1, ⋯, 𝜃𝑏,𝑚, 𝜃𝑎,1, ⋯, 𝜃𝑎,𝑚]𝑇 (4.12)

と す る ．  𝑚は 𝐻(𝜃, 𝑧)の 次 数 に 対 応 す る ．  制 御 対 象 𝑃の 入 出 力 デ ー タ
(𝑦(𝑘), 𝑢(𝑘))𝑁−1

𝑘=0 に対して，𝐻(𝜃, 𝑧)𝑦(𝑘) ≊ 𝑣(𝑘 − 1)が成立する𝜃を求めることを考え
ると，(4.10)式より𝐻(𝜃, 𝑧) ≊ 𝐻̄∗となる． そこで，評価関数
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𝐽(𝜃) = ∑
𝑁−1

𝑘=1
(𝑣(𝑘 − 1) − 𝐻(𝜃, 𝑧)𝑦(𝑘))2 (4.13)

を導入し，𝐽(𝜃)を最小化するパラメータ

̄𝜃 = [ ̄𝜃𝑏,0, ̄𝜃𝑏,1, ⋯, ̄𝜃𝑏,𝑚, ̄𝜃𝑎,1, ⋯, ̄𝜃𝑎,𝑚]𝑇 (4.14)

を求める． 評価関数は𝑣(𝑘 − 1)と𝐻(𝜃, 𝑧)𝑦(𝑘)の差を小さくすることを意味する．
なお，𝑁はサンプル数である． 得られた ̄𝜃に対して，その先頭から𝑚 + 1個の要素
を ̄𝜃𝑏,0で除算することで以下のベクトル𝜃を得る．

𝜃 = [1,
̄𝜃𝑏,1
̄𝜃𝑏,0

, ⋯,
̄𝜃𝑏,𝑚
̄𝜃𝑏,0

, ̄𝜃𝑎,1, ⋯, ̄𝜃𝑎,𝑚]
𝑇

(4.15)

この結果，モニックなフィルタ𝐻(𝜃, 𝑧)が得られる． すなわち，𝐻̄∗に対応するフィ
ルタ𝐻( ̄𝜃, 𝑧)を求め，それを正規化することで𝐻∗に対応するフィルタ𝐻(𝜃, 𝑧)が
得られる．

ここで，(4.6)式に示されるように，本来𝐻∗を構成するには，モデル𝑃の同定と
その逆モデル𝑃 {−1}の導出が必要である． しかし，例えばむだ時間を含むシステ
ムの場合には𝑃の正確な推定が難しくなることが知られている [41]． さらに，
𝑃を同定した上で逆システムを構成する方法と，比較的少ないデータから直接
𝑃 {−1}を推定する方法とでは，得られる結果が一致しない場合があることも報告
されている [42,43]． 一方で，本節の操作では𝐻( ̄𝜃, 𝑧)を求める過程において，𝑧𝑃
の逆モデル(𝑧𝑃 )−1が自然と𝐻( ̄𝜃, 𝑧)に含まれることが期待される． そのため，モ
デルを求めることが難しい対象や，データを十分に取得できないなどの場合にお
いても適用することが可能となる．

さらに，𝑃が前述のとおり最小位相系で安定かつ相対次数が 1 かつ𝑛 = 𝑚
のときには，𝐻(𝜃∗, 𝑧) = 𝐻∗

tf(𝑧)となる𝜃∗が存在し，𝑁 → ∞のとき𝜃 → 𝜃∗となり，
𝐻(𝜃, 𝑧)は最適動的量子化器になることが先行研究[38] において示されている．

4.2.2 D4Q の構築手順

本節では，前節で述べたデータ駆動型動的量子化器の設計に基づき，実際に
D4Q を構成する手順を整理する．以下にその具体的なステップを示す．
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Step1 まず，制御対象𝑃に対して，静的なミッドトレッド型量子化器を用いて入
力信号𝑢(𝑘)を量子化し，その結果得られる離散信号𝑣(𝑘)と，対象から得られ
る出力𝑦(𝑘)を記録する．このとき，使用する量子化器の量子化幅𝑑は事前に設
定しておく．この操作により，𝑃に関する実際の入出力データ(𝑣(𝑘), 𝑦(𝑘))が
得られる．

Step2 次に，Step 1 で得られたデータを用いて，評価関数𝐽(𝜃)を最小にするパラ
メータベクトル ̄𝜃を求める．

Step3 得られた ̄𝜃にたいして，先頭の要素 ̄𝜃𝑏,0で先頭から𝑚 + 1個の要素を割るこ
とで正規化したパラメータ𝜃を求める．

Step4 𝐻(𝜃, 𝑧)が得られるので，(4.5)式の構造に従うことで動的量子化器を構成
することで D4Q を得られる．

4.3 実機実験

Section 4.1 で示したように D4Q については数値シミュレーションによって有
効性が確認されているものの，これまで実機を用いた検証はなされていない． 本
節では，D4Q の実用性を実証するため，産業用モータを対象とした実験を通じ
てその適用可能性を示す．

4.3.1 実験装置の概要

本実験に用いた装置構成を Figure 4.4 に示す． モータおよびモータアン
プには，オリエンタルモータ株式会社製の BXM230-GFS および BXSD30-A2 を
使用する． このモータにはエンコーダが内蔵されており，モータの回転角
度をフィードバックすることが可能である． I/O system には株式会社コンテッ
ク製の F&eIT 省配線リモート I/O システムを採用し，，コントローラには市販の
汎用 PC を用いる[44] ． 本システムでは，PC から出力される指令信号を I/O シ
ステム経由でモータアンプに入力し，その結果としてモータを駆動する． このと
き，モータアンプへの入力はモータの回転速度の指令値であり，モータから得ら
れる回転角度は内蔵エンコーダを通じて I/O システム経由で PC に取り込まれ
る． また，制御ソフトウェアとして，MATLAB/Simulink を用いる． Simulink の
toolbox の 1 つである Simulink Desktop Real-Time を用いることで実時間での制
御が可能である． なお．実現可能な制御帯域は機器の構成により異なるが，本章
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Figure 4.4 Experimental system

の構成では 500Hz 程度までの制御帯域が可能であることを別途実験的に確かめ
ている．

実機を含む対象システムの構成を Figure 4.5 に示す． モータの回転角度をその
まま単純にフィードバックすることで，角度入力と角度出力をもつ 1 自由度のシ
ステムと見なすことができ，これをプラント𝑃exと定義する． このとき，対象シ
ステムは Figure 4.1 の𝑃を𝑃exに置き換えたものと同等である． ここで，𝑢(𝑘)は回
転角度の指令値，𝑦(𝑘)は実際のモータ回転角度，𝑣(𝑘)は𝑢(𝑘)を量子化器𝑄によって
量子化した信号である．

4.3.2 連続値入力に対する応答

まず，基準として量子化器を用いない場合の入出力関係を確認する． すな
わち，連続値の入力信号をモータに与えたときの出力挙動を観察する． 入力信号
𝑢(𝑘)として，以下のような振幅 1.5 rad，周期 0.2 Hz の正弦波を用いる． サンプ
リング周期はℎ = 0.05 s と設定する．
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Figure 4.5 Block diagram of experimental system

𝑢(𝑘) = 1.5 sin(2𝜋
5

ℎ𝑘) (4.16)

このときの入力信号および出力信号を Figure 4.6 に示す． 黒破線が入力信号
𝑢(𝑘)，赤線がモータの回転角度𝑦(𝑘)である． 1.5 s および 4.0 s 付近の出力信号の
波形に応答が滑らかでない領域が存在することが確認できる． これは，本実験装
置に摩擦や不感帯といった非線形な特性が含まれていることを示唆している．

4.3.3 D4Q の適用

Section 4.2.2 手順に従い，D4Q を設計・適用する．

データ駆動設計のための入出力データの取得  はじめに，量子化幅𝑑 = 1とし
たミッドトレッド型量子化器𝑄を用意し，𝑃exの入出力データを収集する． 信号
の bit 数を削減することを意識し，量子化幅𝑑は𝑢(𝑘)を整数値に丸める． 入力信
号𝑢(𝑘)は前節と同様に(4.16)式であらわされる正弦波を用いる． このときの
𝑃exへの入力信号および出力信号を Figure 4.7 に示す． 実験データのうち，動作
はじめの影響がないと判断できる途中 2 周期分のデータを示す． Figure 4.7 にお
いて，上段が出力信号，下段が入力信号である． 青線が𝑄で量子化した入力信号
である． また，連続値入力信号の場合の入出力を赤線で比較として示す．

D4Q 構成とその適用 
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Figure 4.6 Continuous input (desired angle) and output angle

前節で得た入出力データをもとに，D4Q を構成する． 利用するデータは
Figure 4.7 に示す 2 周期，10 秒分のデータであり，評価関数は(4.13)式を用いる．
サンプル数𝑁 = 201であり，𝐻(𝜃, 𝑧)の次数𝑚は設計者により決められるパラメー
タである． 本章では，𝑚 = 1とした場合と𝑚 = 2とした場合を扱う． また，評価
関数の最小値は MATLAB の fminsearch 関数を用いる．

はじめに，𝑚 = 1とした場合，𝐻(𝜃, 𝑧)は(4.17)式の形となる．

𝐻(𝜃, 𝑧) =
𝜃𝑏,0𝑧 + 𝜃𝑏,1

𝑧 + 𝜃𝑎,1𝑧
(4.17)

fminsearch において，探索の初期値を

𝜃 = [𝜃𝑏,0, 𝜃𝑏,1, 𝜃𝑎,1]
𝑇

= [0.9, 0.9, 0.9]𝑇 (4.18)
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Figure 4.7 Discretized input and output with static quantizer

とする． 探索終了の判定は，評価関数𝐽𝑖と次の反復𝐽{𝑖+1}との差|𝐽𝑖 − 𝐽{𝑖+1}|が
1.0e-4 以下になった時点とする． この条件下で評価関数の最小値をとるときの𝜃
の値 ̄𝜃は

̄𝜃 = [2.2904, −0.6690, 0.7361]𝑇 (4.19)

となる． 探索の回数は 130 回，評価関数の最小値は16.58であった． これを(4.17)
式に代入して𝐻( ̄𝜃, 𝑧)を求め，それを正規化して𝐻(𝜃, 𝑧)とすると，求められた
𝐻(𝜃, 𝑧)は

𝐻(𝜃, 𝑧) = 𝑧 − 0.2921
𝑧 + 0.7361

(4.20)

となる． この𝐻(𝜃, 𝑧)と Figure 4.3 により動的量子化器𝑄D4Q1stを構成する． その
ときの離散化した入力信号およびそのときの出力信号を Figure 4.8 に示す． 前節
と同様に実験データのうち，動作はじめの影響がないと判断できる途中 2 周期分
のデータを示している． 上段が出力信号，下段が入力信号であり，赤線が連続値
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Figure 4.8 Discretized input and output with D4Q(1st order)

入力信号の場合，青線が動的量子化器𝑄D4Q1stで量子化した入力信号の場合であ
る． 以降も同様に表す．

次に，𝑚 = 2とした場合を考える． このとき，𝐻(𝜃, 𝑧)は(4.21)式の形となる．
なお，𝜃𝑎,0は𝑚 = 1のときと同様に 1 として固定している．

𝐻(𝜃, 𝑧) =
𝜃𝑏,0𝑧2 + 𝜃𝑏,1𝑧 + 𝜃𝑏,2

𝑧2 + 𝜃𝑎,1𝑧 + 𝜃𝑎,2
(4.21)

探索の初期値を

𝜃 = [𝜃𝑏,0, 𝜃𝑏,1, 𝜃𝑏,2, 𝜃𝑎,1, 𝜃𝑎,2]
𝑇

= [0.9, 0.9, 0.9, 0.9, 0.9]𝑇 (4.22)

とする． 終了条件は𝑚 = 1の場合と同じとする． このとき，評価関数の最小値を
とるときの𝜃の値 ̄𝜃は
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Figure 4.9 Discretized input and output with D4Q(2nd order)

̄𝜃 = [2.7804, −3.5186, 1.5095, 0.0135, −0.2096]𝑇 (4.23)

となり，探索の回数は 398 回，評価関数の最小値は14.74であった． これを(4.21)
式に代入し，𝐻( ̄𝜃, 𝑧)をもとめ，正規化して𝐻(𝜃, 𝑧)とすると，下記が得られる．

𝐻(𝜃, 𝑧) = 𝑧2 − 1.2655𝑧 + 0.5429
𝑧2 + 0.0135𝑧 − 0.2096

(4.24)

この𝐻(𝜃, 𝑧)と Figure 4.3 により動的量子化器𝑄D4Q2ndを構成する． 𝑄D4Q2ndによ
り量子化した入力信号およびそのときの出力信号を Figure 4.9 に示す．
Figure 4.8 および Figure 4.9 より，𝑦(𝑘)が𝑢(𝑘)に追従するように動いていることが
確認できる． このことより，実機においても D4Q は一定の効果があるといえる．
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4.4 他手法との比較

他の量子化手法と D4Q との比較をする． 本章では，比較対象として最適動的
量子化器，ΔΣ変調器およびディザ量子化器を選択する．

4.4.1 最適動的量子化器

最適動的量子化器は(4.2)式にもとづいて設計される． D4Q との比較を行うた
め，まず実機対象𝑃ex)のモデリングを行う． Figure 4.5 に示すとおり，本実験対
象は速度入力・角度出力の構造をもち，また角度フィードバックを有している．
このことから，𝑃exは(4.25)式のような離散時間一次システムとしてモデル化さ
れる．

𝑃ex :
{{
{
{{𝑥(𝑘 + 1) = 0.595𝑥(𝑘) + 0.405𝑣(𝑘)

𝑦(𝑘) = 1𝑥(𝑘)
(4.25)

ここで，𝑣(𝑘)の係数 0.4050 は実際のデータより実験的に求めたものである． た
だし，本モデルには摩擦や不感帯，むだ時間といった実機の非線形性は含まれて
いない点に注意する．

(4.25)式と(4.2)式より，最適動的量子化器𝑄∗を求めると，

𝑄∗ :
{{
{
{{𝜉(𝑘 + 1) = 0.595𝜉(𝑘) − 0.405(𝑢(𝑘) − 𝑣(𝑘))

𝑣(𝑘) = 𝑞(−1.4691𝜉(𝑘) + 𝑢(𝑘))
(4.26)

となる． このときの，入力信号および出力信号を Figure 4.10 に示す． 上段が出
力信号，下段が入力信号であり，赤線が連続値入力信号の場合，青線が最適動的
量子化器で量子化した入力信号の場合である．

4.4.2 ΔΣ変調器

ΔΣ変調器は Section 2.1.4 で示したものである． D4Q と同じく，次数を制御
対象の次数と独立して設計可能であるのが特徴である． 本章では 1 次および 2
次のΔΣ変調器を比較対象として用いる． それぞれ再掲すると，1 次のΔΣ変調器
𝑄ΔΣ1stは(4.27)式で与えられ，2 次のΔΣ変調器𝑄ΔΣ2ndは(4.28)式で与えられる．
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Figure 4.10 Discretized input and output with ODQ

𝑄ΔΣ 1st :
{{
{
{{𝜉(𝑘 + 1) = 𝜉(𝑘) + 𝑣(𝑘) − 𝑢(𝑘)

𝑣(𝑘) = 𝑞(−𝜉(𝑘) + 𝑢(𝑘))
(4.27)

𝑄ΔΣ2nd :

{{
{{
{{
{

𝜉(𝑘 + 1) = (1
1

0
1)𝜉(𝑘) + (1

1)(𝑣(𝑘) − 𝑢(𝑘))

𝑣(𝑘) = 𝑞(−(1 1)𝜉(𝑘) + 𝑢(𝑘))
(4.28)

それぞれの入力信号および出力信号を Figure 4.11 および Figure 4.12 に示す． 黒
破線が入力信号𝑢(𝑘)，青破線がΔΣ変調器で量子化された入力信号𝑣(𝑘)，赤線が
モータの回転角度𝑦(𝑘)である．

4.4.3 ディザ量子化

ディザ量子化器は，ノイズをあえて付加したのちに量子化を行うことで入力が
小さいときの量子化の改善を図ったものであり，Section 2.1.3 で示される． 以下
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Figure 4.11 Discretized input and output with ΔΣ modulator(1st order)

の式に示すように，𝑢(𝑘)にディザ信号として[−1/2,1/2]上の一様分布に従う確
率過程𝜂(𝑘)を加えて，量子化することで𝑣(𝑘)を得る．

𝑣(𝑘) = 𝑞(𝑢(𝑘) + 𝜂(𝑘)) (4.29)

入出力信号を Figure 4.13 に示す． 上段が出力信号，下段が入力信号であり，赤
線が連続値入力信号の場合，青線がディザ量子化器で量子化した入力信号の場
合である．

4.4.4 比較結果

まず，1 次の量子化器として設計された各手法を比較する． 対象となるのは，
D4Q1stに加え，(4.26)式で示される最適動的量子化器，(4.5)式のΔΣ変調器（1
次），および(4.29)式のディザ量子化器である． それぞれの手法について，量子化
器を用いた場合と用いない場合の出力の差分，すなわち Figure 4.8，Figure 4.10，
Figure 4.11，および Figure 4.13 における上段の赤線（連続入力）と青線（量子化
入力）の差を比較する． この差分を Figure 4.14 に示す． ここで使用するデータ
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Figure 4.12 Discretized input and output with ΔΣ modulator(2nd order)

区間は前章までと同様に，定常状態に達したとみなせる中間の 2 周期分である．
Figure 4.14 において黒線がD4Q1st，青線がΔΣ1st ，赤線が最適動的量子化器，緑
線がディザ量子化器における結果を示す． Figure 4.14 よりD4Q1stの応答は図中
で示している区間において連続値に近い応答を示していることがわかる． 加
えて，量子化器の有無による出力の残差平方和(RSS)および差の絶対値の最大値
(MAE)を Table. 4.1 のD4Q1st，ODQ，ΔΣ1st，dither に示す． Table. 4.1 より，
同区間において 1 次で設計した場合の比較では最適動的量子化器(ODQ)が RSS
および MAE においてともに最小であることが確認できる． 最適動的量子化器
(ODQ)は最大誤差を最小にするように設計しているため，本結果はその設計意
図を反映していると考えられる． また，D4Q1stにおいては RSS ではΔΣ1stに次
いで，MAE においては最適動的量子化器に次いで小さい値を示しており，量子
化器として有用であるといえる．

次に，2 次の量子化器について比較を行う． 対象となるのはD4Q2ndおよび
ΔΣ 2nd，つまり(4.24)式および(4.6)式の量子化器である． これは，D4Qおよび
ΔΣ変調器はどちらも対象のモデルの次数とは独立して設計できることが特徴
であることによる． 一方で，最適動的量子化器は対象の次数が 1 次であるため比
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Figure 4.13 Discretized input and output with dither

較対象から除外し，ディザ量子化器も前段で評価済みのためここでは省略する．
１次の場合と同様に量子化器を適用した場合と適用しない場合との出力の
差分，すなわち Figure 4.9 および Figure 4.12 における上段の青線と赤線の差を
Figure 4.15 に示す．

4.4.5 考察

2 次の D4Q であるD4Q2ndが最適動的量子化器よりもわずかに良好な結果を
示した要因について考察する． 最適動的量子化器は，モデル𝑃exに基づいて構成
されるが，このモデルには摩擦や不感帯，モデル化誤差といった現実的な要素が
含まれていない． 一方で，D4Q は実際の入出力データから直接設計されるため，
それらの非線形特性を自然に反映していると考えられる． さらに，最適動的量子
化器では対象と同じ次数で構成されるのに対し，D4Q では設計者が自由に次数
𝑚を選択できる． その結果，D4Q はより高次の構造を持たせることで対象の挙
動を柔軟に近似し，より高精度な応答を実現することが可能となっている．
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Figure 4.14 Output error in discrete-input systems compared to the continous-
input system (1st order case)

4.4.6 未知入力信号に対する D4Q の応答

最後に，D4Q 構成時とは異なる入力信号に対して，構成済みの D4Q が有効
に動作するかを検証する． 入力信号𝑢(𝑘)として(4.30)式に示す，異なる振幅と周
波数を持つ 3 つの正弦波を加えた以下の信号を入力とする． なお，D4Q として
D4Q2nd を用い，𝑢(𝑘)以外の他のパラメータは先述の条件と同じものとする．

𝑢(𝑘) = 1.3 sin(2𝜋
3

ℎ𝑘) + 1.1 sin(2𝜋
5

ℎ𝑘) + 0.9 sin(2𝜋
7

ℎ𝑘) (4.30)

入出力信号と連続値入力信号の場合の入出力信号を Figure 4.16 に示す． 上段が
出力信号，下段が入力信号である． 赤線が連続値入力信号の場合，青線が量子化
した入力信号の場合である． Figure 4.16 より，量子化入力と連続値入力におい
てそれぞれの出力信号が同様の応答を示していることが確認できる． このこと
より，D4Q 構成時と異なる入力信号を入力した際にも有効であるといえる．
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Figure 4.15 Output error in discrete-input systems compared to the continous-
input system (2nd order case)

Table. 4.1 Residual sum of squares(RSS) and maximum absolute error(MAE) in
discrete-input systems compared to the continuous-input system

D4Q1st D4Q2nd ODQ ΔΣ(1st) ΔΣ(2nd) dither
RSS 3.18 1.37 1.98 2.70 5.38 17.27
MAE 0.28 0.18 0.18 0.35 0.50 0.79

4.5 結言

本章では，入出力データに基づいて設計される動的量子化器である D4Q を実
機に適用し，その有効性を検証した． 最適動的量子化器やディザ量子化器との比
較においても，D4Q は遜色ない良好な結果が得られることを示した． D4Q は
対象の詳細なモデル情報を必要とせず入出力データから構築できるため，モデ
ル化が困難な要素を有する対象にも適用が可能である． このようなモデル化が
困難な要素を有するシステムの例として，油圧システムがあげられる． 油圧シス
テムは構造上，シーリングなどによる摩擦や作動流体の圧縮性などに起因する
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Figure 4.16 Discretized input and output with D4Q (for complex sinusoids)

要素が多い． これにより精緻なモデルを得ることが難しい対象でとなっている．
また，出力に与えるそれらの影響が比較的大きいため無視できないものとなる．
これらの要因により制御を難しくしている． D4Q はこのような対象に対しても
が有効であることが期待できるため，今後適用し展開していく．
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第五章 結言

5.1 本論文のまとめ

人類はその長い歴史を通じて，生産性の向上と労力の削減に取り組んでき
ており，またこれからも絶え間なくその取り組みをなしていく． これらの取り組
みは各要素技術の発展とインフラ面での整備の両方により達成されている
ものである． 特に，製造業においてはこの取り組みが顕著であり，製造の自動化

（Factory Automation）が進んでいる． 自動化を行う対象範囲は年々拡大してお
り，またそれぞれの製造装置もより高度なものをより早く市場投入することが
要求される． 必然的に，装置を制御するための制御器の開発もより早いサイクル
で行うことが求められるものとなるが，個々の装置の調整や摩擦などの非線形
要素は実際の物が完成した後でないとわからないことも多々あるため，制御設
計は後手にまわることも多い．

加えて，近年では通信も重要な要素となっており，生産自動化の進展におい
ては工場内での重要なインフラの一つとなっている． 製造装置に着目した場合，
モータ等のアクチュエータやセンサにも通信機能が搭載されるようになってい
る． これは通信量の増加を招き，今後の製造業においては通信量の増加がボトル
ネックとなることが予想される．

そこで本論文では，信号を量子化すること，およびそのパラメータ調整をデー
タを用いて行うことで効率的に行う手法への取り組みを行った． 信号の量子化
により通信帯域を削減し，また非線形要素の影響を抑えることができる．
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第三章において，制御対象の非線形要素を補償するデータ駆動型フィー
ドバック変調器(DDFBM)を提案し，設計手法をまとめた． これは非線形補償型
フィードバック変調器 を拡張したものであり，制御対象の非線形要素による出
力の影響を予測するとともに，信号を量子化することでその影響をおさえるこ
とができることを示した． また，データ駆動型フィードバック変調器 の特徴と
して，主制御器と非線形補償器を別個に独立して設計できること，パラメータ調
整は実際のデータ入出力に基づいて行うことができる点がある． これにより，例
えば製品開発のプロセスにおいて制御対象の性能を決める制御部分は初期段階
から時間をかけて開発し，装置の個体差や非線形要素を吸収する非線形補償部
を最後に設計することが可能となる． また，非線形補償部が分離されていること
であとからパラメータ調整を行うことや，既存製品に後付けすることによる性能
向上を図ることができる． 後者においては，制御装置の中身が不明で制御器の更
新ができない場合にも有用である．

第四章においては，量子化器の一つである動的量子化器を制御対象の入出力
データに基づいて設計する，データ駆動型動的量子化器(Data-Driven Designed
Dynamic Quantizer; D4Q)を実機に適用し，最適動的量子化器等と遜色ない性能
であることを示した． 本手法は制御対象の入出力データを用いるため，制御対象
のモデルを必要としないことが特徴である． そのため，モデル化することが難し
い非線形要素を有する対象にも適用することが可能であり，有効であることを
示した．

これらの結果により，量子化と入出力データに基づくデータ駆動型設計を組
み合わせることで非線形要素な要素を持つ対象に量子化器を適用し，性能向上
が図れることを示した． 量子化は通信の bit 数を小さくするとともに，信号を更
新する周期も長くするため制御帯域の削減に寄与する． また，データ駆動型設計
はパラメータの調整も省力化が可能である． よって本研究の目的である非線形
保証，通信量の削減およびパラメータ調整の省力化が達成できることを示した．

5.2 今後の展望

本研究は実運用への適用を念頭においている． そのため，提案手法である量子
化およびデータ駆動によるそのパラメータ調整は実機で実現してこそ真に意味
があるものになるといえる． そこで本論文で用いた実験機および，今後本手法の
展開先の例として現在構築している実験装置について述べる．
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Figure 5.1 Experimental System of Section 4

5.2.1 本論文での実験装置

初めに，第四章において用いた実験装置について詳細を述べる． 実験装置を
Figure 5.1 に再掲する． 詳細は第四章に記載のとおりであるが，本実験装置で用
いている I/O System およびモータは実際の製造現場においても広く用いられて
いるものである． そのため，本論文にて提案した手法を実現場に適用する際の障
壁を比較的低くすることができる． また，それぞれの装置は産業用途で使用され
るものであるため，頑健かつ入手性も良いことが本実験装置の利点でもある．

5.2.2 今後の展開先の実験装置

本手法の適用先として，油圧システムの制御への適用を目指している． 油圧シ
ステムは高出力かつ外力に対して頑健という特徴を持つ． そのため，古くから自
動化のためのアクチュエータとして用いられてきており，例えば世界初の産業
用ロボットである Unimate は油圧で駆動であった． 一方で，Section 2.2 で述べ
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Figure 5.2 Experimental System of Hydraulic

たようにアクチュエータの切換え周期が長いこと，および作動油が漏れないよ
うにシーリングがされていることによる摩擦が大きいこと，さらには作動油自
身の圧縮性や粘性等による強い非線形などにより制御性能は低いものとなって
いる． そのため，近年の電気モータ等の発展により，駆動要素として電気モータ
等に置き換えられることが多くなっている．

しかしながら先述した高出力かつ頑健という特性からプレス機や建設機械の
アクチュエータとしては現状唯一無二とも呼べるものであり，今後もその需要
は継続すると考えられる． また，近年は作業員が減少していることもあり，建設
機械の自動化が進められている． そのため，油圧システムの制御をより高度にす
ることへの要求が高まっている．

上記で述べたように油圧システムはアクチュエータの切換え周期が長く，ま
た強い非線形要素を有する対象であるため，本研究で取り組んだ量子化器の適
用先としては非常に適している対象であるといえる． そこで，実機で検証を行う
ために Figure 5.2 に示す油圧システムを用いた実験装置を構築している．

油圧システムを実験対象として扱うため，本実験装置には安全性が特に重要な
要素として求められる． 安全性とは装置そのものが壊れないことに加え，周辺機
器が誤動作しにくいこと，誤動作しても人的損害を与えないこと，つまりフェイ
ルセーフであることが求められる． 加えて，様々な制御アルゴリズムを実装して
実験するというループを高速にまわすために使いやすいことも同時に求められ
る． これらの条件を満たすため，本システムはコントローラとして Speedgoat，



第五章 結言   57

信号の入出力としてと EtherCAT 通信を用いたリモート I/O を採用している．
Speedgoat は MATLAB/Simulink で構築した制御アルゴリズムをそのままシー
ムレスに実装できるものである． MATLAB/Simulink は制御アルゴリズム開発
のデファクトスタンダードとなっているソフトウェアの一つであるため，これを
用いることで制御アルゴリズムの高速な実装が可能となる． また EtheCAT は近
年シェアを伸ばしている産業用通信手法であり，高速かつ時刻同期が高精度で
あるという特徴を持つ． さらにリモート I/O は産業用であり工場などの現場で
の使用に耐えられるように作られているため，装置そのものが頑丈であり，また
故障時のモードも安全側になるようになっている． そのため，使用者は故障時の
心配をすることが少なくなり，制御アルゴリズムの研究開発に集中することが
できる．

このように本システムは産業分野で培われてきた技術を積極的に採用した実
験装置となっている． これにより，産業と研究の垣根を低くすることができると
ともに，産業機器は大量に生産されていることによるコストと調達面でのス
ケールメリットを得ることができる． また，この構成は拡張性が高いため，本実
験装置に限らず，今後の制御に関連した研究開発，特に機械制御分野において非
常に有用なものとなる．

そこで本実験装置において，量子化器や制御アルゴリズムの研究開発を行い
実証することで，油圧システムをはじめとしたアクチュエータの制御の高度化
を目指す． それにより実運用を念頭に置いた研究開発を今後推進していく．
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研究成果

本論文に関連する著者の原著論文(査読有)を下記に示す．

1. 吉田 侑史, 石川 将人, 南 裕樹, 藤本 悠介，「動的量子化器のデータ駆動型設計
の実機検証：モデル化困難な要素を有するモータ制御系への適用」, 計測自動
制御学会論文集, 2025, 61 巻, 8 号 (掲載予定)

2. 吉田 侑史, 石川 将人, 南 裕樹, 「データ駆動型フィードバック変調器による非
線形補償器の設計」, 計測自動制御学会論文集, 2023, 59 巻, 5 号, p. 252-258.
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