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Note on the Markoff’s Theorem on Least Squares?V

By Junjiro OcAwA

The purpose of this note is to give a simple proof of the exten-
sion of the famous Markoff’s theorem on least squares by J. Neyman
and F. N. David, which is wvery useful especially in the theory of
sampling .

Theorem. Let » random variables z,, «,, ..., &,

() be independently distributed ¥, and

(b) their means be linearly restricted with s(<#) unknown para-
meters p,, 9, -.. , », with known coefficients, i. e.

E@)=0; Py + G;sPa+ .o + Dy =1, 2, ..., 7, (1)

where the coefficients ¢, i=1,2,...,%n; j=1,2,...,s are known con-
stants.

(¢) The rank of the coefficient matrix

Gy Gy oeeene s
. Uy oy oeeeen s

A= (2)
Uz ooenee G

is equal to s. _ ,
(d) Further, let the variance o of ; be

i=1,2, ... ,n, (3)

o
03—

2
E ’
where P,, P,, ..., P, are known constants and + unknown.

If the above conditions are satisfied, then the follnwing two state-

ments («) and (8) hold.
() The best unbiased linear estimate * of the linear form

6=b1p1 +b2p2+ cen +b8p3 (4)
with known coefficients b,, b,, ..., b, is

F=b,p}+b,p3+ ... +b,p?, (5)
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where 9, p, ..., p? are the system of values of py, P, ..., s, for which
the weighted square sum

S= g (% — 0Dy — Q2D -oo —CysDe) Py, (6)

is minimum for a given system of values of z,, ,, ..., %,. And further,
(8), the unbiased estimate of the variance of F is

w2 3 P, (7)
where
Sy= ;3 (5 — Gy D) — B2 .. —reD)2P, (8)
and
by +DD2+ ... +b,pi= iz'i il (9)

Remark: From (3), (9), and the condition (), the variance of F
is

olt=q? gl‘%/Pu
| so, to prove the statement (8), it suffices only to show that
E(S)=(n—s)a?® (10)

Proor: First, we shall prove (a), that is, the best unbiased linear
estimate
F*—:dlxl +d2w2+ cee +dnxn, (11)

coincides with F' given by (5). This part of the proof is nothing but
rewriting of those by J. Neyman and F. N. David in vector notations,
so there is nothing new. But only for the sake of completeness of
the proof, we shall describe its outlines.
Now consider the following vectors of an n-dimensional Euclidean
space R, referring to a certain orthogonal coordinates system :
b:(L Ay oy
v'P,Vv'P, T VvP)’
and
1=0"P, %, V'P, %3, ...,V P, %,),
then clearly
F* = bpy!, (12)
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where the prime means the transposed vector.
Further, let

V' P, B 0
P l/Pz_.' [
0 VP, |

then the condition of unbiasedness for F* is written in the form

and B=PA,

B = b, 13)
where

b:(bI! b2’ sy bt)'
The variance o2, of F* being
0‘12«“*:0'2 “ b “2’

where || b || denotes the absolute value of the vector b, so that vector
b is to be determined so as to minimize || d|?* under the condition
(13). If we write an undeterminate vector (the so-called ‘“Lagrange’s
multiplier’”) by

=1, Ay oee 5 Ag)s

then the vector »° to be determined is the solution of the system -of
- linear equations

b = 1B’
and (13). Therefore, we have
°—=p(B'B)"'B' ", (14)
Consequently, from the equation (11), F* may be written in the form
F*=by'=b(B'B)"'B'y'. (15)
Compairing (15) with (9), we should have
p°=(03, P}, ... , P)=LB(B'B)'

and it is easily seen that p° gives the minimum value of S, i.e. S,.
Second, we shall prove (10):
S,= || y(&—B(B'B)"'B") ||?
=y(&—B(B'B)'B')*t/
=y(E—B(B'B)"'B")Y/,
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because

B(B'B)"'B'-B(B'B)"'B'=B(B'B)"'B'.

Let
Y=(py, D2, .. , Ds);

then

S¢=(x—pB")(E—B(B'B)"'B")(t—»B'), oLy
because '

(t—pB")(E—B(B'B)~'B')(t'—By’)
=y(E—B(B'B)"'B')y'—(E—B(B'B)"'B")BY’
—pB'(E—B(B'B)"*B")y' +pB'(E—B(B'B)"'B")BY’,

and

§(E—B(B'B)"'BBy'=pB'(E—B(B'B)B)y'=0,
B'B(B'B)"'B'B=B'B.

As is easily s2en, the rank of the matrix B(B'B) !B’ is s and the
matrix was idempotent, soO by an appropriate orthogonal transfor-
mation of the variates vector

F"PB' = 5Q’

where @ is an orthogonal matrix and 3=(z,, 23, ... , 2,), S, IS trans-
formed into the following : :

Sy=z}+ ... +2}_,, (15)
and from the orthogonality of @, we have
E(z)=0, D*z,)=0?, i=1,2,...,n,

hence we have
E(S,)=(n—s)a?,

as was to be proved.
Another proof of the equation (10) from the point of view of geo-
metrical considerations: If we write

Y=V P(%—ayPy— Qs ... — uDy), i=1,2,...,n,
then, it is easily seen that
E'(yi)zo and E(ylyj)zo-zaib i} j:1’ 29 ey 10y (16)

where §,; denote the Kronecker’s delta.
Further, putting
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y?——-l/p_g(xi—a’ﬂp?—'azng vee TV upg): i:l, 2’ oo s M,

we consider the following s+2 wvectors referring tb a certain ortho-
gonal coordinates system of R,, as drawn from the origin:

alz(l/P; @55 ‘/P; @ g5 eeny ‘/ﬁ,; a’nj)} j:l, 2: e s 8y
D=(yl:.y2’ ves y yn)r
and
vO=(1, ¥% ... , Yn)-

Then the determination of the vector p° so as to minimize S means

that
a;9%=a,)%= ... =a,p?’=0 an
simultaneously.

From the condition (¢) of the theorem, s vectors a,,a,,...,a, are
linearly independent, so they generate an s-dimensional subspace R, of
R,, because of (17), the vector y° lies in the subspace R,_, of R, per-
pendicular to B,. Therefore, we can take a new orthogonal coordi-
nates system with the same origin in R,, of which the first n—s axes
are readily in R,_, and the remaining s axes are in R,. This fact
means that, if we take an appropriate orthogonal matrx C, and put

y = 3C, 18)
where
3=(%1, %35 ++. , 25) and C=(c;)),

then it follows that

YO==(2y, Z2; eov s Zn_ss 0 -urers O)C. 19)
“From (18), getting

Z= ?ﬁlcuyh i=1,2,...,n.
and because of the orthognoality of C and (16), we have
E(z)=0, E(zz)=0c2,,, i,j=1,2,...,n. (20)
From (8) and (19), we have
So== |l 9° ||I2==21+ ... +2%_,,

whence it is easily seen from (20),
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E(S,) = (n—s)e?,
as was to be proved. ’

(Received June 24, 1950)
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