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A neural network interatomic potential (NNIP) has been developed for the
ternary system of a-iron, carbon, and hydrogen to clarify the degradation
behavior of Fe-C steels in hydrogen-rich environments. The NNIP was trained
on an extensive reference database generated from spin-polarized density
functional theory (DFT) calculations. It demonstrates remarkable perfor-
mance in various scenarios relevant to Fe and Fe-C systems under hydrogen,
including the diffusion kinetics of H and C in Fe and their thermodynamic
interactions with iron vacancies, grain boundaries, screw dislocations,
cementite, and cementite–ferrite interfaces. Using this NNIP, we conducted
large-scale (one-million-atom) molecular dynamics (MD) simulations of uni-
axial tensile tests on C-containing a-Fe both with and without H, showing that
hydrogen enhances defect accumulation during plastic deformation, which
may eventually lead to material failure.

INTRODUCTION

Fe-C steels are widely used in modern infrastruc-
ture but often suffer from premature failure in
hydrogen-containing environments. Consequently,
understanding the fundamental interactions among
Fe, C, and H is crucial for mitigating hydrogen-
induced degradation. In pursuit of this goal, numer-
ous efforts have focused on developing empirical
interatomic potentials (EIPs) for iron-based systems
(e.g., Fe,1,2 Fe-H,3,4 and Fe-C5,6) in various for-
malisms, significantly advancing our understanding
of hydrogen embrittlement (HE)7 and the role of
carbon in the mechanical properties of iron.8 One
common approach to developing potentials for

multi-element systems is to combine or hybridize
existing EIPs. For instance, the Fe-C embedded
atom method (EAM) potential by Restrepo et al.9

was built by merging EAM potentials for Fe1 and
Fe-C.5 For the Fe-C-H ternary system, Zhou et al.10

constructed two bond-order potentials by integrat-
ing potentials for Fe-H, Fe-C, and C-H, successfully
applying them to studies of hydrogen distribution in
Fe-C steels.11 Similarly, Mun et al.12 proposed a
modified EAM (MEAM) potential by combining
MEAM potentials for Fe-C,13 Fe-H,14 and a bond-
order-based MEAM (MEAM-BO) potential for C-
H.15 This allowed them to capture various alkane
molecules, vacancy–H/C interactions, and basic
cementite properties. Another example is the
ReaxFF reactive force field, initially developed for
hydrogen adsorption and dissociation on iron and
iron-carbide surfaces,16 which, after refitting the
Fe-C interaction parameters, could describe hydro-
gen behavior in nano-voids and at ferrite–cementite
interfaces.17
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The advantage of such combination or hybridiza-
tion strategies is that they preserve key properties
from each component EIP. A prime example is the
EAM potentials developed by Mendelev et al.1 and
Ackland et al.,2 which have been widely adopted
and extended for iron-based systems largely
because they correctly capture the compact core
structure of screw dislocations. However, undesir-
able features can also be preserved. For instance,
the Fe-H EAM potential by Ramasubramaniam3

introduced an unphysical double-hump feature dur-
ing vacancy-H diffusion,18 an inherited artifact from
Mendelev’s Fe EAM potential.1 In short, the accu-
racy of such hybridized multi-element potentials
strongly depends on the quality of each underlying
component. Moreover, even a comprehensive refit-
ting of a large database does not guarantee accurate
reproduction of all relevant properties, because
classical functional forms impose inherent limita-
tions. By contrast, recent progress in machine
learning interatomic potentials19,20 exploit the flex-
ibility of machine learning to achieve near ab initio
accuracy at a substantially lower computational
cost,21 and significant contributions have been made
in improving our understanding of microscopic
mechanisms of deformation and phase transitions
in various materials.22–24

In this work, we present a high-accuracy and
highly transferable neural network interatomic
potential (NNIP) for the a-Fe-C-H ternary system.
This potential was trained on an extensive database
generated by spin-polarized density functional the-
ory (DFT) calculations. It achieves near-DFT accu-
racy for a-Fe, Fe3C, and the interactions of C and/or
H with both pristine and defective a-Fe, including
vacancies, surfaces, grain boundaries, screw dislo-
cations, and cementite–ferrite-carbide interfaces.
Using this NNIP, we conducted large-scale (one-
million-atom) molecular dynamics (MD) simulations
of uniaxial tensile tests on C-containing a-Fe with
and without H, demonstrating both its excellent
transferability and reliability, and showing that H
accelerates vacancy accumulation during plastic
deformation in steel.

METHODOLOGY

Neural Network Interatomic Potential

The NNIPs were trained under the framework of
the neural network potential package (n2p2).25 To
parameterize the local atomic environments of the
configurations in a reference database, radial and
angular atom-centered symmetry functions
(ACSFs)26 were adopted. The radial symmetry
function is defined as:26

Grad
I ¼

P
je

�gðRij�RsÞ2

fcðRijÞ; ð1Þ

where Rij is the atomic distance between an atom, j,
and the central atom, I. The angular symmetry
function is given by:26

Gang�w
I ¼ 21�nP

j

P
k 6¼jð1 þ k cos hijkÞne�gðRijþRikÞ2

fcðRijÞfcðRikÞ;
ð2Þ

and:

Gang�n
I ¼ 21�nP

j

P
k 6¼jð1 þ k cos hijkÞne�gðR2

ij
þR2

ik
þR2

jk
Þ

fcðRijÞfcðRikÞfcðRjkÞ;
ð3Þ

where hijk is the angle enclosed by the vectors of Rij

and Rik of two neighboring atoms, j and k, respec-
tively. Both types of ACSF have a common function
fc called the cutoff function, which is defined as:

fcðRijÞ ¼
tanh3½1 � Rij

Rc
� ifRij � Rc

0:0 ifRij > Rc;

(

ð4Þ

The parameters of g, Rs, n, and k in Eqs. 1–3 can be
determined by the strategy reported in Ref. 27.
Each element has 24 radial and 120
(96 Gang�w

I +24 Gang�n
I ) angular ACSFs. The cutoff

radii Rc for radial and angular ACSFs are 6.5 and

6.0 Å for Fe, 6.0 and 5.0 Å for C, and 3.8 and 3.6 Å
for H, respectively. These settings result in an
average number of neighbors of 106 for Fe, 73 for C,
and 18 for H, as determined from the structures in
the training dataset.

Training Data Set

To construct a potential which can widely used for
the studies of a-Fe, a-Fe-C (including cementite),
a-Fe-H, and a-Fe-C-H systems, our primary focus is
on the interactions of hydrogen and/or carbon atoms
with defective iron (vacancies, surfaces, grain
boundaries, screw dislocation), and hydrogen with
cementite and the ferrite–cementite interface. Of
course, the NNIP should also be able to make a
reasonable description of the basic properties of the
a-iron and cementite. With these considerations, a
comprehensive reference database were prepared
by using spin-polarized DFT) calculations, which
included three datasets: unary systems of a-Fe, C,
H2, binary systems of a-Fe-H, a-Fe-C, and a ternary
system of a-Fe-C-H. A few of configurations related
to methane molecules (CH4) were also included. The
rule of the dataset generation is presented in the
Supplementary Materials (Note 1). Note that the
same settings should be used for all the DFT
calculations to sustain the data compatibility or a
high error should be expected. Details of the DFT
calculation settings can be found in our previous
work.28 In total, 62,743 configurations, equivalent
to 6:05 � 106 atomic environments, were prepared
in the database. These structures were distributed
randomly into a training dataset (90%) and a testing
dataset (10%). Both energy and atomic force were
all considered in the training processes.
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All DFT calculations were completed using
Vienna Ab-initio Simulation Package.29 The poten-
tial validation and application were carried out by
the Large-scale Atomic/Molecular Massively Paral-
lel Simulator (LAMMPS).30,31 Simulation visualiza-
tion and atomistic figures plot are completed with
the help of OVITO.32 Additionally, the PHONOPY
code33 was used to calculate the phonon dispersion
curves of various systems, the code of Atomsk34 was
employed to build screw dislocation models, and the
climbing image nudged elastic band method35 was
adopted to find the energy barrier between two
states.

RESULTS: VALIDATION OF THE NNIP

The overall accuracy of the NNIP was estimated
using the root mean squared error (RMSE) of
energies (E) and forces (F) the definition of which
can be found elsewhere.36,37 The training and
testing datasets have RMSE(E)s of 3.17 meV/atom
and 3.11 meV/atom, and RMSE(F)s of 92.6 meV/Å
and 93.1 meV/Å, respectively. The point by point
comparison of DFT and NNIP produced energies
and forces of the structures in the training and
testing datasets are supplied in the Supplementary
Materials (see Fig. S1). The values of these RMSEs
are in the typical range of machine learning based
interatomic potentials,21,38 and the small difference
between these RMSEs of training and testing
datasets denotes that no overfitting occurred.39

Several concerned properties are further confirmed
in the following subsections.

NNIP Performance for Pure a-iron

The NNIP performance for the basic properties of
a-Fe, including lattice constant, elastic constants,
defects formation energies, and low index surface
energies, are tabulated in Table S1 in the Supple-
mentary Materials. All of them show the similar
performance as our previous a-Fe-H28 and a-Fe-C
NNIPs,40 and agree well with the DFT results.41–46

The phonon dispersion curve of pure a-Fe with
equilibrium lattice condition is presented in Fig. 1a,
frm which it is clear that the NNIP can reproduce
the DFT47 and experimental results well.48 The
linear thermal expansion coefficients at finite tem-
peratures, as obtained from the NNIP and com-
pared with experimental data, are presented in
Fig. S2 of the Supplementary Materials.

The relationship between misorientation and
formation energy of symmetric tilt grain boundaries
(GBs) with the tilt axis of h110i is shown in Fig. 1b.
The NNIP can well reproduce the trained data and
also can precisely predict the energies of the unseen
GBs, as compared with the DFT results.49–51 The
above good transferability of the NNIP is also
presented in the cases of the symmetric tilt GBs
with tilt axes of h001i and h111i, and twist GBs with
rotation axes of h001i, h110i and h111i, which are

provided in the Supplementary Materials (see
Fig. S3).

The energy responds to the relative position of
two halves of the crystal (i.e., c-surface) of the (112)
and (110) planes are reproduced and displayed in
Fig. 1c and Fig. S4 in the Supplementary Materials.
The NNIP results are quantitatively in line with the
DFT results.46

The energetics of screw dislocation of a-iron is a
long-term challenge for the empirical potentials,
and many efforts have been dedicated to overcoming
it.47,52 A supercell with dimensions of 22½11�2�
�38½1�10� �½[[111] was employed, and a periodic
boundary condition was applied in the [111] direc-
tion only. A ½[111] screw dislocation was introduced
according to the anisotropic elasticity theory of
dislocation.34 Three distinct core configurations,
easy core, hard core, and split core, were created
separately. Based on the energy of the easy core, the
energies are 36.1 eV/b, 34.2 eV/b, and 108.0 eV/b (b

is Burgers vector length,
ffiffiffi
3

p
=2 � a0) for the hard

core, middle point, and split core configuration,
respectively. These results show good agreement
with the DFT results of 39.3 meV/b, 37.9 meV/b, and
108 meV/b,53 57.9 meV/b, 49.2 meV/b, and 110.3
meV/b,54 and the Fe-H NNIP result of 47.4 meV/b,
38.3 meV/b, and 82.3 meV/b and Fe-C NNIP result
of 38.5 meV/b, 36.7 meV/b, and 110.9 meV/b,
respectively The 2-dimensional Peierls energy
mapped by NNIP is shown in Fig. 1d. It clear that
there is only one hump between neighboring easy
cores, and the whole shape vividly matches the
reported DFT results.55 With the help of a model
containing a ½[111] screw dislocation with a length
of 24b, the kink-pair nucleation enthalpy predicted
by NNIP is 0.72 eV, which is in line with the results
of the DFT–based line tension model of 0.73 eV,53

0.86 eV,56 0.91 eV,57 and the a-Fe-H NNIP result of
0.7 eV.28 Note that the core configurations are
included in the database and others are not.

NNIP Performance for a-Iron with Hydrogen

The effects of the volumetric engineering strain
(e) to the solution energy (Ee

s) and diffusion energy
barrier (DE) of the H atom in a-Fe were examined
using a 4� 4� 4 a-iron supercell. The solution
energy was obtained by: Ee

s = Ee
FeH-Ee

Fe-
1
2 EH2

, where
Ee

FeH and Ee
Fe stand for the energies of pure a-Fe

with a volumetric strain of e with and without the H
atom at the T site, respectively, EH2

indicates the
energy of an isolated H2 molecule. As shown in
Fig. 2a, Ee

s decreased (increased) quickly as the
strain increased (decreased), and it arrived at a
value below 0 at the strain of 6.12%, which means
that the hydrogen solubility in iron strongly
depends on the strain. The strain effect to the
hydrogen diffusivity is not significantly within the
considered volumetric strain. Reported results
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based on DFT calculations are also plotted in the
figure and a good agreement can be observed.3

The trapping energy of various number of H
atoms in a monovacancy was also tested using a 4�
4� 4 a-iron supercell with one vacancy. The trap-
ping energy of the Ith H atom (EI

trap) was deter-

mined by EI
trap = (EFevacHI

� EFevacHðI�1Þ) � (EFebccH1
�

EFebcc ),18 where EFevacHI
and EFevacHðI�1Þ stand for the

energies of the vacancy containing I and ðI � 1Þ H
atoms, respectively, and EFebccH1

and EFebcc indicate
the energies of bcc Fe with and without one H atom
at T-site. The corresponding configurations of dif-
ferent number of H atoms in a vacancy are shown in
Fig. 2b. The NNIP shows that up to 5 H atoms can
be accommodated by a monovacancy at T = 0 K,
perfectly agreeing with the results of DFT calcula-
tions58 and the a-Fe-H NNIP.28

The mechanical property degradation of metals
introduced by H segregation at GBs is widely
accepted. The configurations of hydrogen segrega-
tion at the R5ð310Þ½001� symmetric tilt GB and its
influences on formation energy (cGB) and work of
separation (cwos) are summarized in Fig. 2c and d,

respectively. For the formulae used for the compu-
tation of cGB and cwos , please refer to our previous
work.28 The presence of H atoms at the GB lowers
its energy from 1.6 to 1.2 J=m2 as H atoms are
introduced gradually, indicating that the H-segre-
gation stabilized the GB. However, the presence of
H leads to the reduction in work of separation. The
solution energies of various number of H atoms at
the GB and their chemical/mechanical contributions
can be found in the Supplementary Materials (see
Table. S2). All of the above NNIP results show good
agreement with the DFT calculations59 and the
same quality shown as the a-Fe-H NNIP.28

Recently, Borges et al.60 reported that H atoms
could stabilize the hard core configuration of the
screw dislocation of a-Fe. The NNIP performance in
the scenario was checked using a dipole screw
dislocation model (see Fig. 2e). The current NNIP
can well describe the stabilization. The core struc-
ture will automatically convert to the easy core
configuration once the H-atom(s) is(are) tore off.
NNIP obtained structural parameters for each case
are shown, and the corresponding DFT results are

Fig. 1. NNIP performance for a-Fe: (a) phonon dispersion curve, (b) misorientation–energy relationship for the symmetric tilt GBs with a tilt axis
of h110i, (c) c-surface for the ð112Þ crystallographic plane, (d) 2-dimensional Peierls barrier of screw dislocation. The axes along [101] and ½11�2�
directions in (d) are scaled by

ffiffiffi
3

p
=6a0; a0 is the lattice constant of a-iron. The available reported DFT47 and experimental48 results for phonon

dispersion curves and DFT results for symmetric tilt GB formation energy49–51 are also shown.
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Fig. 2. NNIP performance for a-iron with hydrogen: (a) volumetric strain effects on solubility and diffusivity of H atom in a-iron, (b) local atomic
configuration and trapping energy of various H atoms in monovacancy; the white ball stands for the vacancy. (c) Segregation sites in a symmetric
tilt R5ð310Þ½001� GB. (d) H influence on the formation energy and work of separation of the GB in (c), and (e) dipole screw dislocation model. (f)
Interaction energy between the stabilized dislocation and 3H atoms; h stands for the dislocation length in the supercell. Each H-decorated core
structure and its structural parameters (DFT results are provided in parentheses) are displayed in the inner panel. The second and the fourth H-
decorated core structures corresponds to h/b = 3 and 1, respectively.

A Neural Network Interatomic Potential for the Ternary a-Fe-C-H System: Toward Million-
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presented in parentheses. It is clear that all the
above results show good agreement with our DFT
verification. The interaction energy of 3 H atoms
with separation of 1b (i.e., h/b = 1, corresponding to
the most right configuration in the inner panel of
Fig. 2f; h stands for the dislocation length of the
model) with screw dislocation is �0:32 eV, which is
slightly higher than that of the DFT result of �0:39
eV.60 The interaction energy for the case of the 3 H
with a separation of 2b ((i.e., h/b = 2) is about 0.08
eV lower than that of the 1b separation case, which
differs from the reported DFT result (0.04 eV
higher) but agrees with our own DFT result (0.12
eV lower). For other H-atom separations, NNIP
presented good agreement with the reported DFT
results.60 The a-Fe-H NNIP28 is also capable of
correctly capturing the core configuration recon-
struction induced by H atoms, and the correspond-
ing interaction energies are also plotted in Fig. 2f.

NNIP Performance for a-Iron with Carbon
and Cementite

Carbon atoms prefer the interstitial sites in bcc
metals due to their small size compared to the
matrix atoms. The solution energies of C atoms at
the T- and O-sites are 1.54 and 0.70 eV/atom,
respectively. The solution energy difference
between these two sites is 0.84 eV, which meets
the DFT calculations of �1:061 and 0.86 eV.62 The
diffusion path of C atoms in a-Fe is between
neighboring O-sties with an energy barrier of 0.84
eV, also in line with the DFT results of 0.86 eV,61

0.87 eV.62 The solution energy of carbon in a-Fe
shows a similar response to volumetric strain as
that of the H atoms (see Fig. 3a). However, the
diffusion energy barriers (DE) show contrasting
behavior. DE increased from 0.78 eV at
e = � 5.88% to 0.86 eV at e = 6.12%. Within the
considered volumetric strains, the solution energies
and diffusion barriers are in line with own DFT
results.

Figure 3b shows the trapping energies of various
numbers of C atoms in a monovacancy, which were
obtained using the same model and method
employed in the H-vacancy system (see Sect. NNIP
Performance for a-Iron with Hydrogen). Additional
own DFT results are also presented in the figure,
and a good agreement between NNIP and DFT can
be observed. The configurations of 2 and 4 C atoms
in vacancies are different from those for the H case
(see Fig. 2b). A monovacancy energetically prefers
trapping 2 C atoms and is capable of accommodating
up to 3 C atoms at 0 K. The local atomic configu-
rations and energy barriers of the diffusion of a C-
vacancy complex in a-Fe predicted by the NNIP are
shown in Fig. 3c. The diffusion path was taken from
a prior DFT study.63 The NNIP successfully cap-
tured all the relevant details of the diffusion event.

Figure 3d presents the carbon solution energy
and its effect on the R5ð310Þ½001� GB formation

energy. Employing the same GB model in Sect.
NNIP Performance for a-Iron with Hydrogen, up to
4 C atoms were gradually introduced to the GB
region following the same sequence as that of H (see
Fig. 2d). The formation energy of GB decreased from
1.59 to 0.45 J=m2 as the number of C atoms at GB
increased from 0 to 4. The formation energy reduc-
tion is more significant than that of the H-segrega-
tion case, which quantitatively agrees with the DFT
results,59,64 as shown in the upper panel of Fig. 3d.
The solution energy is around �1:0 eV/atom when
there is no more than 2 C atoms segregated at the
GB, and it rapidly increases to �0:45 eV/atom when
more than 2 C atoms segregated to the GB (lower
panel of Fig. 3d). This result is nicely in line with
that from the DFT calculations.64 Mechanical and
chemical components of the solution energy can be
found in the Supplementary Materials (see
Table S3).

Cementite (Fe3C) is the most commonly observed
iron carbide in steel,66 thus it is essential to ensure
NNIP can work well for this system. The lattice
constants and elastic constants predicted by the
NNIP, along with available results from FeC-
NNIP,40 DFT,67,68 and experiments,69 are summa-
rized in Table I. A good agreement is observed
between these results.

The phonon dispersion curves along the high
symmetry path was shown in Fig. 3c, which is in
line with the reported DFT results.67 The formation
energy of various points defects in Fe3C are pre-
dicted using a supercell with 128 atoms. For the
formation energy definition and the reference sys-
tem, refer to the DFT work.65 The vacancy forma-
tion energy of C atom of 0.5 eV is lower than that of
Fe atom (1.5–2.0 eV). The antisite formation
energies for all three cases have no significant
differences (around 3.0 eV), while the interstitial of
C atom is much lower than that of Fe atom, (C: 0.75
eV, Fe: 5.3 eV). As displayed in Fig. 3d, the NNIP
results quantitatively agree with those obtained
using DFT calculations.65

It is known that the C atoms can stabilize the
hard core configuration of screw dislocation of BCC
metals,70–72 but it is difficult for EIPs to correctly
describe this phenomenon.8,70,73 To present the
performance of the NNIP in this scenario, a C atom
was initially set at an O-site near the core of screw
dislocation (length = 2b). The system spontaneously
reorganized and relaxed towards a hard core con-
figuration with the C atom at the center upon the
structural relaxation, as illustrated in the left panel
of Fig. 4a. The structural parameters of the C atom-
decorated screw dislocation are presented in the
right panel of Fig. 4a, and quantitatively match the
DFT results.70

The interaction energy of the C atom with the
reconstructed screw dislocation has been studied
following the same manner as the DFT work.70 The
carbon-dislocation interaction energy was � 0.55 eV
when a C atom was introduced to a model with the

Meng, Shinzato, Matsubara, Du, Yu, and Ogata



Fig. 3. NNIP performance for a-iron with carbon, and carbide(Fe3C): (a) volumetric strain effects on solubility and diffusivity of C atom in pure
a-iron, (b) local atomic configuration and trapping energy of various number of C atoms in monovacancy; the white balls stand for the vacancy. (c)
Energy profile and local atomic configurations of the diffusion of a vacancy-C complex. (d) C solution energy (lower panel) and its effects on
formation energy (upper panel) of a symmetric tilt R5ð310Þ½001� GB. The site of C at GB sheared the same setting as that for H case; see Fig. 2d.
(e) Phonon dispersion curves for Fe3C . (f) Formation energy of various point defects in Fe3C. The available reported DFT results65 are also
plotted.
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dislocation length of 1b (i.e., C-C separation is 1b
along the dislocation line, lC�C = 1b), very close to
that of the DFT results of �0:59 eV.70 Upon
increasing the separation between neighboring C
atoms, the interaction energy first decreases rapidly
to �0:85 eV for lC�C = 2b, and then increases
gradually to �0:75 eV for lC�C = 6b. The above-
mentioned interaction energy is presented in

Fig. 4b, and the corresponding reported DFT
results70 are also plotted. The neighboring C atoms
with a separation of 2b is the most energetically
preferred configuration.

Whether or not the aforementioned reconstruc-
tion occurs for various relative positions of the C
atom to the screw dislocation has been studied by
using DFT calculations,74 which supplies the

Table I. Lattice constant and elastic constants of cementite obtained by NNIPs, DFT calculations, and
experimental

Method

Lattice constants, Å Elastic constants, GPa

a b c C11 C22 C33 C12 C13 C23 C44 C55 C66

NNIP 5.018 6.757 4.462 371 358 333 185 155 202 15 131 116
FeC-NNIP40 5.020 6.737 4.469 365 341 310 172 153 177 14 122 115
DFT67 5.04 6.72 4.48 388 345 322 156 164 162 15 134 134
DFT68 5.036 6.724 4.480 385 341 316 157 162 167 13 131 131
Exp69 5.08 6.73 4.51 – – – – – – – – –

Fig. 4. NNIP performance for the interaction of screw dislocation with C atoms: (a) dislocation core reconstruction introduced by C atoms; the
structural parameters obtained from the NNIP are shown, with the corresponding DFT values shown in parentheses. (b) Interaction energy of
screw dislocation and C atom (lC�C = (1-6)b). (c) A carbon atom was set at various O-site (red- or green-filled circles) near the easy core of screw
dislocation. The arrows indicate the position of the C atom after the structure relaxation. The shaded triangles indicate the hard-core region
centered on the C atom. Red- and green-filled circles represent whether reconstruction occurs or does not occur, respectively. The green point
indicates the dislocation line obtained by the DXA tool implemented in the OVITO code;75 the length of the dislocation in model is 2b. (d) The
atomic configurations of C decorated kink-pairs with lC�C = 1b and 2b are displayed in the upper panel., and the Energy variations during the
migration of the kinks with different C separations are shown in the lower panel, along with available DFT results.76 ~b in (a) and (c) stands for the
Burgers vector direction and its length is b (Color figure online).
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reliable benchmark for the test of the transferability
of NNIP in this scenario. The results are summa-
rized in Fig. 4c. The red-/green-filled circles stand
for the initial position of the C atom. The red arrow
for each red-filled circle indicates the motion direc-
tion of the C atom during the structure relaxation.
The tip of the arrow roughly shows the relaxed
position of the C atom and is also the center of the
reconstructed hard core. No arrows were assigned
for the green-filled circles because the reconstruc-
tion did not occur during relaxation. Finally, all the
red circles are surrounded by green circles and the
capture radius, rcap, of dislocation to the C atom, can
be estimated. We can conclude that the rcap pre-
dicted by this NNIP is less that 2d (d is the distance
between neighboring Peierls valleys,

d ¼ a0 �
ffiffiffiffiffiffiffiffi
2=3

p
). An exception is that the structure

is stable when the C atom is at the site, l (and the
other two equivalent sites, see Fig. 4c); this is also
presented in the DFT prediction.74

The atomic configuration of the C-decorated screw
dislocation, along with the energy barriers for kink
migration, has been reported based on DFT calcu-
lations.76 The dislocation dipole model (Fig. 2e) was
employed, incorporating a dislocation length of 8b
and lC�C = 1b and 2b to evaluate the transferability
of the NNIP in describing C-decorated dislocation.
Two nonequivalent kinks, denoted as Kþ and K�,
were formed on the C-decorated screw dislocation,
as illustrated in the upper panel of Fig. 4d. These
configurations are consistent with those predicted
by the Fe-C NNIP40 and are similar as those
obtained from DFT calculations.76 A dipole model
with a dislocation length of 40b and kinks distance
of 20b was employed to determine the migration

energy barriers of four types of kinks (1b-K�, 2b-

K�). The migration energy barriers predicted by the
NNIP for 1b-Kþ and 1b-K� kinks are 0.35 and 1.88
eV, respectively, while those for 2b-Kþ and 2b-K�

are 0.98 eV and 1.10 eV, respectively. In comparison
with the DFT results (0.58 eV, 1.52 eV, 0.92 eV, and
1.01 eV for the four energy barriers76), the NNIP
predictions exhibit deviations that remain within an
acceptable range.

It is not surprising that the NNIP reached the same
accuracy as the NNIP for a-Fe-C binary system
reported in our previous work,40 because the data-
base used for the training of the a-Fe-C NNIP was
totally included from the current database.

NNIP Performance for a-Iron, Carbon,
and Hydrogen Ternary System

To check the performance of the NNIP for the
ternary system, C and H co-trapping in vacancies,
co-segregation at GB, H solubility and diffusivity in
Fe3C, and H solubility at the ferrite–cementite
interface were considered.

For co-trapping in vacancies, an H atom was
introduced to the C-trapped vacancy configuration

(see Fig. 5a).The trapping energy of the H atom in a
vacancy with 1 trapped C atom is � 0.56 eV/atom,
agreeing well with the reported DFT result of 0.6
eV/atom.77 The trapping energies of the second,
third, and fourth H atoms have a similar trapping
energy of � 0.16 eV/atom. Both NNIP and DFT
calculations obtained up to 4 H can be accommo-
dated for a 1 C pre-trapped vacancy. For the
vacancy with 2 pre-trapped C atoms, up to 3 H
atoms could be trapped but the final two with a
trapping energy close to 0 eV. A vacancy pre-
trapped with 3 C atoms cannot accommodate addi-
tional H atoms, even though the 3C-2H configura-
tion shows negative trapping energy. In this
configuration, the hydrogen atoms are not located
within the vacancy but at two adjacent T sites. The
configurations and trapping energies (of the last H
atoms) of all combinations of the C and H in
vacancies predicted by NNIP and DFT are shown
in Fig. 5a.

Following the same manner as the co-trapping in
vacancies, the property of C and H co-segregation at
GB was further checked, and the results are
summarized in Fig. 5b. The GB formation energy
gradually decreased as increasing the C or H atoms
segregated at the GB. The GB formation energy was
1.075 J=m2 when two H atoms and one C atom were
at GB, which perfectly meets the DFT results of 1.08
J=m259 (not shown in the upper penal of Fig. 5b).
For other combinations of the impurities of nC+mH
(m+n� 4) segregated at the GB, the GB formation
energy and the segregation energy of the final H
atoms are systematically predicted using NNIP and
confirmed by additional DFT calculations (see
Fig. 5b), and a good agreement between NNIP and
DFT is presented. Note that various numbers of H
and/or C atoms in the GBs were set, and that DFT-
based MD calculations were performed to sample
the interaction between the H, C and Fe atoms.

There are four independent solution sites of H
atoms in Fe3C (i.e., s1–s4, see Fig. 5c; s5 is an
equivalent site of s1). The energetically preferred
solution site is a O-like site of s1, with a solution
energy of �0:02 eV, which fairly well agrees with
own DFT result of 0.02 eV. Solution energies of H
atoms occupying s2, s3, and s4 are 0.688, 0.522, and
0.760 eV, respectively, and all of them show good
agreement with our own DFT results of 0.726,
0.568, and 0.800 eV, respectively. Comparing with
the solution energy of H atom at a T-site in a-Fe
(0.22 eV), s1 is more energetically preferred than
any other sites. All of these data are included in the
database.

The diffusion energy barrier for an H atom
diffusion along a path between the neighboring
equivalent s1 (s1 ! s2 ! s3 ! s5, see Fig. 5c) has
been predicted by NNIP and is shown in Fig. 5d.
The diffusion barrier is about 0.8 eV, which is much
larger than that of the H atom diffusion in a-Fe
(0.09 eV), indicating that H atoms can be deeply
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Fig. 5. The NNIP performance for the a-Fe-C-H system: (a) C-H co-trapping in a monovacancy, (b) C-H co-segregation at a symmetric tilt GB, (c)
and (d) H solution sites and diffusivity in Fe3C , (e) and (f) H trapping sites and the corresponding trapping energies at a ferrite–cementite
interface; our own DFT results are also plotted.

Meng, Shinzato, Matsubara, Du, Yu, and Ogata



trapped in cementite. One more diffusion branch of
s3 ! s4 was also tested. Both the total diffusion
barrier and the value of each hump in diffusion
paths are in line with reported DFT results66,78 and
our own DFT calculations. The behavior of H atoms
in Fe3C bulk is well captured. Note that this
property is not explicitly trained.

The interface between ferrite and nanoprecipi-
tates in martensitic steels has attracted great
interest, and the hydrogen trapping and exclusion
at the interface play a critical role in the under-
standing of the HE phenomenon.79–81 However, an
accurate atomistic description of hydrogen behavior
at cementite–ferrite boundaries is still challeng-
ing.66 Thus, the H segregation energy at and around
the ferrite–cementite interface have been examined.
The H segregation energies were determined by
taking the H solution energy at a T-site within the
grains as the reference, and the results are shown in
Fig. 5e and f. The results from the NNIP are well in
line with those from DFT calculations. Each H-
trapped interface model from NNIP was further
reinforced by DFT calculations, and the results
show that there is no significant change in energy
(also in the structure, but not shown), which means
that the NNIP can well describe the ground state of
this H-soluted interface system.

RESULTS: LARGE-SCALE TENSILE
SIMULATION OF THE FE-C-H TERNARY

SYSTEM

To demonstrate the effectiveness of the developed
NNIP and its feasibility for large-scale atomic
simulations, we performed a tensile simulation
using a 1-million-atom Fe-C-H model. The model,
sized at 80a0 � 80a0 � 80a0, was initially con-
structed with orientations of x[100], y[010], and
z[001], containing 1,024,000 Fe atoms. Information
on the computational cost of this simulation is
presented in the Supplementary Materials (see
Note 2).

Before beginning the tensile simulation, we intro-
duced dislocations, vacancies, and other defects
through a pre-compression procedure along the
z-direction. As part of this procedure, we first
inserted 256 randomly distributed vacancy–inter-
stitial pairs to serve as seeds for dislocation nucle-
ation. The model was compressed by approximately
20% along the z-direction, while the dimensions in
the other two directions were adjusted to preserve a
constant volume. Afterward, an MD simulation was
conducted under the NVT ensemble at 900 K for
100 ps to generate defects. Note that, for computa-
tional efficiency during this pre-processing stage,
we employed an EAM potential.4

All subsequent simulations were performed using
the NNIP developed in this work. After the pre-
compression, the model was annealed at 300 K in
1 ps under the NPT ensemble to create the refer-
ence Model-I (pure a-Fe). Next, 0.2 at.% (4096) C

atoms were introduced randomly into the same
model to construct Model-II (a-Fe-C). Subsequently,
an additional 1 at.% (10,240) H atoms were ran-
domly introduced to construct Model-III (a-Fe-C-H).
To equilibrate the distribution of C and/or H atoms,
we carried out a 25-ps MD annealing simulation at
300 K under the NPT ensemble. We confirmed that
all the models maintained nearly identical disloca-
tion densities and vacancy concentrations after
annealing. The constructed models are shown in
Fig. 6a, b, and c.

Uniaxial tensile tests were then performed on
these models. A constant engineering strain rate of
2 � 108 s�1 was applied along the z-direction, while
zero-pressure conditions were imposed along the
x- and y-directions. The tensile simulations were
carried out at 300 K with a time step of 0.5 fs.

In these models, the dislocation network is pre-
dominantly composed of dislocations with a Burgers
vector of 12h111i, with a smaller proportion of h100i
dislocations. The dislocation density is approxi-
mately 1 � 1017 m�2, which is considerably high
due to the severe plastic deformation introduced
during the model preparation process.

In Model-II, a small number of C atoms remained
trapped in vacancies and along dislocations, even
after a 25-ps MD simulation, because of their
initially random distribution and the low diffusivity
at the simulation temperature. In actual materials,
however, sufficient annealing typically takes place,
and, as noted above, an attractive interaction exists
between dislocations (or vacancies) and the C atoms.
Consequently, dislocations and vacancies would be
more strongly bound to C under experimental
conditions. This discrepancy implies that, strictly
speaking, the stress required to initiate dislocation
motion in our simulation may differ from that in
experiments. Nonetheless, once plastic deformation
begins, the very limited diffusion of C at room
temperature over experimental timescales suggests
that, if the strain rates were comparable, one could
still analyze the stress contributions from disloca-
tion–C interactions in a manner consistent with
experimental observations. It is important to note,
however, that the strain rates in MD simulations
are extremely high compared to experiments. These
high strain rates can dramatically increase disloca-
tion velocities, amplify defect-generation rates, and
overshoot the stress required for dislocation motion,
making fully quantitative comparisons challenging.

Model-III exhibited a similar carbon distribution,
while a greater number of hydrogen atoms were
trapped at defects, reflecting the high diffusivity of
H. Because the strain rates in MD simulations are
so high, the amount of hydrogen that can be trapped
by moving dislocations is likely reduced, potentially
leading to an underestimation of the drag effect of
hydrogen on dislocation mobility. This possibility
must be kept in mind when interpreting the simu-
lation results.
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Results of the uniaxial tensile MD simulations
conducted after the pre-compression step are shown
in Fig. 6d–i, illustrating time-dependent configura-
tions of dislocations, vacancies (and vacancy clus-
ters), as well as C and H atoms. Corresponding
movies are provided as Supplementary Materials
(see Movies S1–S3). The stress–strain relationship
is shown in Fig. 7a, the evolution of dislocation
density in Fig. 7b, and the number of vacancies
(including those within vacancy clusters) in Fig. 7c.

All models exhibit a decrease in the dislocation
density introduced by pre-compression when sub-
jected to uniaxial tension, confirming that mechan-
ical annealing is in progress. In each model, this
mechanical annealing becomes prominent around
an engineering strain of 0.01–0.02, corresponding to
the onset of activity of the pre-introduced disloca-
tions. Model-I shows the lowest stress required to

initiate dislocation motion, followed by Model-II and
then Model-III. This behavior arises from the
presence of C near dislocations and H trapped at
dislocations, both of which impede dislocation
activation.

As the strain increases further, dislocation activ-
ity in Model-I becomes especially noticeable, leading
to pronounced mechanical annealing and a signifi-
cant reduction in dislocation density. In contrast,
dislocation activity in Model-II and Model-III is
more limited, resulting in a slower reduction in
dislocation density. Between these two, dislocation
activity is even more constrained in Model-III,
partly because C and H can interact with moving
dislocations and hinder their motion. Figure 8a
illustrates how C atoms impede dislocation motion.
However, we propose an additional mechanism: as
plastic deformation proceeds, vacancies,

Fig. 6. Defective models used for the tensile tests: (a), (d), (g) model with dislocations and point defects (Model-I). (b), (e), (h) model with
dislocations, point defects, and C atoms (Model-II). (c), (f), (I) model with dislocations, point defects, and C and H atoms (Model-III). The strain (e)
of each snapshot was also provided. The green and red lines represent dislocations with Burgers vectors of 12h111i and h100i, respectively,
identified using the DXA75 tool implemented in the OVITO package.32 The gray, red, and blue spheres correspond to Fe, C, and H atoms,
respectively. Only the Fe atoms around vacancies are shown (Color figure online).
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Fig. 7. Results of the simulations: (a) strain–stress curve in the tensile tests for the three models; (b) the change of dislocation densities in the
three models as a function of tensile strain; (c) number of vacancies in models in the whole tensile tests; (d) average number of C and H atoms
per vacancy for Model-II and Model-III in the tensile test.

Fig. 8. Defects drag effects on the motion of dislocation: (a) interaction of C (H) atoms with a traveling dislocation, and hinder its motion; (b)
interaction of vacancies cluster with moving dislocations, which could enhance the growth of vacancy cluster. The cluster size, defined as the
number of Fe atoms comprising the vacancy cluster, increased from 29 to 40 as the result of its interaction with a passing dislocation. Blue and
red dots represent H and C atoms, respectively, while gray spheres denote Fe atoms. Only the Fe atoms associated with the dislocation in (a)
and the vacancy cluster in (b) are shown. The green lines stand for the dislocations and obtained by OVITO (Color figure online).32
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interstitials, and vacancy clusters generated
through mutual interactions between dislocations
or between dislocations and defects (vacancies,
interstitials, vacancy clusters, C, H, and so on) can
further interact with dislocations, inhibiting their
subsequent motion (see Fig. 8b).

Beyond a strain of 0.04, all the models exhibit a
nearly constant flow stress. Comparing the flow
stress of Model-II and Model-III beyond a strain of
0.04 shows that Model-III’s flow stress is slightly
higher. In addition to the drag effect exerted by H
on dislocations, this difference stems from the
influence of lattice defects on dislocation motion,
as discussed above. Figure 7c presents the evolution
of the number of vacancies (NVac) during uniaxial
tension. It is evident that Model-III generates a
larger number of vacancies than Model-II, which
elevates the required stress by restricting disloca-
tion motion.

Comparing Model-I and Model-II reveals that,
although Model-II shows a slightly higher flow
stress, both models exhibit quite similar flow
stresses despite the absence of C or H in Model-I.
One likely explanation is that mechanical annealing
in Model-I proceeds more extensively than in Model-
II beyond a strain of 0.04, leading to a substantial
reduction in the dislocation density responsible for
plastic deformation (Fig. 7b). Moreover, lattice
defects such as vacancies and vacancy clusters
generated during this process (Fig. 8a) hinder dis-
location motion, thereby increasing the resistance to
plastic deformation.

The formation of vacancies and vacancy clusters
in these models can promote the generation of
additional vacancies and vacancy clusters through
interactions with subsequent dislocations (Fig. 8b).
However, the creation of vacancies and vacancy
clusters is also accompanied by the formation of
interstitials. Because interstitials can diffuse
rapidly even at room temperature,82 many of them
recombine with vacancies or vacancy clusters, thus
eliminating these defects (although some intersti-
tials may escape to GBs or surfaces). While the high
strain rates in MD simulations limit such recombi-
nation, it is plausible that, under experimental
strain rates for pure a-Fe, many vacancies and
vacancy clusters would be removed via
recombination.

When C or H is present, however, an attractive
interaction exists between these solutes and vacan-
cies, as shown in the previous section. By forming
complexes with vacancies, C and H stabilize these
vacancies. Figure 7d illustrates the time evolution
of the number of C and H atoms trapped by
vacancies, demonstrating that such complexes form.
Consequently, the annihilation of vacancies via
recombination with interstitials is inhibited, poten-
tially accelerating the generation of vacancies and
the growth of vacancy clusters, which may ulti-
mately lead to accelerated material failure.

Figure 7c compares the number of vacancies and
vacancy clusters in each model. However, direct
comparison of these raw numbers among the models
is not entirely fair because their plastic strain rates
differ. Therefore, at each strain (or time), we

normalize the vacancy generation rate _NVac by the
equivalent plastic strain rate _eeq, defining the
normalized vacancy generation rate _nVac:

_nVac ¼
_NVac

_eeq
: ð5Þ

where:

_eeq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3
_ep
ij _e

p
ij

r

; ð6Þ

_ep
ij ¼ _etot

ij � _ee
ij; ð7Þ

_ee
ij ¼ Sijkl _rkl: ð8Þ

where _ep
ij, _etot

ij , and _ee
ij are the plastic, total, and

elastic (true) strain-rate tensors, respectively. The
total strain-rate tensor is directly obtained from the
deformation of the simulation cell. The elastic
strain-rate tensor is calculated from the true stress
rij acting on the simulation cell using the elastic
compliance tensor Sijkl computed by NNIP elastic
stiffness for pure a-iron, assuming Sijkl does not
change during deformation. (Strictly speaking,
because defects accumulate during plastic deforma-
tion, the elastic compliance would be expected to
increase slightly.) Moreover, the variations in
_eeq; _ee

ij; _e
p
ij are shown in Supplementary Materials

(see Fig. S5).
We averaged the data for _nVac from strain 0.05,

where plastic deformation becomes significant, to
strain 0.14. The resulting values are shown in
Fig. 9. Among the three models, Model-I exhibits
the smallest normalized vacancy generation rate,
followed by Model-II and Model-III in ascending
order. Note that this rate implicitly accounts for
vacancy–interstitial recombination, which annihi-
lates vacancies. These findings show that adding C
or H promotes the formation of lattice defects, such
as vacancies and vacancy clusters, during plastic
deformation, and that H tends to amplify this effect.
The proliferation of vacancies and vacancy clusters
further increases the likelihood of collisions
between dislocations and these defects, leading to
the formation of even more vacancies and larger
vacancy clusters. Considering H’s enhancing effect,
it follows that the presence of H can accelerate
material damage associated with plastic
deformation.
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CONCLUSION

A high accuracy neural network interatomic
potential for the Fe-C-H system was constructed
based on a comprehensive reference database
obtained by extensive DFT calculations. In the
validation part, we systematically tested the NNIP
performance for the systems of pure a-iron, interac-
tion of hydrogen with defective a-iron, and interac-
tion of carbon with defective a-iron, as well as basic
properties of the cementite, ferrite–cementite inter-
face, interaction of C and H atoms with defective a-
iron, and interaction of H with cementite and its
interface with ferrite. The test results provide us
with evidence of the good transferability and relia-
bility of the current NNIP, such as the prediction of
the screw dislocation core configuration reconstruc-
tion induced by C or H atoms, which is difficult for
EIPs.

Using our newly developed neural network inter-
atomic potential, we performed MD tensile simula-
tions on a one-million-atom model, and found that
both C and H impede dislocation mobility, and that
newly formed vacancies (and vacancy clusters)
during plastic deformation likewise hamper dislo-
cation motion. The vacancy generation rate is
accelerated by C and H, as these solute-dislocation
interactions and the formation of vacancy–C/H
complexes inhibit vacancy–interstitial recombina-
tion, ultimately promoting further vacancy accumu-
lation and intensifying material damage. Although
the strain rates in our simulations are much higher
than those typically employed in experiments, these
findings provide key insights into the fundamental
role of solute atoms in defect-mediated plasticity,
and validate the feasibility of the developed NNIP
for large-scale simulations.
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laime, Modell. Simul. Mater. Sci. Eng. 25, 084001 https://d
oi.org/10.1088/1361-651X/aa88eb (2017).

72. G. Hachet, D. Caillard, L. Ventelon, and E. Clouet, Acta
Mater. 222, 117440 https://doi.org/10.1016/j.actamat.2021.1
17440 (2022).

73. S.S. Sarangi and A.K. Kanjarla, Mater. Today Commun. 31,
103285 https://doi.org/10.1016/j.mtcomm.2022.103285
(2022).
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