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人工矧能は私述に何を齋すか。何を奪い去るか。

筆 扁木達也＊

¥,¥「hatwill artificial intelligence give us? What will it take away'! 

Key Words : :¥fachine Learning, Artificial Intelligence, Chemometrics, Drug Design 

はじめに

32柑紀、字市探査船ディスカヴァリーのAI、

Zoraは惑I肖を持った。厄険な時空を通るのに「怖

い」と言い、船長が宥める必要があった，また、座

標を教えろという命令に、「皆さんが危険だ」とい

う理由で逆らった (GeneHoddenberry原案のTV

ドラマ、 “StarTrek Discovery" Season4) c 2001年、

木出探査船ディスカヴァリーは十．兄探査を命じら

れたが、途中、 AI、H1¥L9000が自らを伸止させら

れることを恐れ反乱を起こし、飛行上たちの命を葬

った (StanleyKubrick監督、映画、「2001年宇宙

の旅」），'I}

以上はあくまでもフィクシコンの上での話であり、

現実には 2001年に木星探査が行われると＼ヽうアー

サー• C・クラークの予測は甘く、人類は未だ火星

にさえ到達できていないこ 1ヽi時の電子計算機も人工

知能的な側面からは 3歳児にさえ及ばなかった C・

また、逆に、 Alが惑情を持つのに 1000年も待つ必

要はあるまい。 次世紀には 1•分あり得る話である。

しかしながら、今世紀に入り、人きなブレイクス

）レーが人」；知能に関して起こっていることは）舶知の

事実である＾簡単にその状況をよにしてみたのが

£c 1である”
これらはほんの一部であり、この他、 AlphaGOで、

表121世紀の人上知能閃連のプレイクス）レー2;

年次 匹

2012 トフントショック ．Hmton教授らのグJI．ープが両像認識に深屈学習を用いて、警異的な進歩を見せ

る

（：切gleショック：10()（）のサーパと 1li(-)(）（ー）ゴア(I.)CPuで深届学習(I)中間屈に 「猫(.I9)概念ーが現われ
-99 』、・-

2019 ~ Alphafold2ンョック ．長年(I)課題だったタンパク質(I)1次枯造から3次樗造を推定する問咀が、あ
2023 っさf1達咬された。

ML・¥TL'¥...>ITISIM、ンョック：密度汎関数計算が心の守料により柘めて短時間で行えるようになっ1こ。

品子コンピ匹タショック Glxiglcが品子超越性に達じたと発表

D吋 1，ショ yク：多言語問の翻訳がほぼ完窒なレベルで行えるようになった．

Cl1'!tGPIショック．牛成Mがほぼ冗埜なレポートを＃くなど、人慣lにしかできないと思われてい

た文五作業を行う様になった0
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従来遠い未来の事と考えられていた「岡荘でAIが

トッププロに勝利する」が実現されたのは記憶に祈

しい既にチェスや将棋では、人間は AIに殆どか

なわなくな ってきている（表2),2045年には

Singularityが到来し、 AIが自ら学習して人類を凌

駕するとも言われている。，本当にそうなるかどうか

は私には予想できないが、そうなってもイ＼忠議では

ないとは考えている，この「人T知能」の止体につ

t rて、以下、 見てしヽ きたし＼，
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表2 チェス、将棋` 囲荘で(!)AIと人間の対戦

チェス

1967 好戦プnグラムが登Jg

1988 D吋 Thoughtがラーセン（グランドマスター〉に勝つJ

1989 Deep Thougl1tはカスパロフ（史上岐長の15年T．者）、カルポフに接戦の末、敗北

1996 l)ccpB加Cはカスバコフと 1勝3敗2分

2()(J6 D四 Friレ、 クラムニクに2勝4分、 これ以降、 コンビュータ優位となる。

将棋

2005 TACOSが栢本崇載八段ど勅闘、キうじて橋本八段が勝ったっ

2007 Rl>narvaと渡辺E1帝王も、辛う じて竜王が膀ったが、実力は認められた。

2017 Pona泣 aと佐藤天彦名人、名人が0勝2J反

囲碁

2016 Alp加Go（深廿学皆十強化学習）が、字世邑九段に4勝1敗 (Alp畑Goシ..!ック）。

表 3 利用煩度の多い啜械学習

l\·1ethod~ Calegories 

細而寸き学習 卿証li吊

I□□ ：三／·——~ □ =~ ·/~· ・ロニ・／□ ／ロニ ·二·□~
-・・・-・-・・- ・・- ・-・-・・-

jンパラメトリック回屈
~~ ~ 

教師なし学告'

二-ーラルネットワーク（深層学習）

l主成分分折
三三呵~m／ロニ・・一ーロ／口・·--·會ーロロロロロ~ロロ
｀ ，*分析
［~三、ニテ｝ふ□5→ ·面詈学習〗一· ·—~ -----
その他(1-Sl¥TF.,lTMAP, SOM, elc) 

その他 J殉辱習

1.多様な機械学習

一口に人工知能と言っても多様だが、現{1利用さ

れているア）レゴリズムの大半は機械学習である，キ

なものを表3に挙げた。この全てを詳述するスヘ一

スはないので、ここでは、深陪学習に焦点を当てて

みるが、現在Alに頻用されている物にはほかに強

化学皆があり、雨要な役割を米たしていることをご

記［岱艇itヽたし＼，

1 -1.ニューラルネットワーク

教師信号

ヨ 0

深培学背0)故も甚礎的な段階は（階粕型）ニュー

ラルネットワークと呼ばれ、多くは図 1の様な 3

屈構泊を持っている．、ここで、入力野に入ったデー

ダ（放伯）は、一定の関数（例えばシグモイド関放）

で中間層に述ばれる，血像解析で言えば、明駁や色

弗I(/）値が入力され、運ばれるし，太い綜(/)所は値は

図1 陪屈嬰：：三1ーラルネッ トワークU)概要

100％近く述ばれるが、細い線だと数％しか速ばれ

ない．｝場合によっては線が途絶えていて全く連ばれ

ない場合もある，．この線の太さは、教師信号と出力
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値が一致するように謳整される（学門）。このよう

にして社り返し学曹することで、例えば、入）Jされ

た画像が猫か蛙かが当てられるように線の太さが整

えられる。このようなニューラルネットワークは

1980年代に流行し、多くの研究者が、例えば医薬

品設計や材料設計に、或いは画像解析やゲームにと

応用した。が、この流行の液は 90年代後‘|’・に入る

と途絶えてしまった）勿論、幾つかの分野では成功

したのだが、当時の計節機の性能も相まって、研究

者の努力に兄合うほど十分な成り↓が得られたとは百

し屯雌かったからだr ニューラルネットワークは即i<
冬の時代を迎えることになるく9

1-2.深凋学習

既l11の様に、 2012年、 TTinton教授（当時トロン

ト大学）らのグループが画像解析に深層学習を用い

て両期的な結果を齋したことにより、 •躍深層学習

プームが起こる。深層学習というのは特殊なニュー

ラルネットワークというわけでは必ずしもない，閃

2の様に、 iiiに中間層の多いニコーラルネットワー

クが基本になっている（実際に CN>l'～晋み込みネ

ットワーク～等はもっと複雑な構造とア）しゴリズム

を使ってし渇ことが殆どだが），

この 10年ほど、深層学習の研究が進み、 f1,jに使

えて何に使えなしヽかが分かってきたように思う，，最

も虐咬なポイントは、深層学習が威）］を発押するに

は大量のデータ、「ビッグデータ」が必要だと言う

事であろう-逆に言えば、ビッグデータを学曹して

再現、予膳することは極めて花確に行うことができ

る。将棋の対戦プログラムは大星の棋温を深暦学晋

が学習し、強化学習が自ら大呈に対戦することに

より的秤手を見つけることができるようになったの

で、プログラムが最初から岩かったわけではなし＼。

ふ、... 

x2i ... ---― ヘ
... "t =）', 

ふ9-◆ 

ぶ、一

AlphaFold2によるタンパク質の立1本構造予測も、

PDB (Protein Data Bank)の大塁の立体栴造データ

とアミノ酸シークエンスの関係を学曹した結果得ら

れたものである。今後深層学習がどのような世界を

痒み出すのか、極めて楽しみであると共に、何でも

かんでも深層学習を使えばいいという風潮にはやや

疑問点も残る。次節では私たちのグループが行った

例を少し披録してみたい．＂

1-3.指紋照合SOM(Self-organizing map) 3) 

自己紐緞化ニューラルネットワークと呼ばれるも

(/）は、フィンランド(/)TcuvoKohoncn 4)教授によっ

て開発された教師なし機械学習法で、分類に優れた

結果を商すことが多い（図3)'図3のすべての二

ューロンに，’l¥)J値が得られるのだが、通常の SOM

では 「勝者 （例えば最大値）」を 1つだけ決定し、

その他は敗者として用いない。我々のグ）レーフでは

この方法を改良し、出）J結果をすべて使用し、類似

の出｝」結果を探すことにより、類似性を探索する手

法を用いに応mしたのは、押収された速法覚せい
剤0)分類で、‘迂せい剤が合成された手法により、不

純物が異なる，この不純物をガスクロマ トグラフィ

ーで斉分析し、合成法を探る'1廿報にしようと考え

たものである図4は左が通常の SOM、右が我々

の改良法による結果で、石の方がうまく分類できて

し豆るごとがお分かり頂けるだろうか。ごの例ではビ

ッグデータが存在するわけではなし、。そのような場

合、深層学曹では変数が多すぎて、かなりのテクニ

ックを用いなければ過学曹が容易に起こってしまう

と考えなこの手法ではそのような心配を行う必要

なく、新規なデータに対してもうまく分類可能であ

ると考えている。

•~--- ヽ
x,,-

←、.2i一

x、• 一•

ぶ.,→

-..¥． ^ ... Ii-x 1 9 
.t.. ... 
」＇一

... 9,:,;;!x.,; 

...．、” ... 
49 - • 
r 4i 

図 2 教帥付き学世 1:'1-:）教帥なし労岩出）における深済学岩(/)枯本図
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I似ている場合 I

｀ 

i:-| xAにより発火したニューロン I

/ 0=\=9-：三三三三戸—と立竺」
= 0 = = = 
⇔ ⇔ ⇔ ⇔ ⇔ = 

区
パターンA

旦ゞ ターンB

x,={xA1,xu, • • • ・, x,...,} 

xu = ｛ xB1 9 XB29.．．．, XBn }机．
2次元SOM

図3

通常のSOMによるProfiling

自己組織化ここー1.ーうルネ ットワークの概要

指紋照合的SOM法によるProfiling

：：！ 
I ◆ 0 0 

’ ♦ 。し10

♦
 ゜

♦

゜

0

0
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0.6◆ 

♦ ヽ

＂汀 ―
ダ。29
-0.4 -

0 0.6 0 

♦
 

◆

o
.
 

2
 

♦ aziridine類を

含む

Oaziridine頚を

含まない

~Emde法

図4 押収比せい剤(/)指紋恨合幽SOMによる合成紆路の推疋・

3. Alプームの今重要なこと

Alプ←→ムが到米して 10年を超えた＂様々な分野

でATは活趾し始めて tヽ るし医椒分野では CT、

:Mm、血液検査の値などから客硯的な診脈支援を行
う試みが行われているし、言語間翻訳のみならず、

「・・に関するレポートを内いて 1 と命じれば、見

市なレポートをものにしてくれる。大学教貝はAl

の利用に関し、一考する必要に迫られた，さて、

0) Alプームは続くのだろうか？

少し過去を振り返ってみよう。1960年前後には、

コンピュータに計箆させるだけでなく推論させてみ

ようという試みが行われ始めた，：この少し後になる

が、私も将棋ソフトで遊んでみたことがある

(1979年前後の筈）C・私の力では勝つまでには平ら

なかったが、結構いい試合になった記’t世があるへこ
れを第一次人上知能ブームと呼べるかもしれない。

このブームは然しながら時胤尚早であった．：＞ 計待機

の能力の問題もあったし、プログラミング呂記の問

こ

題もあったかもしれない、 1μJれにしろ、多様な問題

に対してのflVJには限界があった V

1980年代に人ると、国家プロジェクトとして第

5世代コンピュータプロジェクトが推進され、 「計

尊するコンピュータから考えるコンヒュータヘ」と

の合言雄の下、第2次Alプームと言うべき時代に

突入した。このブームとプロジェクトにより、様々

な屯要な結果が得られたことは事実であるが、令体

としては当初の目論見通りには行かなかったことも

又事実であり、人工知能は急速に冬の時代へと突人

するC

既出の様に、 20124-以降第3次人工知能ブーム
が到来するのだが、重要なことは、この間、冬の時

代に地逍に研究していた研究者が一定数存｛l．．したか

らこそこのブームがあるのであり、万が一にも枯渇

していれば深屈学紺も独化学告＇も nの目を兄る事は
なかったことである））‘..l.知能に限らないr，私逹は

ともすれば、今、＃ゃ度の時代を迎えている研究分
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野に目を奪われがちであるこそれらは坤やかであり、

将米性を見据えることができ、予第も潤沢に得るこ

とができるだろうそれに対し、冬の時代を迎えて

いる分野に対しては、批判があるのはまだいい方で、

時には覇みられる事さえ覚束ない。 21世紀を迎え

て間もなくの頃、勿論まだ人上知能が冬の時代、私

はある所に、機械学背による化学物質の分解件応則

プロジェクトを持ちかけたことがあるe．私の説明も

悲かったのだろうが、「夢物話を持ち掛けられても

困るlとその部分は却下されたいや、そのことを
批判してしヽるのではないり「冬の時代」とはそんな

ものだと言う事を披蕗したいと言う事であるプロ

ジェクトを持ち掛けられる側も、無茶な投資はでき

ないのだから当然と言えば当然なのかもしれないU

しかし少なくともアカデミアはそうであってほし

くないと忠う、，地味に見える研究、必ずしも将米性

の見えない分野、埜礎の埜院の様な分野が蔑ろにさ

れてしヽなしヽだろうか、私の杞蛋に過ぎなし吃だろうか。

勿論、「今流行」の分野は重要である。それと同時

に地昧な甚礎研究を緩ろにすると、決して革やかな

分野の判隆に繋がらなし刈とはう，

今 •つ、これだけ AI が発達してくると、当然、

AIで達成可能な研究分野が111,1てくるこれからの

研究者は、研究テーマがAIにより達成nj能かどう

かを絶えず考えなくてはならない3 極端な例かも知

れないが、リーマン予想は肯疋的にしろ否定的にし

ろ、 ATにより解決可能かもしれない＂医薬品設計

や化合物の合成設計もそう遠くない将米可能になる

だろう。しかし、「リーマン予想を提案する」こと

は恐らく Alにはできまし＼メタセシス反応を考案

することも同様に不可能だろうと思うぐ逆に五えば、

Alに可能な研究はAlに任せてしまい、人間はもっ

と牛産的なことに時間を費やせる時代がやってきた

のであるc

今、科学研究は一つの曲がり角に来ている、と私

は考えていることを記して、本稿を閉じたい
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