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Given an algebraic surfaceX satisfying:

(†)
X is a complete normal rational surface,X is affine ruled and
rank(PicXs) = 1,

whereXs denotes the smooth locus ofX, consider:
Problem 1. Find all affine rulings ofX.
Problem 2. Find all pairs of curvesC1, C2 on X such thatX n (C1 [ C2) is

isomorphic toP
2 minus two lines.

Problem 3. Find all curvesC in X such that ¯�(Xs n C) = �1.
This paper investigates Problem 1 for an arbitraryX satisfying (†). We define

(Definition 1.14) the notion of a “basic” affine ruling ofX and our main results
describe how to construct all affine rulings ofX, assuming that the basic ones are
known. In the case whereX is a weighted projective plane, the basic affine rulings ofX are given in [6]; the present paper and [6] therefore constitute a solution to Prob-
lem 1 in that case.

Problem 3 (withX = P
2) has been considered by several authors ([8], [9], [18],

[19], [14]). In his review of [14] (see MR 82k:14013), M. H. Gizatullin mentions
some unpublished examples found by V. I. Danilov and himself, and which seem to
correspond to the list of basic affine rulings ofP

2. The caseX = P
2 was finally solved

in [10]. Our generalization to weighted projective planes seems to be new, as well as
our method—valid for anyX satisfying (†)—which reduces the general problem to the
determination of thebasic affine rulings.

Let us briefly indicate how problems 1–3 are related to each other. Consider the
stronger condition (‡) on a surfaceX:

(‡)
X satisfies (†) and every singular point ofX is a cyclic quotient sin-
gularity.

As an example, note that the weighted projective planes satisfy (‡) (they even satisfy
Pic(Xs) = Z; see [6] for these claims). Also note the following by-product of section 1:
A surface satisfying(‡) cannot have more than3 singular points(see Corollary 1.16).
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It is clear that any solution (C1; C2) to Problem 2 gives rise to an affine ruling ofX; by Theorem 1.15, the converse holds ifX satisfies (‡), so:

For any surfaceX satisfying(‡), Problems 1and 2 are equivalent.

The exact relation between Problem 3 and the other two is given by the following
statement, which will be proved in 1.17, below:GivenX satisfying(‡) and a curveC
on X, the following are equivalent:
(i) �̄(Xs n C) = �1;
(ii) there exists at least one affine ruling1 3 of X such thatnC 2 3 for somen > 0.

For instance, ifC � P
2 is Yoshihara’s rational quintic ([19], Proposition 3, caseN = 1), then infinitely many affine rulings3 of P

2 contain multiples ofC.
By way of motivation, we now explain the connection between problems 1–3 and

locally nilpotent derivations. Consider the polynomial ring B = k[X1; X2; X3], where
k is an algebraically closed field of characteristic zero. It is known ([13], [3]) that de-
scribing the locally nilpotent derivationsD : B ! B is equivalent to answering:Which
pairs of polynomialsf; g 2 B have the property thatk[f; g] is the kernel of a locally
nilpotent derivation ofB? If we restrict ourselves to the case whereD is (or equiva-
lently f and g are) homogeneous with respect to weightsw(Xi) = ai , wherea1; a2; a3

are relatively prime positive integers, then we can think off and g as defining curves
in the weighted projective planeP(a1; a2; a3) = ProjB; then [4] gives the following
result:

Theorem. For w-homogeneous elementsf; g 2 B satisfyinggcd(w(f ); w(g)) = 1,
the following are equivalent:
(1) There exists aw-homogeneous locally nilpotent derivationD of B such that
kerD = k[f; g];
(2) f and g are irreducible elements ofB and the algebraic surfaceProjB n V (fg)
is isomorphic toP

2 minus two lines.

Note that the case where gcd(w(f ); w(g)) 6= 1 turns out to be very special, and is
completely described in [4]. Hence, solving Problem 2 forX = P(a1; a2; a3) is equiv-
alent to describing homogeneous locally nilpotent derivations of B. Since that class
of derivations is not well understood, and corresponds to a class ofGa-actions onA

3

which ought to be understood, there is ample reason to study affine rulings.

ORGANIZATION OF THE TEXT

Fix a surfaceX satisfying (†).
Section 1 contains generalities about affine rulings ofX.

1According to the definition of “affine ruling” adopted in 1.1,below, 3 is a linear system ofX,
so it makes sense to writenC 2 3.
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Section 2 defines a process which is used to modify affine rulings of X (i.e., ap-
plying it to an affine ruling ofX produces a different affine ruling ofX). The process
makes its first appearance in the proof of Theorem 2.1, where it is shown that every
non-basic affine ruling ofX can be “reduced” to a simpler one; this reduction process
is in fact a special case of the modification process.

Some preparation is necessary before defining the modification process: 2.2 de-
fines the notion of an “X-immersion”; then 2.3–2.8 show that eachX-immersion de-
termines an affine ruling ofX, that each affine ruling can be obtained in this way,
and that this can be turned into a bijective correspondence,modulo appropriate adjust-
ments.

Given anX-immersionI , 2.9 defines a set5(I ) and a newX-immersionI �� for
each� 2 5(I ). This operation� is the modification process which was announced; it
acts onX-immersions, so it indirectly modifies affine rulings via thecorrespondence
mentioned in the preceding paragraph. Discussion 2.14 summarizes the results of sec-
tion 2. In particular, it states that all affine rulings ofX can be constructed from the
basic ones by using the� operation; and consequently the solution of Problem 1 con-
sists of two parts:
(1a) Make a list of all basic affine rulings ofX.
(1b) For eachX-immersionI , describe the set5(I ).

Problem (1b) is essentially a problem in the theory of weighted graphs, indepen-
dent of the surface, and is completely solved in sections 3 and 4: section 3 does the
graph theory and section 4 states the consequences for5(I ). This paper does not
solve Problem (1a), which is highly dependent on the surfaceX; [6] solves it for the
weighted projective planes.

In contrast with sections 2 and 4, where rulings are described by saying that they
can be constructed from basic ones by using the modification process, section 5 gives
direct information on affine rulings. The main result of thatsection is Theorem 5.13; it
is complemented by several other (more practical) statements, notably 5.17, 5.22, 5.23,
5.25, 5.34, 5.40.

CONVENTIONS

All curves and surfaces considered in this paper are assumedto be algebraic va-
rieties over an algebraically closed fieldk of characteristic zero. In particular, curves
and surfaces are irreducible and reduced.

If f : X ! Y is a birational morphism of surfaces then thecenter of f (denoted
center(f )) is the set of pointsy 2 Y such thatf �1(y) contains more than one point.

Let S be a smooth complete surface. IfD is a divisor ofS then, by acomponent
of D, we always mean an irreducible (or prime) component ofD. If D andD0 are
divisors of S thenD �D0 denotes their intersection number andD2 = D �D. If C � S
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is a smooth rational curve andC2 = r, we call C an r-curve; by an r-componentof
a divisor D, we mean a component ofD which is an r-curve. A reduced effective
divisor D of S has strong normal crossingsif: (i) each component ofD is a smooth
curve; (ii) if Di andDj are distinct components ofD thenDi � Dj � 1; and (iii) ifDi , Dj andDk are distinct components ofD thenDi \Dj \Dk is empty.

Except for the graphL(X) of 2.14, every graph considered in this paper is a
weighted graph, i.e., a graph in which each vertex is assigned an integer (called its
weight). Every weighted graph in this paper is a finite undirected graph such that no
edge connects a vertex to itself and at most one edge joins anygiven pair of vertices.

If S is a smooth complete surface andD a divisor of S with strong normal
crossings, thedual graph of (D; S) is the weighted graphG = G(D; S) whose ver-
tices are the components ofD; distinct verticesDi andDj are joined by an edge ifDi \ Dj 6= ;; and the weight of a vertexDi is D2i . We assume familiarity with this
idea, as well as with the basic theory of weighted graphs (their blowing-up, blowing-
down and equivalence); the relevant definitions can be foundin various sources, for
instance [17], [16], or the appendix of [2] (see also the beginning of section 3, in this
paper). LetD1; : : : ; Dn be the distinct components ofD. We say thatDj is a neighbor
of Di if i 6= j andDi \ Dj 6= ; (i.e., if the verticesDi;Dj of G are neighbors); the
number of neighbors ofDi is called itsbranching number; if this number is greater
than or equal to 3, we say thatDi is a branching componentof D (or that the vertexDi is a branch pointof G). We say thatG is a linear chain (or a linear tree) if it is a
tree without branch points; anadmissible chainis a linear chain in which every weight
is strictly less than�1; note that the empty graph is an admissible chain. We say thatD is a tree (or a linear chain, or an admissible chain, etc) ifG has the corresponding
property.

Let X andX� be complete normal surfaces,� a birational isomorphism between

them (eitherX �! X� or X � X�) and 3 a one-dimensional linear system onX
without fixed components. In this situation, we will often use the fact that3 and �
determine, in a natural way, a one-dimensional linear system 3� on X� without fixed

components. The tacit understanding is that, for suitably chosen rational mapsX �! P
1

and X� ��! P
1 determining3 and3� respectively,�, � and �� form a commutative

diagram.
The set of nonnegative (resp. positive) integers is denotedN (resp.Z+).

1. Preliminaries on affine rulings

1.1. Let X be a complete normal rational surface. An “affine ruling” ofX is
usually defined to be a morphismp : U ! 0 where0 is a curve,U is a nonempty
open subset ofX isomorphic to0 � A

1 and p is the projection0 � A
1 ! 0. Since0 � A

1 is normal and rational,0 is an open subset ofP1 andU is contained in the
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smooth locus ofX. The morphismp extends to a rational mapX ! P
1 which, in

turn, determines a unique linear system3 on X without fixed components. Since we
do not want to distinguish between rulings which determine the same linear system3,
we adopt the viewpoint that3 itself is the affine ruling:

DEFINITION. Let 3 be a one-dimensional linear system onX without fixed com-
ponents. We say that3 is an affine ruling of X if there exist nonempty open subsetsU � X and 0 � P

1 such thatU �= 0 � A
1 and such that the projection morphism0 � A

1! 0 determines3.

If 3 is an affine ruling ofX then the general memberC of 3 satisfiesC \ U �=
A

1; it follows:� the general member of3 is irreducible and reduced;� 3 has at most one base point onX.
In the special case whereX is smooth and Bs(3) = ;, the general memberC of 3
satisfiesC �= P

1 andC2 = 0; so 1.2 applies to this situation.

1.2. Let X be a smooth, complete rational surface andC a curve onX satisfy-
ing C �= P

1 andC2 = 0. Then the following facts are well-known (see 2.7.1 of [11] or
Lemma 2.2 of [12], p. 115):
(1) The Riemann-Roch Theorem forX implies that the complete linear system3 =jCj has dimension one; since Bs(3) = ;, 3 gives rise to a morphism� : X! P

1.
(2) There exists an open subset0 6= ; of P

1 such that��1(0) �= 0�P
1 and such that

the composition��1(0) �= 0�P
1! 0 is the restriction of� (i.e., 3 is a P

1-ruling ofX).
(3) There exists an irreducible curveH � X such thatH �3 = 1; such a curveH is
called asectionof 3 (or �). If H is a section thenH �= P

1 and, given0 satisfying
(2) and0 6= P

1, we have��1(0) n H �= 0 � A
1 and the composition��1(0) n H �=0 � A

1! 0 is the restriction of� (so3 is also an affine ruling ofX).
(4) If U is any open subset ofX isomorphic to0 � A

1 for some open subset0 6= ;
of P

1, and if the compositionU �= 0 � A
1 ! 0 is compatible with3, then U =X n supp(H +C1 + � � � +Cr ) for some sectionH of 3 and for some curvesC1; : : : ; Cr

where eachCi is contained in some member of3.
Let H be a section of3, let m = �H 2 and, for each reducible2 memberF of 3, letF Æ be the unique irreducible component ofF which meetsH (F Æ is an integral curve
and occurs inF with multiplicity one).
(5) For each reducible memberF of 3, if F ℄ denotes the reduced effective divisor
such that supp(F ) = supp(F ℄) then F ℄ has strong normal crossings and is a tree of
projective lines. Moreover,F ℄ can be shrunk until onlyF Æ remains (F Æ itself is not

2Note that if F 2 3 has irreducible support then the conditionF � H = 1 implies that it is also
reduced (i.e.,F is an integral curve).
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shrunk) and, after that contraction, (F Æ)2 = 0. Note the following consequence: ifC is
an irreducible component ofF andC is branching in supp(F +H ) thenC2 < �1.
(6) If all reducible members are shrunk as described in (5), then one obtains the ruled
surfaceFm. This shrinking process is a birational morphism� : X ! Fm which maps
the members of3 (resp.H ) to the members (resp. the negative section) of the ruling
of Fm.
The shrinking processes described in (5) and (6) are uniquely determined by the
choice of a sectionH .

NOTATION 1.3. If X is a complete normal rational surface and3 is an affine rul-
ing of X, let Xs be the smooth locus ofX andX0 = Xs n Bs(3). We write (X̄; 3̄) �
(X;3) to indicate thatX̄ is a smooth and complete surface containingX0 as an open
subset, the complement ofX0 in X̄ is the support of a reduced effective divisor with
strong normal crossings,̄3 is a base point free affine ruling of̄X and 3̄jX0 is equal
to 3jX0 .

Lemma 1.4. Let X be a complete normal rational surface and3 an affine rul-
ing of X and suppose that(X̄; 3̄) � (X;3). Let D be the divisor ofX̄ with strong
normal crossings and whose complement isX0. Then:
(1) Each connected component ofD is a tree of projective lines.
(2) At most one irreducible component ofD is a section of3̄.
(3) Every irreducible component ofD which is not a section of̄3 is contained in a
member of3̄.

Proof. Consider an open subsetU � X isomorphic to0 � A
1 (for some open

subset0 6= ; of P
1) and such that the compositionU �= 0 � A

1 ! 0 is compatible
with 3; note thatU � X0. Since the complement of0 � A

1 in P
1 � P

1 is a tree of
projective lines, and since supp(D) is contained inX̄ n U , it easily follows that asser-
tion (1) holds. By part (4) of 1.2 we havēX n U = supp(H + C1 + � � � + Cr ), for some
sectionH of 3̄ and for some curvesC1; : : : ; Cr , where eachCi is contained in some
member of3̄; since supp(D) � supp(H +C1 + � � � +Cr ), (2) and (3) hold.

Proposition 1.5. Let X be a complete normal rational surface and3 an affine
ruling of X. Let X0 = Xs n Bs(3).
(1) There exists a unique pair(X;3)� = (X̃; 3̃) satisfying (X̃; 3̃) � (X;3) and the
following condition:

(*) Every irreducible componentC of X̃ n X0 satisfiesC2 � �1, and if equality
holds thenC is a section of3̃.

(2) Every irreducible component of̃X n X0 which is not a section of̃3 is contained
in somereduciblemember of3̃.
(3) Every member of̃3 meetsX0.
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(4) If (X̄; 3̄) is any pair satisfying(X̄; 3̄) � (X;3), then there exists a birational
morphismX̄! X̃ which restricts to an isomorphism fromX0 � X̄ to X0 � X̃.

Proof. We begin by proving (4): assume that (X̃; 3̃) is any pair satisfying
(X̃; 3̃) � (X;3) and condition (*), and let (̄X; 3̄) be as in assertion (4). There exists a
smooth complete surfaceS and two birational morphisms, ˜� : S ! X̃ and �̄ : S ! X̄,
such that if we regard ˜� (resp. �̄) as a composition of monoidal transformations then
each one of these is centered at a point infinitely nearX̃ n X0 (resp.X̄ nX0). We also
assume that (S; �̃; �̄ ) is minimal, i.e., that the total number of monoidal transforma-
tions in �̃ and �̄ is minimal. It suffices to show that ¯� is an isomorphism.

Assume that ¯� is not an isomorphism and consider a curve0 � S which is first
to shrink, in the contraction process going fromS to X̄. By minimality of (S; �̃; �̄ ), 0
is not in the exceptional locus of ˜� ; thus it is the strict transform of some componentC of X̃ n X0, whereC2 � �1. Since (̃X; 3̃) satisfies (*),C must be a section of3̃. Since �̄(0) is a point, it follows that3̄ has a base point, contradicting (X̄; 3̄) �
(X;3). Hence, ¯� is an isomorphism and (4) is proved.

Note that (4) implies, in particular, that if (X̃; 3̃) exists then it is unique (up to
isomorphism). So, to finish the proof, there remains to construct a pair (̃X; 3̃) satisfy-
ing (1–3).

Consider the minimal resolution of singularitieŝX ! X of X and let Ê be the
inverse image of the singular points. ThenX̂ is a smooth complete surface,Ê is a re-
duced effective divisor ofX̂ with strong normal crossings and̂X n supp(̂E) ! Xs is
an isomorphism. Arguing as in the proof of 1.4, we see that each connected compo-
nent of Ê is a tree of projective lines. Moreover, every irreducible componentE of Ê
satisfiesE2 � �1, and ifE2 = �1 thenE is branching inÊ.

Then3 determines an affine rulinĝ3 of X̂. Let � : X̃ ! X̂ be the minimal res-
olution of the base points of̂3 and 3̃ the corresponding base point free linear system
on X̃. It is clear that (̃X; 3̃) � (X;3); we shall now argue that (*) holds. LetD be
the divisor ofX̃ with strong normal crossings such thatX̃nX0 = supp(D) and consider
a componentC of D.

SinceD is the union of the strict transform of̂E and of the exceptional locus of�, it is clear thatC2 � �1.
Assume thatC is not a section of3̃. Then Lemma 1.4 implies thatC is contained

in some memberF of 3̃; sinceF 2 = 0 andC2 < 0, F must have reducible support,
which proves assertion (2) of the Proposition. There remains to show thatC2 < �1.
Assume the contrary; thenC2 = �1 and, by 1.2,C is not branching in supp(H + F )
for any sectionH of 3̃.

Suppose thatC is the strict transform of some componentE of Ê. ThenE2 ��1 in X̂; by the properties ofÊ, E2 = �1 andE is branching inÊ. Consider three
distinct neighborsEi (i = 1;2;3) of E in Ê. SinceE2 = C2, we see that the strict
transformCi of Ei meetsC in X̃ (for all i = 1;2;3). SinceCi is a component of
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X̃ nX0, Lemma 1.4 implies thatCi is a section of3̃ or is contained in some memberFi of 3̃; in the latter case,Ci \ C 6= ; implies thatFi = F . Since at most oneCi can
be a section of3̃ it follows that, for a suitable sectionH , C1; C2; C3 and C are all
contained in supp(H +F ). This contradicts the fact thatC is not branching in supp(H +F ), soC is not the strict transform of a component ofÊ.

Thus C is in the exceptional locus of� (and 3̂ has a base point). Write� =�r Æ � � � Æ �1, where�i : Xi ! Xi�1 is a monoidal transformation (r � 1, X0 = X̂,Xr = X̃), and note that the exceptional curveH � X̃ of �r is a section of3̃. By
(1.1), there is a unique base point onXi�1 (1 � i � r); it follows that the center of�i lies on the exceptional curve of�i�1 for each i > 1, and consequentlyC2 = �1
implies C = H . This contradicts our assumption thatC is not a section of3̃, so we
proved thatC2 < �1.

To prove (3), suppose thatF 2 3̃ satisfies supp(F ) � supp(D). Then each com-
ponentC of F satisfiesC2 < �1 becauseC � supp(D) andC is not a section. This
contradicts the fact (1.2) thatF contracts to a 0-curve (or is a 0-curve).

DEFINITION 1.6. Suppose thatX is a complete normal rational surface and that3
is an affine ruling ofX. Let X0 = Xs n Bs(3) and consider (X;3)� = (X̃; 3̃).

For each memberF of 3, let F̃ be the unique element of̃3 such thatF̃ \ X0 =F \ X0; then F 7! F̃ defines a bijection3 ! 3̃ (because3̃jX0 = 3jX0 and, by 1.5,
each member of̃3 meetsX0).

1.7. Let X be a complete normal rational surface and3 an affine ruling ofX.
In this paragraph, we relate the rank of Pic(Xs) to some numbers determined by the
pair (X̃; 3̃) of Proposition 1.5.

Let D be the divisor ofX̃ with strong normal crossings such thatX̃ n X0 =
supp(D). Proposition 1.5 implies that, for a suitable choice of a section H of 3̃, every
componentC of D satisfies
(i) C2 � �1
and one of
(ii) C = H
(iii) C is contained in some reducible member of3̃ andC2 < �1.

Let m = �H 2 and letF1; : : : ; Fs be the reducible members of̃3. For eachi, we
can writeFi = F Æi + F ?i whereF Æi is an integral curve,F Æi �H = 1, F ?i is effective andF ?i �H = 0. By 1.2,F ?i can be shrunk to a point and, if we do this for alli = 1; : : : ; s,
we obtain the ruled surfaceFm. Since Pic(Fm) is freely generated by a section and a
fibre, it follows that

(1)
Pic(X̃) is freely generated byH , a general memberF of 3̃ and all
components ofF ?1 ; : : : ; F ?s .

We write F ?i = F 0i +F 00i , whereF 0i andF 00i are effective,F 0i contains the components of
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F ?i which meetX0 and F 00i contains those included iñX n X0. We claim thatF 0i 6= 0.
In fact, consider a componentC of F ?i satisfyingC2 = �1 (such aC exists, sinceF ?i
is nonzero and shrinks to a point). SinceC satisfies neither (ii) nor (iii), it is not a
component ofD, soC is contained inF 0i . Hence,F 0i 6= 0 for all i.

Observe that

(2) X̃ nX0 = supp

 
ÆH +

sX
i=1

�F 00i + ÆiF Æi �
!
;

where

Æ =

(
1; if H \X0 = ;,
0; if H \X0 6= ;, and Æi =

(
1; if F Æi \X0 = ;,
0; if F Æi \X0 6= ;.

In view of (1), (2) and the fact that, for eachi, F is linearly equivalent toFi =F Æi + F 0i + F 00i , we obtain that Pic(X0) is the abelian group generated byH , F and all
components ofF 0

1; : : : ; F 0s , with relations:

(3)
F = F 0i (for each i such thatÆi = 1) andH = 0 (if Æ = 1).

Note that Pic(Xs) = Pic(X0) and let ki � 1 be the number of components ofF 0i . We
conclude that

(4) rank(PicXs) = (2� Æ) +
sX
i=1

(ki � Æi);
where 1� 2� Æ � 2 and, for alli, ki � Æi � 0.

SURFACES SATISFYING THE CONDITION(†)
From now-on, we restrict ourselves to the case whereX satisfies the condition (†)

defined in the introduction.

Proposition 1.8. Suppose thatX satisfies(†), let 3 be an affine ruling ofX and
consider the pair(X̃; 3̃) = (X;3)�.
(1) 3 has one base point onX and exactly one irreducible componentH of X̃ n X0
is a section of3̃.
(2) Every memberF of 3̃ has a unique irreducible componentCF which meetsX0.
Consequently, every member of3 has irreducible support.
(3) If F is reducible thenC2F = �1 and CF is the only component ofF with this
property. Moreover, CF does not meetH , is not branching insupp(F + H ) and the
multiplicity of CF in F is strictly greater than1.
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(4) Under the bijection3! 3̃ defined in1.6, the multiple members of3 correspond
to the reducible members of̃3. If M = �C 2 3, whereC � X is a curve and� 2 N,
then � is equal to the multiplicity ofCM̃ in M̃.
(5) Let Mi = �iCi (1 � i � s) be the multiple members of3, whereCi � X is a
curve and�i > 1 is an integer, and letM be any member of3. ThenPic(Xs) is the
abelian group given bys + 1 generatorsM;C1; : : : ; Cs and relations�iCi = M fori = 1; : : : ; s. In particular, Pic(Xs) = Z if and only if s < 2 or �1, . . . , �s are pairwise
relatively prime.

Proof. LetH be a section of3̃ satisfying conditions (i–iii) of 1.7; let the nota-
tions Fi , F Æi , F ?i , F 0i andF 00i be as in 1.7.

We have 1 = (2�Æ)+Psi=1(ki�Æi) by equation (4), where 2�Æ � 1 andki�Æi � 0
for all i; thus Æ = 1 andki = 1 = Æi for all i = 1; : : : ; s. SinceÆ = 1, H \ X0 = ; and
assertion (1) is proved.

Let F 2 3̃. If F is irreducible thenF 2 = 0 implies thatF \X0 6= ;, by condition
(i) of 1.7. If F = Fi for some i, then F Æi \ X0 = ; (becauseÆi = 1) and F 0i has
irreducible support (becauseki = 1). Assertion (2) follows.

We haveF 0i = �iCFi for some�i � 1. In 1.7, when we proved thatF 0i 6= 0, we
actually showed that at least one componentC of F 0i satisfiesC2 = �1; thusC2Fi =�1. Conversely, ifC is any component ofFi such thatC2 = �1, thenC \ X0 6= ;
(otherwise conditions (i–iii) of 1.7 would be violated), soC = CFi . SinceF 0i does not
meetH , CFi does not meetH ; CFi is not branching in supp(F + H ) because, in the
contraction ofFi to a 0-curve,CFi is the first component to shrink. By part (6) of
Lemma 2.2 of [12],CFi must be a multiple component ofFi . So (3) holds.

In part (4), the assertion about� is trivial and the correspondence between mul-
tiple members of3 and reducible members of̃3 is essentially the fact thatCFi is a
multiple component ofFi (preceding paragraph).

Since Æ = 1 and Æi = 1 for all i, and in view of (3) of 1.7, Pic(Xs) is generated
by F , CF1, . . . , CFs , with relations�iCFi = F for i = 1; : : : ; s. This, together with (4),
implies (5).

1.9. Suppose thatX satisfies (†), let 3 be an affine ruling ofX and consider
the pair (̃X; 3̃) = (X;3)�. By 1.2, each reducible member of3̃ can be shrunk to a 0-
curve and the shrinking is uniquely determined by the choiceof a section of3̃. From
now-on, whenever we shrink reducible members of3̃ to 0-curves, we tacitely assume
that the shrinking is the one which is determined by the unique section of3̃ contained
in X̃ nX0 (see Proposition 1.8).

1.10. The following notations and remarks are useful. Suppose that X satisfies
(†), let 3 be an affine ruling ofX, consider (̃X; 3̃) = (X;3)� and letD be the divisor
of X̃ with strong normal crossings such thatX̃ nX0 = supp(D).



NORMAL RATIONAL SURFACES 47

By Proposition 1.8,3̃ has a unique sectionH contained inD and, if F is a re-
ducible member of3̃, F has a unique componentCF which meetsX0 and the multi-
plicity � of CF in F is strictly greater than 1; moreover, supp(F��CF ) has either one
or two connected components and exactly one of those components meetsH . Let us
denote those connected components byF u andF `, whereF u is the one which meetsH andF ` is allowed to be empty. We regardF u andF ` either as sets or as reduced
effective divisors; we haveF u 6= ; and, recalling how the morphism̃X! Fm contractsF (see 1.2, 1.9), we see thatF ` is either empty or an admissible chain. Finally, letD0

denote the connected component ofD which containsH ; thusD0 = H +F u1 + � � �+F us ,
whereF1; : : : ; Fs are the reducible members of3̃, andD = D0 + F1̀ + � � � + Fs̀ .

As explained in 1.1, our definition of “affine ruling” is slightly different from the
standard one. The following gives the exact relation between the two definitions:

Proposition 1.11. Suppose thatX satisfies(†) and that3 is an affine ruling ofX. For an open subsetU of X, the following are equivalent:
(1) There exists an isomorphismU �= 0�A

1, for some open subset0 6= ; of P
1, such

that the compositionU �= 0 � A
1! 0 is compatible with3.

(2) U = X n supp(M1 + � � � +Mp), for some nonempty subsetfM1; : : : ;Mpg of 3 con-
taining in particular all multiple members.
Moreover, if these conditions hold(andM1; : : : ;Mp are distinct) thenU is isomorphic
to (P1 � p points)� A

1 (or equivalently toP
2 minusp lines meeting at a point).

Some graph theory is needed for proving the above result. Given q 2 N, let Sq
be the weighted tree consisting ofq + 1 verticesv0; v1; : : : ; vq , all of weight 0, and of
the q edgesfv0; vig, i = 1; : : : ; q. Note that det(S1) = �1 and that det(Sq) = 0 for allq 6= 1 (see 3.15 for the determinant of a weighted graph). Note that if q � 1 andS

is identical toSq except for the weight ofv0, thenS is equivalent toSq . Note, also,
that if Sp andSq are equivalent thenp = q.

Lemma 1.12. Let p � 1 and r � 0 be integers, G a weighted tree, v a vertex of
G, A1; : : : ;Ap;B1; : : : ;Br the branches ofG at v, where eachAi consists of a single
vertex of weight0 and, in eachBi , every weight is strictly less than�1.
(1) If G is equivalent toSq for someq 2 N, then r = 0 and p = q.
(2) If G is equivalent to a linear chain0 of the form

(�) . . .r0 rx r
!1 r

!q
(q � 0, !i � �2 and x 2 Z),

thenG itself has the form(�).
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Proof. Let us say, temporarily, that a weighted treeT satisfies the condition
(NN) if it has a branch pointb such that: (i) at least one branch ofT at b has all
its weights strictly less than�1; and (ii) every branch ofT at b containing a weight� �1 contains a nonnegative weight. Then we leave it to the reader to verify the fol-
lowing fact:

(5)
If a weighted treeT satisfies (NN) then so does every minimal
weighted tree equivalent toT .

Note thatSq is minimal and does not satisfy (NN); also,0 contracts to a minimal
chain which does not satisfy (NN). SinceG is equivalent toSq or 0, it follows from
(5) thatG does not satisfy (NN). We claim:

(6) If r 6= 0 thenG is of the form (�) and det(G) � �2.

Indeed, suppose thatr 6= 0; if either v or some vertex of someBi is a branch
point of G, thenG satisfies (NN), a contradiction. SoG is a linear chain. In particular,p + r � 2, sop = 1 = r andG is of the form (�). We have det(G) = �det(B1) by 3.18,
and det(B1) � 2 by 3.19; so (6) holds.

To prove assertion (1), suppose thatG is equivalent toSq . Then det(G) =
det(Sq ) � �1, so r = 0 by (6). Sincer = 0 andp > 0, G is equivalent toSp, sop = q.

To prove (2), suppose thatG is equivalent to0. By (6), we may assume thatr =
0. ThenG is equivalent toSp, so det(Sp) = det(0) = �det(00) � �1 by 3.18 and 3.19,
where00 is the admissible chain with weights!1; : : : ; !q . So p = 1 (and r = 0) and
consequentlyG is of the form (�) (with q = 0).

Proof of Proposition 1.11. We shall prove that (1) implies (2) and leave the rest
to the reader. Suppose thatU satisfies condition (1) and letq 2 N be such that0 =
P

1 � q points. RegardU as an open subset ofP1 � P
1; then the complement ofU

is a divisorW with strong normal crossings and whose dual graph isSq . Note thatU is connected at infinity. We also observe thatU � X0, whereX0 = Xs n Bs(3);
the inclusion is strict because the complement ofU in X has pure dimension one (the
intersection matrix ofW is not negative definite, soW cannot be shrunk to a normal
point).

Consider (̃X; 3̃) = (X;3)� and recall that the open subsetX0 of X can be embed-
ded in X̃ as the complement of a divisorD of X̃ with strong normal crossings. SinceU � X0 (strictly) and X̃ n U has pure dimension one,

(7) X̃ n U = supp(D +C1 + � � � +Cp) (p > 0)

for some distinct curvesC1; : : : ; Cp not contained inD. By Proposition 1.8, some
componentH of D is a section of3̃; thus part 4 of 1.2 implies that eachCi is con-
tained in a member of̃3. Since every memberF of 3̃ has a unique componentCF
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which meetsX0 (Proposition 1.8), we haveCi = CGi (1 � i � p) for some distinctG1; : : : ;Gp 2 3̃. Using (7), we have (inX) U = X0 n supp(M1 + � � � + Mp) whereMi 2 3 corresponds toGi 2 3̃ under the bijection3 ! 3̃ defined in 1.6. SinceX n U has pure dimension one,

(8) U = X n supp(M1 + � � � +Mp):
Suppose that the reducible membersF1; : : : ; Fs of 3̃ have been labeled in such a

way that

fF1; : : : ; Fsg n fG1; : : : ;Gpg = fF1; : : : ; Frg (where 0� r � s):
SinceU is connected at infinity, we may write (using (7) and 1.10):

(9) X̃ n U = supp(H + F u1 + � � � + F ur +G1 + � � � +Gp):
Let  : X̃ ! S (whereS is smooth) be the shrinking ofG1; : : : ;Gp to 0-curves (see

1.2 and 1.9). ThenU !  (U ) is an isomorphism andS n  (U ) = supp(D0), whereD0
is a divisor ofS with strong normal crossings. By (9), the dual graphG of (S;D0) is
a tree withp + r branches at (H ): p branches (Gi) consisting of a single vertex
of weight zero andr branches (F ui ) in which every weight is strictly less than�1.
Thus G satisfies the hypothesis of Lemma 1.12 and part 1 of that result gives r = 0,
so fF1; : : : ; Fsg � fG1; : : : ;Gpg. From this and (8), it follows thatU satisfies condi-
tion (2).

1.13. Let X be a complete normal rational surface.
Given an affine ruling3 of X, consider (̃X; 3̃) = (X;3)� and the divisorD ofX̃ with strong normal crossings such that suppD = X̃ n X0; let G(3) = G(D; X̃) (the

dual graph ofD in X̃).
Then the equivalence class of the weighted graphG(3) depends only onX and

has a unique minimal element, sayEX. Indeed, letX̂ and Ê be as in the proof of
Proposition 1.5, and letEX be the dual graph of̂E in X̂; then the weighted graphEX
is the only minimal element of its equivalence class andG(3) contracts toEX.

DEFINITION 1.14. LetX be a complete normal rational surface and3 an affine
ruling of X. Define�(3) 2 N by:

�(3) = number of branch points ofG(3)� number of branch points ofEX;
whereG(3) and EX are as in 1.13. If�(3) = 0, we say that3 is basic.

REMARK. In 1.13 and 1.14, ifX satisfies (‡) (which includes the case whereX
is smooth), thenEX has no branch point and, consequently,3 is basic if and only if
the divisorD has no branching component.
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Theorem 1.15. Suppose thatX satisfies(†). Then:
(1) at most one singular point ofX is not a cyclic quotient singularity. Let3 be an
affine ruling ofX and assume that at least one of the following conditions holds:

(i) X satisfies(‡); or
(ii) �(3) > 0.

Let (X̃; 3̃) = (X;3)�. Then the following hold:
(2) 3̃ has at most two reducible members and one of them contains allbranching
components of̃X nX0.
(3) Sing(X) [ Bs(3) contains at most three points.
(4) 3 has at most two multiple members. Moreover, if fF1; F2g is a subset of3 con-
taining all multiple members(whereF1 6= F2), and if Fi = �iCi (whereCi is a curve
and �i � 1, i = 1;2), then:
(5) X n (C1 [ C2) is isomorphic toP

2 minus two lines.
(6) Pic(Xs) �= Z� Z=dZ, whered = gcd(�1; �2).

Proof. Let X̂, Ê, 3̂ and � : X̃ ! X̂ be as in the proof of Proposition 1.5; let
the notation be as in 1.10.

First, it is clear that the connected components ofX̃nX0 areD0 and the nonemptyFì ; in particular, there are at mosts + 1 such components and, taking images underX̃! X̂! X, we get that Sing(X) [ Bs(3) contains at mosts + 1 points.
If 3̂ has a base point, denote it byP 2 X̂ and observe that��1(P ) is connected

and thatH � ��1(P ) � supp(D); thus ��1(P ) � D0 and consequently the restriction
of � to the open set̃X n D0 is an isomorphism. Of course, this is also the case if3̂
does not have a base point (� is the identity map). SinceFì is contained in that open
set, 1.10 implies:

��Fì � is either empty or an admissible chain (for eachi = 1; : : : ; s).
On the other hand, the connected components ofÊ are among those of̂X n X0,

and these are�(D0) and the nonempty��Fì �. So at most one connected component
of Ê is not a��Fì �; consequently, at most one connected component ofÊ is not an
admissible chain, i.e., (1) holds.

Recall thatF ui meetsH for all i = 1; : : : ; s, so the branching number ofH in D0

is preciselys. Assuming that (i) or (ii) holds, we will now show thats � 2 and that
assertion (2) of the Theorem holds. For this, we may assume that D (or equivalentlyD0) has a branching component.

Note that�(D0) is either a point or a connected component ofÊ. Thus, under
assumption (i),D0 contracts to an admissible chain or to a single point; since we as-
sumed thatD0 has a branching component, it follows that�(3) > 0. Hence, we may
assume that (ii) holds.

ThenD is not minimal, i.e., it has a componentC which is not branching inD
and which satisfiesC2 = �1; sinceC 6= H impliesC2 < �1, we must haveC = H , so
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H is not branching inD and s � 2. In particular, supp(F1 +F2) contains every branch-
ing component ofD. If each of F1, F2 contains a branching component ofD then
(sinceC2 < �1 for all componentsC of F1 + F2) no contraction ofD can decrease
the number of branching components—contradicting the assumption that�(3) > 0.
This proves assertion (2) of the Theorem. The other assertions easily follow from (2)
and results 1.8 and 1.11.

Corollary 1.16. If X satisfies(†) then at most one singular point ofX is not a
cyclic quotient singularity. IfX satisfies(‡) thenX has at most three singular points.

1.17. We prove the following statement, which was claimed withoutproof in
the introduction:GivenX satisfying(‡) and a curveC on X, the following are equiv-
alent:
(i) �̄(Xs n C) = �1;
(ii) there exists at least one affine ruling3 of X such thatnC 2 3 for somen > 0.

Condition (ii) clearly implies (i). If (i) is satisfied then we have to show thatU =Xs n C is affine-ruled (then 1.11 implies (ii)). ConsiderX̃ ! X̂ ! X, whereX̂ ! X
is the minimal resolution of singularities ofX and X̃ ! X is further blowing-up so
that the inverse imagẽC of C has normal crossings. Then the complement ofU inX̃ is a divisorD with normal crossings and every connected component ofD other
than C̃ is a linear chain. Since the divisor class group ofX (�= PicXs) has rank 1,
any two curves onX meet. Hence, ifE � X̃ is a curve meetingU which is shrunk
in making (X̃;D) almost minimal,E meetsC̃. Hence, on the almost minimal model,
the boundary divisor again has at most one non-linear component. Since the connected
component of the boundary containingC is not contractible, [15] implies thatU is
affine-ruled.

2. Modification of affine rulings

In the proof of the following theorem, we consider an arbitrary affine ruling 3
satisfying �(3) > 0 and “reduce” it to an affine ruling30 such that�(30) < �(3)
(see Definition 1.14 for�). We will see later that this reduction process is an instance
of a more general modification process.

Theorem 2.1. If X satisfies(†) then it admits a basic affine ruling.

Proof. Suppose that3 is an affine ruling ofX satisfying �(3) > 0. ConsiderX0 = Xs n Bs(3), (X̃; 3̃) = (X;3)�, let D be the reduced effective divisor of̃X such
that X̃ n X0 = supp(D), H the unique section of̃3 contained inD and X̃ �! X̂ ! X
as in the proof of Proposition 1.5.
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Since�(3) > 0, at least one componentC of D satisfies:

(10)
C is branching inD and �(C) is either a point ofX̂ or a curve not
branching in�(D).

By Theorem 1.15,3̃ has at most two reducible members and one of them, sayF̃ ,
contains all branching components ofD; in particular, C � supp(̃F ). Recall from
Proposition 1.8 that̃F has a unique componentCF̃ which meetsX0. Consider the con-
nected components01 and02 of supp(D +CF̃ ), where01 containsH and02 is either
empty or an admissible chain of projective lines. Explicitely, if F̃ is the only reducible
member of3̃ then 01 = supp(H + F̃ ) and 02 = ;; if 3̃ has two reducible members,
sayG1 = F̃ andG2, then 01 = supp(H + G1 + Gu

2) and 02 = G2̀ (see 1.10 for the
notationsGu

2 andG2̀ and note thatG2̀ may be empty).
Consider the birational morphismm : X̃ ! S which shrinksF̃ to a 0-curve (see

1.2, 1.9) and regard it as a compositionX̃ = Sn mn�! � � � m1�! S0 = S of monoidal trans-
formations. Since the exceptional locus ofm has only one (�1)-component (namely,CF̃ ), the center ofmi is on the exceptional curve ofmi�1 for eachi > 1. It follows,
in particular, that the unique component ofF̃ which meetsH is not branching inD,
so C is not that component andm(C) is a point. Another consequence is that01 has
precisely three branches atC, sayB, Bu and B`, whereB containsCF̃ , Bu containsH and every component ofB` has self-intersection strictly less than�1.

Sincem(C) is a point, we may factorm as X̃ ! S̃ ! S, where the image ofC
in S̃ is a (�1)-curve and is the first curve to be shrunk byS̃ ! S. Then it is easy to
see thatX̃! S̃ is the shrinking ofB.

On the other hand, our choice ofC (condition (10), above) allows us to factor�
as X̃ ��! U ! X̂, whereC̄ = �(C) is a curve, but is not branching in̄D = �(D); then
one sees that� is the shrinking ofBu. So we may consider a commutative diagram of
smooth complete surfaces and birational morphisms:

(11)

X̃ �����!
(Bu)

U � ���� �
(B)

??y ??y(B)

??y(B)

S̃ ����!
(Bu)

S 0+ � ���� S 0
where the labels (“B” or “Bu”) indicate what set is shrunk by each morphism—only
the left square is being defined at this time. Let� : X̃ ! S 0+ be the composition of
these maps.

Let x be the self-intersection number of�(C) in S 0+. Since the image ofC in S̃
has self-intersection�1 and S̃ �! S 0+ increases that number by at least one, we havex � 0. The dual graph of�(01) in S 0+ is:

(12)
. . .rx�(C)

r
!1 r

!q| {z }�(B`)
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whereq > 0, !i � �2 andx � 0.
Let P 0

+ 2 S 0+ be the unique point of�(C) which also belongs to another component

of �(01) and consider the birational morphismS 0 ��! S 0+ obtained by blowing-upx
times atP 0

+, in such a way that the dual graph of��1(�(01)) is:

(13)
. . . . . .r0C 0 r

�1
r

�2
r

�2
r

!1�1
r
!2 r

!q

where the 0-curveC 0 is the strict transform of�(C). Since the morphismU ! S 0+ is
isomorphic in a neighborhood ofP 0

+, the same sequence ofx blowings-up can be per-

formed at the level ofU ; this defines a birational morphism� ��! U and completes
the definition of the above commutative diagram (11).

Note that each surfaceY considered in this argument comes equipped with a bira-
tional transformation, say�Y : S 0 ! Y ; consequently, the complete linear systemjC 0j
on S 0 (a P

1-ruling of S 0, by 1.2) determines a linear system (without fixed compo-
nents) on each one of these surfaces. In particular, we will consider the linear systems30 on X and3� on � defined in this way. Clearly,3� is a P

1-ruling of �.
We claim that30 is an affine ruling ofX. For i = 1;2, let 00i = ��1(�(0i)) � S 0.

Then the birational transformation�X : S 0 ! X restricts to an isomorphism�0 going
from the open subsetW 0 = S 0 n (001 [ 002) of S 0 to the open subsetXs n supp(F ) of X
(whereF is the member of3 which corresponds tõF under the bijection3 ! 3̃
defined in Definition 1.6). Then30 is the affine ruling ofX determined by theX-
immersion (S 0; �0) (see 2.3 for details).

We now argue that3 and30 have the same base point onX. Let D� = ��1(D̄)
and letC� be the strict transform of̄C with respect to�. Note that�(H ) is a point
of C̄ and that the image of̄C underU ! X̂ ! X is a point (because the image
of D under X̃ ! X̂ ! X is a finite set of points); thus the base point of3 is the
image of C̄ underU ! X̂ ! X. On the other hand, consider the componentH 0 of001 which is a section ofjC 0j (if x > 0 (resp.x = 0) thenH 0 is the neighbor of the
vertex of weight 0 in the graph (13) (resp. (12))); then the strict transformH � of H 0
(with respect to�! S 0) is a section of3� and satisfiesH � \ C� 6= ;. SinceH � andC� are components ofD� and, under� ! U ! X̂ ! X, D� is mapped to a finite
set of points, we deduce that the image ofH � in X coincides with that ofC̄; so 3
and30 have the same base point.

The morphismsX̃ ��! U � � � give an isomorphism̃Xnsupp(D) �= �nsupp(D�);
it follows that the birational morphism� ��! U ! X̂ ! X restricts to an isomor-
phism from�nsupp(D�) to Xs nBs(3), which is equal toXs nBs(30) by the preceding
paragraph. SinceD� is a reduced effective divisor with s.n.c., (�;3�) � (X;30). Not-
ing that the number of branching components ofD� is strictly less than that ofD, and
taking into account assertion (4) of Proposition 1.5, we conclude that�(30) < �(3).
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FORMALIZATION OF THE REDUCTION PROCESS

DEFINITION 2.2. Suppose thatX is a complete normal rational surface. AnX-
immersionis a pair (S;�) where:
(1) S is a smooth complete surface and� is an isomorphism from an open subsetW
of S to an open subset ofX.
(2) SnW is nonempty and is the support of a divisor (ofS) with strong normal cross-
ings.
(3) Exactly one of the connected components ofS nW is a linear chain of projective
lines with dual graph:

. . .r0 rx r
!1 r

!q
where q � 0, !i � �2 and x is any integer. We call this connected component the
main componentof (S;�) and often denote it by0. We stress that0 has at least two
irreducible components, corresponding to the vertices of weights 0 andx in the above
picture.
(4) If C is an irreducible component ofS n W which is not in the main component0, thenC2 � �1 and if equality holds thenC is branching inS nW .
By dom� we mean the open setW ; by the zero-componentof (S;�), we mean the
component of0 which corresponds to the pending vertex of weight 0 in (3).3 The
neighbor of the zero-component (neighbor in the graph (3)) is called thesection of
(S;�). If x = �1 in (3), we say that (S;�) is in standard form.

REMARK. Let the assumptions and notations as in Definition 2.2. ThenC �= P
1

for every irreducible componentC of S n W . This follows from 2.3, below:C �
supp(6 +Z1 + � � � +Zn).

2.3. Let X be a complete normal rational surface. We claim that eachX-
immersion determines an affine ruling ofX.

To see this, let (S;�) be anX-immersion; letW = dom� and let0, Z and6 be
the main component, zero-component and section of (S;�) respectively. By 1.2, the
complete linear systemjZj is a P

1-ruling of S; also,6 is a section ofjZj. Every ir-
reducible componentC of S nW other than6 satisfiesC � Z = 0, so is contained in
some member ofjZj. Consequently, we can choose a finite subsetfZ1; : : : ; Zng of jZj
such that the open set

W0 = S n supp(6 +Z1 + � � � +Zn)
is contained inW . Enlarging the setfZ1; : : : ; Zng if necessary, we may arrange that

3Note that the pending vertex of weight0 is not unique whenq = 0 andx = 0; let us agree that anX-immersion always comes equipped with a choice of a zero-component.
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the morphismS ! P
1 induced byjZj restricts to a projection mapW0 = 0�A

1! 0.
It follows that, if we let3 denote the linear system onX (without fixed components)
determined byjZj via �, then3 is an affine ruling ofX.

We will describe the image of� in the case whereX satisfies (†); to do it, we
need:

DEFINITION 2.4. Suppose thatX satisfies (†), let 3 be an affine ruling ofX and
consider the pair (̃X; 3̃) = (X;3)�. Let 3̃� be the set of members̃F of 3̃ which
satisfy:
(1) at most one member of̃3 n fF̃ g is reducible; and
(2) all branching components of̃X nX0 are in F̃ .
We also define3� =

�F 2 3 �� F̃ 2 3̃�	, whereF 7! F̃ is the bijection3 ! 3̃ of
Definition 1.6.

2.5. Note that, in Definition 2.4,3� 6= ; if and only if 3̃� 6= ;, if and only if3̃ has at most two reducible members and some member contains all branching com-
ponents ofX̃ nX0. In particular, Theorem 1.15 implies:
(1) If X satisfies (‡) then3� is nonempty.
(2) If �(3) > 0, then3� has exactly one element.

Lemma and definition 2.6. Suppose thatX satisfies(†), let (S;�) be an X-
immersion and letZ and 0 be the zero-component and the main component of(S;�)
respectively.
(1) The complete linear systemjZj on S determines(via �) an affine ruling3 of X.
Moreover, there is a uniqueF 2 3� such thatim� = Xs nsupp(F ). In this context, we
say that(S;�) determines (3;F ).
(2) S n dom(�) has at most two connected components and, if it has two, the compo-
nent other than0 is an admissible chain.

Proof. In view of 2.3, the proof of assertion (1) will be complete if we can show
that im� = Xs n supp(F ) for someF 2 3�.

Let W = dom� andX0 = Xs n Bs(3); sinceW is smooth andjZj is base point
free, �(W ) � X0. If �(W ) = X0 then (S; jZj) � (X;3) and, by part (4) of Proposi-
tion 1.5, there exists a birational morphismS ! X̃ which restricts to an isomorphismW ! X0. Let C � X̃ be the image ofZ underS ! X̃; thenC is a component ofD
satisfyingC2 � 0, which is absurd. Hence�(W ) � X0 (strictly).

Consider (̃X; 3̃) = (X;3)� and let the notations of 1.10 be in effect (in particularD, H and, givenF 2 3̃, CF , F u and F `). Regard�(W ) andX0 as open subsets ofX̃. Observe that, inS, no connected component ofS nW can be shrunk to a smooth
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point; thusX̃ n �(W ) has pure dimension one, so

X̃ n �(W ) = supp(D +C1 + � � � +Cp) (p > 0)

where theCi are distinct curves not contained inD.
In 2.3 we noted that the morphismS ! P

1 determined byjZj restricts to a pro-
jection mapW0 = 0 � A

1 ! 0, whereW0 � W . Then, as in the proof of 1.11, 1.2
implies thatCi = CGi (1 � i � p) for some distinctG1; : : : ;Gp 2 3̃. Let F1; : : : ; Fr
(r � 0) denote the reducible members of3̃ n fG1; : : : ;Gpg. Define

GÆ = supp(H +G1 + � � � +Gp + F u1 + � � � + F ur );(14)

G = X̃ n �(W ) = supp(GÆ + F1̀ + � � � + Fr̀ )(15)

and note thatGÆ and the nonemptyFì are the connected components ofG.
Let G be the dual graph ofG and GÆ the dual graph ofGÆ in X̃ (so GÆ is a

connected component ofG); let Q be the dual graph ofS nW in S and letQÆ be the
dual graph of0 (so QÆ is a connected component ofQ). Clearly,Q andG are equiva-
lent weighted graphs. Because no connected component ofG or Q is equivalent to the
empty graph, the connected components ofQ correspond bijectively to those ofG, in
such a way that each component ofQ is equivalent to the corresponding component of
G. We claim thatQÆ corresponds toGÆ under that bijection. Indeed,QÆ corresponds
(and so is equivalent) to some connected componentG 0 of G; if G 0 6= GÆ thenG 0 must
be the dual graph ofFì for somei, so every weight inG 0 is strictly less than�1 and
G 0 is the unique minimal element of its equivalence class; consequently,QÆ contracts
to G 0. This is absurd, because any contraction ofQÆ contains a nonnegative weight.
So GÆ is equivalent toQÆ, which is of the form (�) described in Lemma 1.12.

By 1.2 (and 1.9), eachGj can be contracted to a 0-curve. LetGÆ be the weighted
graph obtained fromGÆ by contracting allGj to 0-curves; in view of (14),GÆ hasp+r
branches atH : p branches consisting of a single vertex of weight zero andr branches
in which every vertex has weight strictly less than�1. Thus part (2) of Lemma 1.12
implies thatGÆ is of the form (�). So p = 1, r � 1 and, if r = 1, H + F u1 is a linear
chain. So (15) simplifies to:

(16) X̃ n �(W ) =

(
supp(H +G1); if r = 0;

supp(H +G1 + F u1 + F1̀ ); if r = 1:
Since r is the number of reducible members of3̃ n fG1; : : : ;Gpg = 3̃ n fG1g, we

have:

(17) At most one member of̃3 n fG1g is reducible.

Regarding (16), we observe:H is not branching inX̃ n�(W ); if F1̀ is nonempty, then
it is an admissible chain and a connected component ofX̃ n �(W ); if r = 1 thenH +



NORMAL RATIONAL SURFACES 57

F u1 is a linear chain. Thus all branching components ofX̃ n �(W ) are inG1 and in
particular:

(18) All branching components of̃X nX0 are inG1.

By (17) and (18), we obtainG1 2 3̃� and consequentlyM1 2 3�.
In X̃ we have�(W ) = X̃ n supp(D + C1) = X̃ n supp(D +G1) = X0 n supp(G1) so,

in X, �(W ) = X0 n supp(M1) = Xs n supp(M1). This proves assertion (1). Assertion (2)
follows from (16) and the argument concerning the connectedcomponents ofG and
Q.

DEFINITION 2.7. LetX be a complete normal rational surface.
(1) Let (S;�) be anX-immersion, with zero-componentZ and section6, and letW = dom�. If P is a point ofZ, we define anX-immersion (S 0; �0) = elmP (S;�)
as follows: let� : S̃ ! S be the blowing-up ofS at P , Z̃ the strict transform ofZ
on S̃ and � 0 : S̃ ! S 0 the contraction ofZ̃. Let W 0 = � 0(��1(W )), consider the iso-
morphism� : W 0 ! W obtained by restricting� Æ(� 0)�1 and define�0 = �Æ� . We say
that (S 0; �0) is obtained from (S;�) by an elementary transformation. We distinguish
two types of elementary transformations: elmP is of sprouting type(resp. of subdivi-
sional type) if P 2 Z n6 (resp.fP g = Z \6). Note that, if (S 0; �0) = elmP (S;�), then
(S;�) = elmQ(S 0; �0) for a suitable choice of a pointQ; here, elmP and elmQ are of
distinct types.
(2) Two X-immersions areequivalentif one can be obtained from the other by a se-
quence of elementary transformations.
(3) GivenX-immersions (S;�) and (S 0; �0), we write (S 0; �0) � (S;�) to indicate that
(S 0; �0) is produced by performing on (S;�) a sequence of elementary transformations
of subdivisional type.

Proposition 2.8. Suppose thatX satisfies(†).
(1) If 3 is an affine ruling ofX and F 2 3� then there exists anX-immersion(S;�)
which determines(3;F ) (as in 2.6).
(2) Let (S;�) and (S 0; �0) beX-immersions determining pairs(3;F ) and (30; F 0) re-
spectively. Then:

(3;F ) = (30; F 0) if and only if (S;�) is equivalent to(S 0; �0).
Proof. Let3 be an affine ruling ofX and F 2 3�; let V = Xs n supp(F ). Con-

sider (X̃; 3̃) = (X;3)� and F̃ 2 3̃� (recall the bijection3! 3̃, F 7! F̃ , defined in
1.6). SinceV � X0 = XsnBs(3) andX0 can be viewed as a subset ofX̃, we may writeV = X0 n supp(̃F ). Let S be the surface obtained from̃X by shrinking F̃ to a 0-curve
(see 1.2, 1.9) and letm : X̃ ! S be the corresponding morphism. LetW = m(V )
and let� : W ! V be the restriction ofm�1. Then (S;�) is an X-immersion and
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determines the pair (3;F ); so (1) is proved.
The fact that equivalentX-immersions determine the same pair (3;F ) is quite

clear. Conversely, suppose that (S;�) and (S 0; �0) are X-immersions determining the
same pair (3;F ); we will show that (S;�) and (S 0; �0) are equivalent.

For (S;�), we use the notationsW , Z and6 as in 2.7; for (S 0; �0), we useW 0,Z0 and60. Since� and �0 have the same imageXs n supp(F ), they determine a bi-
rational isomorphismS ! S 0 which restricts to an isomorphismW ! W 0. So there
exists a smooth complete surface� and two birational morphisms,� : � ! S and� 0 : � ! S 0, such that if we regard� (resp. � 0) as a composition of monoidal
transformations then each one of these is centered at a pointinfinitely near S n W
(resp. S 0 n W 0). We also assume that (�;�; � 0) is minimal, i.e., that the total num-
ber of monoidal transformations in� and � 0 is minimal. We denote this number byN((S;�); (S 0; �0)). Since we assumed that (S;�) and (S 0; �0) determine the same3,
it follows that 6̃ = 6̃0, where 6̃ (resp. 6̃0) is the strict transform of6 (resp.60) on�.

If � is an isomorphism thenS 0 is obtained fromS by contracting some irreducible
components ofS nW ; since no component ofS nW is a (�1)-curve except possibly6, and since� 0 does not shrink6 (for 6̃ = 6̃0), � 0 must then be an isomorphism and
we are done in this case.

Suppose that� is not an isomorphism; by the above paragraph (with� and � 0
interchanged),� 0 is not an isomorphism and we may consider a curveC̃ � � which
is first to be shrunk by� 0. By minimality of (�;�; � 0), C̃ is the strict transform of
some componentC of S n W satisfyingC2 � �1. Since� 0 does not shrink6̃, we
must haveC = Z. Thus exactly one of the monoidal transformations making-up � has
a centerP which is a point ofZ. It follows that

N(elmP (S;�); (S 0; �0)) < N((S;�); (S 0; �0))
and we are done by induction.

DEFINITION 2.9. Suppose thatX is a complete normal rational surface and that
(S;�) is an X-immersion. In this paragraph, we define a set5(S;�) of birational
morphisms and, given� 2 5(S;�), anX-immersion (S;�) � � determined by (S;�)
and � .

Let W = dom� and let0, Z and6 be the main component, zero-component and
section of (S;�) respectively.

Let 5(S;�) be the set of birational morphisms� : S̃ ! S, with S̃ smooth and
complete, satisfying:
(1) the exceptional locus of� has a unique (�1)-component, which we denoteE;
(2) �(E) is a point ofZ n6;
(3) ��1(0) is a linear chain andE has two neighbors in it;
(4) one of the two branches of��1(0) at E can be shrunk to a smooth point (this
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must be the branch containing the strict transforms ofZ and 6; moreover, the first
curve to shrink is eitherZ or 6).
Given a pointP of Z n6, we also define

5P (S;�) =
�� 2 5(S;�)

�� � is centered atP (i.e., �(E) = P )
	:

Given � 2 5(S;�), let  : S̃ ! S 0+ be the birational morphism (withS 0+ smooth)
whose exceptional locus is the branch of��1(0) at E containing the strict transforms
of Z and6. Note that is uniquely determined by� and that its exceptional locus
has exactly one (�1)-component. Moreover, (E) is a curve whose self-intersection
number is nonnegative; (Z) is a point of  (E) and  (E) is the only irreducible
component of (��1(0)) containing that point; (��1(0)) is a linear chain with dual
graph

. . .rx (E)
r
!1 r

!q
where!i � �2; x � 0 andq > 0:

Consider the birational morphism� : S 0! S 0+ defined as follows:
(a) If x = 0, let S 0 = S 0+ and let� be the identity map.
(b) If x > 0, let P 0

+ 2 S 0+ be the unique point of (E) which also belongs to another
irreducible component of (��1(0)); define� by blowing-upx times atP 0

+, in such a
way that the dual graph of��1( (��1(0))) in S 0 is:

. . . . . .r0 r
�1

r
�2

r
�2

r
!1�1

r
!2 r

!q
where the 0-curve is the strict transform of (E).
Then letW 0 = ��1( (��1(W ))) and let�0 be the composite

W 0 ��!  (��1(W ))
�1�! ��1(W )

��! W ��! �(W ):
Then (S 0; �0) is an X-immersion, determined by (S;�) and � . We write (S 0; �0) =
(S;�) �� and, informally, think of (S 0; �0) as the result of� “acting” on (S;�). Note
that � and�0 have the same image.

DEFINITION 2.10. Suppose thatX satisfies (†).
(1) Let C be an equivalence class ofX-immersions. ThenC determines a pair (3;F )
which, in turn, determines (̃X; 3̃) = (X;3)� and F̃ 2 3̃�. As shown in the first para-
graph of the proof of Proposition 2.8, contractingF̃ to a 0-curve gives rise to anX-
immersion (S;�) which determines (3;F ). We call (S;�) the distinguished element
of C.
(2) Suppose that3 is an affine ruling ofX such that�(3) > 0. Then (by 2.5)3�
has exactly one element, sayF , and we may consider the distinguished element (S;�)
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of the equivalence class ofX-immersions which determine (3;F ). We call (S;�) the
standardX-immersion associated to3 (it is an X-immersion in standard form). Note
that (S;�) comes equipped with a birational morphismm : X̃! S (the contraction ofF̃ to a 0-curve).

Corollary 2.11 (Reduction Theorem). Suppose thatX satisfies(†) and that3 is
an affine ruling ofX such that�(3) > 0. Consider the unique elementF of 3�,
the standardX-immersion (S;�) associated to3 and the centerP 2 S of the bi-
rational morphismm : X̃ ! S (the contraction ofF̃ to a 0-curve). Then, for some� 2 5P (S;�), the pair (30; F 0) determined by theX-immersion(S;�) � � satisfies

�(30) = �(3)� 1 and supp(F 0) = supp(F ):
REMARK. In the conclusion of Corollary 2.11, we can replace “for some � 25P (S;�)” by “for every � 2 5P (S;�)”. This is because of part (4) of Lemma 4.4,

which also implies that (30; F 0) is uniquely determined by3, i.e., is independent of
the choice of� 2 5P (S;�).

Proof of 2.11. LetC be the branching component ofD which is closest toH
(notationsD, H , etc as in the proof of 2.1); then it is easy to see thatC satisfies the
condition (10) of the proof. As in the proof of 2.1, factorm as X̃ ! S̃ ��! S and
considerS � � S̃ �! S 0+ � � S 0. Then it is quite clear that� 2 5P (S;�) and that
the X-immersion (S 0; �0) constructed in the proof is exactly (S;�) � � . Then (S 0; �0)
determines a pair (30; F 0) and the proof of 2.1 shows that�(30) < �(3). Actually, we
have�(30) = �(3)� 1 because of how we choseC.

Lemma 2.12. Let X be a complete normal rational surface. Suppose thatI is
an X-immersion, that � 2 5P (I ) and let J = I � � (whereP is a point of the0-
component but not of the section ofI ). Let I� (resp. J�) denote theX-immersion
obtained fromI (resp.J ) by performing one subdivisional elementary transformation.
(1) I� � � 0 = J for some� 0 2 5P�(I�), whereP� is the point, on the 0-component
of I�, which is the image of the strict transform of the0-component ofI .
(2) I � � 0 = J�, for some� 0 2 5P (I ).
(3) If I 0 � I and J 0 � J then there exists� 0 2 5(I 0) satisfyingI 0 � � 0 = J 0.
(4) There existI 0 � I , J 0 � J , � 0 2 5(I 0) and � 00 2 5(J 0) satisfying

I 0 � � 0 = J 0 and J 0 � � 00 = I 0:
Proof. Write I = (S;�) and letZ and6 be the 0-component and section ofI ;

write J = (S 0; �0) = I � � and considerS � S̃ ! S 0+ � S 0, as in Definition 2.9.
To prove (1), consider the pointfQg = Z \6, write (T ; �) = I� = elmQ(S;�) and
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consider the commutative diagram

Ỹ ����! S̃ ����! S 0+ � ���� S 0??y�Y ??y�
T � ���� Y �����! S

where� is the blowing-up atQ and � contracts the strict transform ofZ. Then� 0 =� Æ �Y 2 5P�(I�) and I� � � 0 = J (whereP� is the center of�).
To prove (2), letZ0 and 60 be the 0-component and section ofJ , consider the

point fQg = Z0 \ 60, write elmQ(J ) = J� = (T ; �), let � : Y ! S 0 be the blowing-up
of S 0 at Q and � : Y ! T the contraction of the strict transform ofZ0. Consider the
commutative diagram

Ũ ũ����! U u����! S̃ �����! S??y ??y ??y
T � ���� Y �����! S 0 �����! S 0+

Then� 0 = � Æ u Æ ũ 2 5P (I ) and I � � 0 = J�.
Assertion (3) follows immediately from (1) and (2). To prove(4), consider the

sections6 and 60 of I and J respectively. In view of (3), we may assume that62 < �1 and (60)2 < �1. Then, in the diagramS � S̃ ! S 0+ � S 0, the map�
is the identity map, 2 5(J ) and J �  = I .

Proposition 2.13. Let X be a complete normal rational surface and suppose that
(S;�) and (T ; �) are X-immersions. Then the conditionim� = im � is equivalent to
the existence of a sequencef(S�j ; ��j )gnj=0 of X-immersions satisfying:
(1) (S�0; ��0) � (S;�) and (S�n; ��n) � (T ; �);
(2) for all j = 1; : : : ; n, we have�S�j�1; ��j�1

� � � is equivalent to
�S�j ; ��j �; for some� 2 5�S�j�1; ��j�1

�:
For the proof, we will need the following notations. GivenX-immersionsIj =

(Sj ; �j ) (j = 1;2) such that im�1 = im�2, let D(I1; I2) denote the set of triples
(�;�1; �2) satisfying:
(1) � is a smooth complete surface and�1 : �! S1 and �2 : �! S2 are birational
morphisms;
(2) �j is centered at points ofSj ndom�j (j = 1;2) and��1

1 (S1 ndom�1) = ��1
2 (S2 n

dom�2);
(3) the birational transformations�2��1

1 and��1
2 �1, from S1 to S2, are equal.

Note that D(I1; I2) is nonempty (because im�1 = im�2) and that, given any
(�;�1; �2) 2 D(I1; I2), if one of �1, �2 is an isomorphism then both�1; �2 are.
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Given a birational morphismf : U ! V of smooth complete surfaces, letN(f ) �
0 be the number of monoidal transformations inf .

GivenD = (�;�1; �2) 2 D(I1; I2), let N(D) = N(�1)+N(�2). Also, letN(I1; I2) =
minD2D(I1;I2)

N(D).

Proof of Proposition 2.13. Clearly, the existence of the sequence implies im� =
im �.

For the converse, letI = (S;�) and J = (T ; �) be X-immersions such that im� =
im � and consider the set

I(I;J ) =
�
(I1; I2)

�� I1 � (S;�); I2 � (T ; �); 62
1 < �1; 62

2 < �1
	;

where Ij is an X-immersion and6j is its section. We proceed by induction on the
natural numberd(I; J ) defined by

d(I; J ) = min
�N(I1; I2)

�� (I1; I2) 2 I(I;J )
	:

If d(I; J ) = 0 thenI and J are equivalent; then it is easy to see that there exists
an X-immersion (S�0; ��0) satisfying both (S�0; ��0) � (S;�) and (S�0; ��0) � (T ; �), so
we are done in this case. From now-on, we assume thatd(I; J ) > 0.

Choose (I1; I2) 2 I(I;J ) such thatN(I1; I2) = d(I; J ); write Ij = (Sj ; �j ),Dj = Sj n dom�j and letZj and6j be the 0-component and section ofIj . Choose
(�;�1; �2) 2 D(I1; I2) such thatN(�;�1; �2) = N(I1; I2).

S1
�1 � � �2�! S2

We claim that
(i) Neither of �1, �2 is an isomorphism.
(ii) For eachj = 1;2, the exceptional locus of�j has a unique (�1)-component, sayEj � �, and�j is centered at a point ofZj ; also,�2(E1) = Z2 and�1(E2) = Z1.

Moreover, we claim that (I1; I2) and (�;�1; �2) can be chosen in such a way that
the following conditions hold:

(iii) �j is centered at a point ofZj n6j (for j = 1;2);
(iv) Ej has two neighbors in�j�1(0j ) (for eachj = 1;2), where0j � Dj is the main

component of (Sj ; �j ).
If (i) is false then, as pointed out just before the proof, both �1, �2 are isomor-

phisms; this contradictsd(I; J ) > 0, so (i) holds.
By (i), the exceptional locus of�1 has at least one (�1)-component; letE1 � �

be such a component. SinceN(�;�1; �2) = N(I1; I2), �2 does not contractE1. So,�2(E1) is a non-branching component ofD2 satisfying�2(E1)2 � �1 and consequently�2(E1) = Z2. In particular,E1 is unique.
If the center of�1 is not onZ1 then the strict transform̃Z1 � � of Z1 satisfiesZ̃2

1 = 0. Thus�2(Z̃1) is a component ofD2 with nonnegative self-intersection number
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and, consequently,�2(Z̃1) = Z2. This is impossible, because�2(E1) = Z2 andE1 6= Z̃1.
Thus the center of�1 is on Z1. Then (ii) follows by symmetry in�1 and�2.

For eachj = 1;2, let Pj 2 Zj be the center of�j ; define anX-immersionI 0j =
(S 0j ; �0j ) � Ij and a morphism� 0j : �! S 0j as follows:� If Pj 2 Zj n6j , let I 0j = Ij and � 0j = �j ;� if Pj 2 Zj \6j , let I 0j = elmPj (Ij ) and consider

�??y��j
Sj �j ���� S�j �j����! S 0j

where�j is the blowing-up ofSj at Pj , �j is the contraction of the strict transform
of Zj relative to�j and ��j is defined by�j = �j Æ ��j . Then set� 0j = �j Æ ��j .

Then (I 01; I 02) 2 I(I;J ), (�;� 01; � 02) 2 D(I 01; I 02) and N(�;� 01; � 02) = N(�;�1; �2) =d(I; J ). Moreover, the center of� 0j is a point ofZ0j n60j (for eachj = 1;2), whereZ0j
and 60j are the 0-component and section ofI 0j respectively. In other words, we may
simply assume that (I1; I2) and (�;�1; �2) have been chosen in such a way that (iii)
holds. Finally, (iv) follows immediately from (i–iii).

We proved that there exists (I1; I2) 2 I(I;J ) and (�;�1; �2) 2 D(I1; I2) satisfyingN(�;�1; �2) = N(I1; I2) = d(I; J ) and conditions (i–iv). We will now show thatd(I1 ��; I2) < d(I; J ) for some� 2 5(I1), which will complete the proof.
If ��1

1 (01) is a linear chain then�1 2 5(I1) and I1 � �1 = I2, so we are done in
this case.

Assume that��1
1 (01) is not a linear chain and consider the branching componentC of ��1

1 (01) which is closest to the strict transform̃Z1 � � of Z1. Note thatC is
contained in the exceptional locus of�1, for otherwise we would haveC = Z̃1, but Z̃1

is not branching in��1
1 (01) (becauseZ1 has one neighbor in01 and the center of�1

is one point). Also,��1
1 (01) has exactly three branches atC, sayB, Bu andB`, where

Bu containsZ̃1 andB containsE1. Note thatZ̃1 andE1 are the only (�1)-components
of ��1

1 (01) and that all other components have self-intersection strictly less than�1.
Since �2(��1

1 (01)) is the linear chain02, we know thatBu can be shrunk to a

point, i.e., we may factor�2 as� �! U �! S2, where� is the contraction ofBu. We
may also factor�1 as� �1! S̃1

�! S1, in such a way that�1(C) is a (�1)-curve onS̃1;
then �1 is the contraction ofB to a point and�1(C) is the only (�1)-component of
the exceptional locus of� . This gives the first of the following commutative diagrams
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of smooth complete surfaces and birational morphisms:

(19)

� (Bu)����!� U ����!� S2

(B)

??y�1 (B)

??y
S̃1

(Bu)����! S 0+??y�
S1

�0 ����!�0 U ����!� S2

(B)

??y� 0
1 (B)

??y
S 0 ����!� S 0+

where the labels (B) and (Bu) indicate which set is contracted by each morphism.
Note that� 2 5(I1), so we may consider theX-immersionI 01 = (S 0; �0) = I1 � � .

Recall, from Definition 2.9, that the construction ofI1 � � involves a birational mor-
phism � : S 0 ! S 0+ which is the composition ofx monoidal transformations, wherex � 0 is the self-intersection number of the curve ( Æ �1)(C) � S 0+. Let �0 : �0 ! U
consist of the “same”x monoidal transformations as� , but performed at the level ofU . This gives the second diagram in (19).

Let � 02 = � Æ �0 : �0 ! S2, then (�0; � 01; � 02) belongs toD(I 01; I2) but not nec-
essarely toI(I 01;I2). Note that the section60

1 of I 01 satisfies (60
1)2 � �1 and letI 001 be

the X-immersion obtained fromI 01 by performing one subdivisional elementary trans-
formation. Then (I 001 ; I2) 2 I(I 01;I2), so

(20) d(I 01; I2) � N(I 001 ; I2) � N(I 01; I2) + 2� N(�0; � 01; � 02) + 2:
We haved(I; J ) = N(�;�1; �2) = jBj + N(�) + jBuj + N(�) andN(�0; � 01; � 02) =N(� 01) + N(�0) + N(�) = jBj + x + N(�), where jBj and jBuj denote the numbers of

irreducible components ofB andBu. So

d(I; J )�N(�0; � 01; � 02) = N(�) + jBuj � x:
Note that the self-intersection numbers of�1(C) � S̃1 and  (�1(C)) � S 0+ are�1 andx respectively, so increases that number byx + 1. SinceN( ) = jBuj, we must havex + 1� jBuj, so

d(I; J )�N(�0; � 01; � 02) > N(�)

and, by (20),

d(I 01; I2) < d(I; J )�N(�) + 2:
It is easy to see thatN(�) � 3, so d(I 01; I2) < d(I; J ) and we are done.
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CONCLUSION

2.14. Given a surfaceX satisfying (†), consider the directed graphL(X) whose
vertices are the affine rulings ofX and where, given vertices3 and30, we draw an
arrow 3 ! 30 if the following condition holds: There exists anX-immersionI and
an element� of 5(I ) such that(i) I determines(3;F ) for someF 2 3� and (ii)I � � determines(30; F 0) for someF 0 2 30�.

Part (4) of Lemma 2.12 implies that if there is an arrow3 ! 30 then there is
also an arrow3 30. Corollary 2.11 implies that each connected component ofL(X)
contains a basic affine ruling. Thus, if we want to describe all affine rulings ofX, we
have to solve the following two problems:
(1) Make a list of all basic rulings ofX.
(2) Describe the set5(S;�), for eachX-immersion (S;�).4

Each one of these problems is nontrivial. The first one is highly dependent on
the surfaceX; [6] solves it for the weighted projective planes (so in particular for
P

2). The second problem turns out to be independent of the surface and is completely
solved in sections 3 and 4 (see in particular Corollary 4.4).

REMARKS. Let X be a surface satisfying (†).
(1) One can show5 that an affine ruling3 is an isolated vertex ofL(X) if and only
if 3� = ;. Thus, if we make the additional assumption thatX satisfies (‡), then no
vertex of L(X) is isolated (see 2.5).
(2) Let us temporarily agree that, given affine rulings3 and30 of X, the phrase “3
and30 have a common member” means that there exists a curveC � X and positive
integersn and n0 satisfyingnC 2 3� and n0C 0 2 30�. Then Proposition 2.13 implies:
Two affine rulings3 and 30 of X are in the same connected component ofL(X) if
and only if there exists a sequencef3igni=0 of affine rulings ofX such that30 = 3,3n = 30 and, for eachi < n, 3i and3i+1 have a common member.

3. Contraction of weighted trees

We assume familiarity with weighted graphs, their blowing-up and blowing-down.
We stress that, in weighted graphs, we do not allow multiple edges between a given
pair of vertices. The empty weighted graph is denotedØ. A weighted tree without
branch points is called alinear weighted treeor a linear chain.

3.1. Given weighted graphsG and G 0, the symbolG  G 0 indicates thatG 0 is
obtained fromG by blowing-up once. In that case, ifV (resp.V 0) denotes the set of

4The point would be in particular to describe explicitely howto increase�(3). Section 5 includes
a complete answer to this question, as the value of� is easily determined by inspecting the data
contained in the “discrete part”.

5By part (1) of Proposition 2.8 and part (1) of Corollary 4.4.
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vertices ofG (resp.G 0) then V can be viewed as a subset ofV 0 and V 0 n V contains
a single vertex, saye. We call e the vertexcreatedby G  G 0; we also say thatG
is the blowing-down ofG 0 at e. If e has one neighborv in G 0, then v can be viewed
as a vertex ofG and G  G 0 is called the blowing-up ofG at the vertexv. If e has
two neighborsu and v in G 0, then fu; vg is an edge ofG and G  G 0 is called the
blowing-up of G at the edgefu; vg.6 Also, if G is any weighted graph andG 0 is the
weighted graph obtained fromG by adding an isolated vertex of weight�1, then we
regardG 0 as a blowing-up ofG.

3.2. Two weighted graphs areequivalent if one can be obtained from the
other by means of a finite sequence of blowings-up and blowings-down. We will use
the symbol “� ” for equivalence of weighted graphs (and “� ” for equivalence of
weighted pairs, Definition 3.9).

BLOWING-UP ACCORDING TO A TABLEAU

3.3. Let G0 be a weighted graph,e0 a vertex ofG0 and  � p > 0 integers. By
blowing-upG0 at e0 according to

�p�, we mean producing the sequenceG0  � � �  
Gn defined as follows.
(1) Let G0  G1 be the blowing-up ate0 and let e1 be the vertex ofG1 so created.
Define

� u1 x1v1 y1

�
=
� e1 pe0 �p �.

(2) If i � 1 is such thatGi , ei and
� ui xivi yi � have been defined, then:

(a) If yi = 0 then we setn = i and stop.
(b) If yi 6= 0 then letGi+1 be the blowing-up ofGi at the edgefui; vig, let ei+1 be
the vertex ofGi+1 so created and define

�ui+1 xi+1vi+1 yi+1

�
=

8>>>>><
>>>>>:

 ei+1 xivi yi � xi
!

if xi � yi;
 ui xi � yiei+1 yi

!
if xi > yi :

REMARK. In 3.3 we haven � 1, with equality if and only ifp = . Of the n
blowings-up inG0 � � �  Gn, only G0 G1 is a blowing-up at a vertex.

DEFINITION 3.4. LetG0 be a weighted graph,e0 a vertex ofG0 and

T =

�p1 � � � pk1 � � � k
�

6In [7] and [11], a blowing-up at a vertex (resp. at an edge) is called “sprouting” (resp. “subdivi-
sional”).
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a matrix such thatpi � i are positive integers for alli.
We definethe sequenceG0 � � �  Gn obtained by blowing-upG0 at e0 accord-

ing to T by induction onk:� If k = 0 (i.e., T is the empty matrix), thenn = 0 (no blowing-up is performed).� If k = 1, thenG0 � � �  Gn is defined in 3.3.� If k > 1, thenG0 � � �  Gn is

G0 � � �  Gm�1 Gm Gm+1 � � �  Gn;
whereG0  � � �  Gm is the sequence obtained by blowing-upG0 at e0 according to�p11

�
and Gm  � � �  Gn is obtained by blowing-upGm at em according to

� p2 ��� pk2 ��� k �
(whereem is the vertex ofGm created byGm�1 Gm).

DEFINITION 3.5. A tableau is a matrix T =
� p1 ��� pk1 ��� k � whose entries are integers

satisfying i � pi � 1 and gcd(pi; i) = 1 for all i = 1; : : : ; k. We allow k = 0,
in which case we say thatT is the empty tableauand write T = 1. The set of all
tableaux is denotedT . Given T 2 T , let h(T ) denote the number of columns ofT
which are different from

�1
1

�
.

3.6. Let T 0 =

� p0
1 ��� p0k01 ��� 0k

�
and T 00 =

� p00
1 ��� p00k001 ��� 00k

�
be two 2� k matrices as in 3.4.

We say thatT 0 and T 00 are equivalentif there exists ak-tuple (r1; : : : ; rk) of positive
rational numbers satisfying

�p0i0i � = ri�p00i00i � for all i = 1; : : : ; k. If this is the case then,

given a weighted graphG0 and a vertexe0 of G0, blowing-upG0 at e0 according toT 0
or T 00 gives the same sequenceG0 � � �  Gn.

Clearly, each matrixT 0 as above is equivalent to a unique tableauT 2 T (see
3.5). Also, every Hamburger-Noether tableau

HN =

0
�p1 � � � pk�1 pk1 � � � k�1 k�1 � � � �k�1 �k

1
A (as in the appendix of [11])

determines a unique tableau

HN =

�p1 � � � pk�1 pk1 � � � k�1 k
� 2 T where (pi; i) =

� pi
gcd(pi; i) ;

i
gcd(pi; i)

� :
3.7. Consider an arbitrary sequenceS : G0  � � �  Gn of blowings-up of

weighted graphs and, fori = 1; : : : n, let ei be the vertex ofGi created byGi�1 Gi .
Suppose thatS satisfies the two conditions:
(1) If n � 1 thenG0 G1 is the blowing-upat a vertexe0; and
(2) if n � 2 then, for eachi = 1; : : : ; n�1, Gi  Gi+1 is the blowing-up at the vertexei , or at an edge incident toei .
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Then there exists a unique tableauT 2 T such thatS is the blowing-up ofG0 at e0

according toT . Moreover, those two conditions are necessary for the existence of T .

WEIGHTED PAIRS

DEFINITION 3.8. If G is a nonempty weighted graph andv a vertex ofG then we
say that (G; v) is a weighted pair.

DEFINITION 3.9. Let (G; v) and (G 0; v0) be weighted pairs.
Let us say, provisionally, that (G 0; v0) is an elementary contractionof (G; v) if G 0

is the blowing-down ofG at some vertexe 6= v and if the canonical inclusionV 0 ,! V
mapsv0 to v (whereV andV 0 are the sets of vertices ofG andG 0 respectively).

We say that (G; v) is equivalentto (G 0; v0), written (G; v) � (G 0; v0), if there ex-
ists a sequence (G0; v0); : : : ; (Gn; vn) of weighted pairs satisfying (G0; v0) = (G; v),
(Gn; vn) = (G 0; v0) and such that, for eachi = 1; : : : ; n, one of the following holds:
(1) (Gi; vi) is an elementary contraction of (Gi�1; vi�1); or
(2) (Gi�1; vi�1) is an elementary contraction of (Gi; vi).
In the special case where condition (1) holds for alli = 1; : : : ; n, we say that (G; v)
contractsto (G 0; v0) and we write (G; v) � (G 0; v0).

When (G; v) � (G 0; v0), we sometimes identifyv with v0.
DEFINITION 3.10. A weighted pair (G; v) is called a linear pair if G is a linear

weighted tree andv has at most one neighbor inG.

DEFINITION 3.11. A weighted pair (L; w) satisfies the condition(0) if L is a tree
of the form

. . .r0 r
�1

r
!1 r

!m
(m � 0, !i 2 Z, !i � �2)

and if w is the vertex of weight 0. (Remark:Becausew is uniquely determined by
L, we will often use the symbolL to represent the pair(L; w). For instance, we will
write (G; v) � L, or we will say that the“weighted pair(G; v) is equivalent to a tree
L satisfying the condition(0)”, when we mean that(G; v) � (L; w)).

If L satisfies the condition (0), with notation as above, we definethe transposeof
L by

Lt : . . .r0 r
�1

r
!m r

!1

We also defineLt i (i � 0) the obvious way:Lt0 = L andLt i+1
= (Lt i )t .

In the special case where eitherm = 0 or !i = �2 for all i, we say thatL is
degenerate.
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We now state one of the main results of this paper. In condition (2) of the theo-
rem,M(L) � �1�� is the product of the 2� 2 matrixM(L) (defined in 3.21, below) with
the column

�1��. For the proof, see Theorem 3.32.

Theorem 3.12. Let (G0; e0) be a weighted pair and
�p� 2 T ,

�p� 6= �11�. Consider
the blowing-upG0  � � �  Gn of G0 at e0 according to

�p� and let en be the vertex
of Gn created byGn�1 Gn. Then the following are equivalent:
(1) (Gn; en) is equivalent to a linear pair;
(2) (G0; e0) is equivalent to a treeL satisfying the condition(0) and

�p� = M(L) � �1��
for some integer� � 0.
Moreover, suppose that these conditions are satisfied, let Gn  � � �  Gn+� be the
blowing-up ofGn at en according to the2 � � tableau

�
1 ��� 1
1 ��� 1

�
and let en+� be the

vertex created byGn+��1 Gn+� . Then(Gn+�; en+�) is equivalent toLt .
PRELIMINARIES TO THE PROOF OFTHEOREM 3.12

NOTATION 3.13 (Blowing-up as an action). Define a binary operation on the setT
of tableaux (see 3.5) by

� p1 ��� pk1 ��� k � � pk+1 ��� p`k+1 ��� ` � =
� p1 ��� pk pk+1 ::: p`1 ::: k k+1 ��� ` �. Then T is actually

the free monoid on the set of columns
�p� wherep �  are relatively prime positive

integers.
Let (G0; e0) be a weighted pair andT 2 T a tableau, consider the blowing-up

G0  � � �  Gn of G0 at e0 according toT and let en be the vertex ofGn created
by Gn�1  Gn. Then we will write (G0; e0)T = (Gn; en). Hence, blowing-up is a right
action of T on the set of weighted pairs.

3.14. Let (G; v) and (G 0; v0) be weighted pairs andT 2 T a tableau. If (G; v) �
(G 0; v0), then (G; v)T � (G 0; v0)T . Hence, blowing-up is also a right action ofT on the
set of equivalence classes of weighted pairs.

3.15. Let G be a weighted graph,v1; : : : ; vn its vertices and!i the weight ofvi .
Recall that one defines the determinant ofG by det(G) = det(�A), whereA denotes
the “intersection matrix” ofG, i.e., then � n matrix with entriesAii = !i and, ifi 6= j , Aij = 1 (resp. 0) ifvi; vj are neighbors (resp. are not neighbors). Then det(G)
is independent of the ordering of the vertices and, ifG andG 0 are equivalent weighted
graphs, det(G) = det(G 0).

3.16 ([11], A.14). Let G be a weighted tree,v a vertex of weight�(v) in G,
G1; : : : ;Gn the branches ofG at v and vi the vertex ofGi which is a neighbor ofv in
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G. If di = detGi and d 0i = det(Gi � fvig), then

detG = ��(v) � d1 � � � dn � nX
i=1

d1 � � � di�1d 0i di+1 � � � dn :

NOTATION 3.17. Let G be a linear weighted tree . . .rv1
rvn and v = v1.

Then the following abbreviation is very convenient:

deti(G; v) =

8>>>><
>>>>:

detG; if i = 0;
det(G � fv1; : : : ; vig); if 0 < i < n;
1; if i = n;
0; if i > n:

3.18. Let the notation be as in 3.17 and let�(vj ) be the weight ofvj . Then,
by 3.16,

deti(G; v) = ��(vi+1) deti+1(G; v)� deti+2(G; v) (0� i < n):
In particular, if�(v1) = 0 then det2(G; v) = �detG.

3.19. Recall that anadmissible chainis a linear tree in which every weight is
at most�2. Using 3.18, it is easy to see that every admissible chain has a strictly
positive determinant; note, also, thatØ is the only admissible chain with determinant
1. We also recall the following fact, which follows easily from 3.16 and 3.18:

Let G be a linear weighted tree ande a vertex ofG. Suppose that all weights in
G are strictly negative, and thate is the only vertex of weight�1. Then:� If e has two neighbors and both of them have weight�2, then det(G) � 0.� If det(G) > 0 thenG contracts to an admissible chain.� If det(G) = 1 thenG contracts toØ.

NOTATION 3.20 ([11], A.16). Given relatively prime positive integers a and b, de-
fine

�ab�� =
�xy�, wherex and y are the unique nonnegative integers which satisfy

����x ay b
���� = �1 and x < a or y < b:

DEFINITION 3.21. Given a weighted treeL satisfying the condition (0), we shall
now define a 2� 2 matrix M(L), and a subsetT (L) of T . Let v denote the vertex
of weight 0 in L and consider the relatively prime integersr0 > r1 � 0 given by
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r0 = det2(L; v) and r1 = det3(L; v) (see 3.17 and 3.20 for notations). Then define

M(L) =

�x r0� r1y r0
� ; where

�xy
�

=

�r0� r1r0
�� :

Note thatL is completely determined by the second column ofM(L).
If L is nondegenerate (resp. degenerate) then, for each integer� � 0 (resp.� > 0),

let T� temporarily denote the 2� (� +1) matrix
� p 1 ::: 1 1 ::: 1

�
, where

�p� = M(L) ��1��. ThenT� 2 T and the first column ofT� is not
�1

1

�
. Define

T (L) =
�T� �� � � 0 (resp.� > 0)

	:
Given k 2 N, we also defineTk(L) =

�T 2 T
�� T �11�k 2 T (L)

	
(so T0(L) = T (L)).

Here,T �11�k is a product in the monoidT .

In the following statement, we abbreviate det(r
!1 r

!m. . . ) by det(!1; : : : ; !m).

Lemma 3.22. Let !1; : : : ; !m � �2 be integers(wherem � 1) and define

b = det(!1; : : : ; !m);
a = det(!2; : : : ; !m); a0 = det(!1; : : : ; !m�1) (a = 1 = a0 if m = 1)

a00 = det(!2; : : : ; !m�1) (a00 = 0 if m = 1):
Then:
(1)

�ab�� =
�a00a0�, �b�ab �� =

�b�a�a0+a00b�a0 �
and

�b�a0b �� =
�b�a�a0+a00b�a �

;

(2) det(!1; : : : ; !m�1) = b � y and det(!2; : : : ; !m�1) = a + x � y, where
�xy� =

�b�ab ��.
Proof. Lemma 3.6 of [7] givesaa0 � ba00 = 1, 0 � a00 < min(a; a0) and

max(a; a0) < b; this gives
�ab�� =

�a00a0 � and it also follows that
�� b�a�a0+a00 b�ab�a0 b �� = �1.

Sinceb, b�a andb�a0 are positive integers, (b�a�a0+a00)b = (b�a)(b�a0)�1� 0,
so b � a � a0 + a00 � 0 and we obtain the second equality of assertion (1). The third
equality follows from the second by symmetry, i.e., by interchanginga and a0. Asser-
tion (2) follows from (1).

Lemma 3.23. Let  > p > 0 be relatively prime integers, let G be the weighted
graph which consists of a single vertexv of weight zero, and let (G 0; v0) = (G; v)

�p�.
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ThenG 0 has two branches atv0, with determinants of subtrees as follows:

(G 0; v0) : r r r r r r r r r. . . . . .v v0�1| {z }p00| {z }p| {z }

p0z }| {
| {z }�p�p0+p00

�p0z }| {

| {z }
| {z }�p

where we define
�p00p0� =

�p��.
Moreover, if we let (G 00; v00) = (G 0; v0)� 1N� (with N � 1) then the connected compo-

nent ofG 00 n fv00g containingv and v0 is as follows:

r r r r r r r r r. . . . . .v v0�1�N
| {z }Np(�p)+1| {z }Np+1| {z }N2

N(�p)+1z }| {

Proof. This follows from Lemma 3.22 and from A.18.2 and A.18.3 of [11].

Lemma 3.24. If L is a tree satisfying the condition(0) thenM(Lt ) = M(L)t .
Proof. Use the notation of 3.11 forL. If m � 1, the result follows from

Lemma 3.22; ifm = 0, it is trivial.

We recall two properties of weigthed graphs7 and state them in the language of
weighted pairs. First, if a weighted graph is equivalent to alinear weighted graph, then
it contracts to a linear weighted graph. For weighted pairs,one has:

3.25. If a weighted pair is equivalent to a linear pair, then it contracts to a lin-
ear pair.

For the second property, consider a sequenceG0  � � �  Gn of blowings-up of
weighted graphs satisfying the two conditions of 3.7 and such that (Gn; en) contracts
to a linear pair; then (Gj ; ej ) contracts to a linear pair, for everyj < n satisfying:

7The first of these two facts is proved in [1], I.4.13. We don’t know a reference for the second
one.
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Gj  Gj+1 is a blowing-upat a vertex.This can be conveniently expressed as part (1)
of:

3.26. Let (G; v) be a weighted pair.
(1) If there existsT 2 T such that (G; v)T contracts to a linear pair, then (G; v) con-
tracts to a linear pair.
(2) (G; v) contracts to a linear pair if and only if (G; v)

�1
1

�
contracts to a linear pair.

DEFINITION 3.27. A weighted pair (L; w) satisfies the condition(+) if L is a tree
of the form

. . .r� r
!1 r

!m
(� > 0, m � 0, !i 2 Z, !i � �2)

and if w is the vertex of positive weight.

3.28. If (G; v) � (L; w) are weighted pairs and (L; w) satisfies the condition
(+), then (G; v) � (L; w).

The (straightforward) proof of 3.28 is left to the reader. Statement 3.29 follows
immediately from 3.28:

3.29. Let C be an equivalence class of weighted pairs. Then:
(1) The classC contains a pair satisfying the condition (0) if and only if itcontains
one satisfying the condition (+).
(2) The classC contains at most one pair satisfying the condition (0) and atmost one
pair satisfying the condition (+).

DEFINITION 3.30. A weighted pair (G; v) is contractible if it is equivalent to some
pair (L; w) which satisfies the condition (0). ThenL is unique (by 3.29) and we say
that (G; v) is of typeL.

Lemma 3.31. If (G; e) is any weighted pair then at most one integerr � 0 is
such that(G; e)�11�r is contractible.

Proof. It suffices to show that, ifr > 0 and (L; w) satisfies (+), then (L0; w0) =
(L; w)

�1
1

�r
does not contract to a pair which satisfies the condition (+).But this is triv-

ial.

MAIN RESULT

Except for notation, the following is exactly the same as Theorem 3.12.
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Theorem 3.32. Let (G; e) be a weighted pair and
�p� 2 T ,

�p� 6= �11�. Then the
following are equivalent:
(1) (G; e)�p� contracts to some linear pair;
(2) (G; e) is contractible, and

�p� = M(L) � �1�� for some integer� � 0, whereL is the
type of (G; e).
Moreover, if these conditions are satisfied then(G; e)�p��11�� is equivalent toLt .

Proof. If condition (1) holds then, by 3.26, (G; e) contracts to a linear pair
(M; e) which has no vertex of weight�1, except possiblye :

(M; e) : r
�e r

�1
r
�k

. . . (k � 0; �i 6= �1).

We claim that (M; e) satisfies the condition (+). Indeed, let (M0; e0) = (M; e)�p� :

(M0; e0) : r
�0e r

�1
r
�k

. . .r
�1

e0. . . . . .

Becausep 6= , we know thatM0 has two branchesC and C0 at e0; let C be the one
which containse. Since (M0; e0) contracts to a linear pair (by 3.14 and 3.25), and
since every vertex ofC0 has weight at most�2, C must be equivalent to the empty
graph. This implies that all�i are negative, so�i � �2 for all i. Another consequence
is that �0 = �1, because all vertices ofC other thane have weight at most�2. We
also have�0 � ��2, because

�p� produces at least two blowings-up, the first blowing-
up is at the vertexe and the second one is at an edge incident toe. We conclude that� > 0, soM satisfies the condition (+).

In view of 3.29, condition (1) implies that (G; e) is equivalent to a pair (L; e) sat-
isfying the condition (0); thus, in order to prove that conditions (1) and (2) are equiv-
alent, we may assume that (G; e) � (L; e) :

(G; e) � (L; e) = . . .r0e r
�1

r
!1 r

!m
(m � 0 and!i � �2).

Consider the integersr0 = det2(L; e) and r1 = det3(L; e) used in the definition ofM(L).
Write (L0; e0) = (L; e)�p�, then:

(21)
(L0; e0) : q q

�qu q
�1e0 q q qe q

�1
q
!1 q

!2 q
!m. . . . . . . . .| {z } | {z }p | {z }r1| {z } | {z }r0

where the numbers under the braces represent the determinants of the indicated sub-
trees ofL0 (in particular, thep and  in the left part of the picture are obtained from
3.23). Note that the extra assumptions made for drawing thispicture (e.g.,m > 1)
have no effect on the following argument.
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Let B and B0 be the two branches ofL0 at e0, whereB is the one containinge ;
then, by 3.16, detB = r0�pr0� r1. Now condition (1) of the Theorem is equivalent
to detB = 1, hence to

(22)

����p r0� r1 r0
���� = �1:

This holds if and only if
�p����r0�r1r0 � =

�r0�r1r0 �� for some� � 0, and this is equivalent
to condition (2) of the Theorem. Hence, conditions (1) and (2) of the Theorem are
equivalent.

Assume that conditions (1) and (2) hold; continuing with thesame notation, there
remains to prove that (L0; e0)�11�� is equivalent toLt .

The pair (L0; e0) contracts to a linear pair (L00; e0):
(23) (L00; e0) : r

�qu r
�e0. . . (� � 0, q � 2)

whereL00 � fe0g is identical to the branchB0 of L0 at e0. SinceB0 is nonempty and
every weight in it is at most�2, we have

(24)  = det1(L00; e0) > det2(L00; e0) > det3(L00; e0) � 0;
where the equality comes from the fact that detB0 =  (see the picture at line (21)).

By 3.18, detL = �det2(L; e) = �r0, so

(25) detH = �r0; for each weighted graphH equivalent toL:
So we have�r0 = detL00 = �� det1(L00; e0)� det2(L00; e0), i.e.,

(26) r0 = � + det2(L00; e0):
We have to separate two cases.

CASE � > 0. Since det2(L00; e0) > 0, we have < r0 by equation (26). From this
and equation (22), we deduce that

�p� =
�r0�r1r0 �� and hence that� = 0. So we have to

show that (L00; e0) is equivalent toLt .
Observe that (L00; e0) � (L(3); e0), where

(L(3); e0) : r
�q�1u r

0e0r
�2

r
�2

r
�1

. . . . . .

satisfies the condition (0) (L(3) is obtained fromL00 by blowing-up� times). We have
det2(L(3); e0) = �detL(3) by 3.18, and since detL(3) = �r0 by equation (25),

(27) det2(L(3); e0) = r0:
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We have det1(L(3); e0) = 1 � det2(L(3); e0) � det3(L(3); e0) = r0 � det3(L(3); e0). Since the
weighted treesL(3) � fe0g and L00 � fe0g are equivalent, we also have det1(L(3); e0) =
det1(L00; e0) = . Thus

(28) det3(L(3); e0) = r0� :
From equations (27) and (28), we obtain that the second column of M(L(3)) is

� r0�,
which is identical to the second column ofM(L)t = M(Lt ) (by 3.24). Hence,L(3) =
Lt , i.e., (G; e)�p��11�� is equivalent toLt in this case.

CASE � = 0. This time we have det2(L00; e0) = r0 by (26), and = det1(L00; e0) =q det2(L00; e0)� det3(L00; e0) ; so, if we write� = det3(L00; e0),
 = qr0 � � (q � 2; 0� � < r0):

In particular we have > r0, so � > 0. Since� = 0 and� > 0, the pair (L(3); e00) =
(L00; e0)�11�� looks like this:

(29) (L(3); e00) : r
�qu r

�1

e0. . . . . .r
�2

r
�2

r
�1

e00
and (L(3); e00) � (L(4); e00) , where

(L(4); e00) : r
��qu r

0e00. . .

On the other hand, if we writeM(L) =
� x r0�r1y r0 �

then by definition of� we have =�r0 + y = (� + 1)r0 � (r0 � y) with � + 1 � 2 and 0� r0 � y < r0. So q = � + 1 and� = r0� y. In particular, (L(4); e00) satisfies the condition (0).
SinceL(4) � fe00; ug is identical toL00 � fe0; ug, we have

deti(L(4); e00) = deti(L00; e0) (all i � 2)

so, in particular,

det2(L(4); e00) = r0 and det3(L(4); e00) = � = r0� y:
So the second column ofM(L(4)) is

�yr0�, which is identical to the second column of

M(L)t = M(Lt ). Hence,L(4) = Lt , i.e., (G; e)�p��11�� is equivalent toLt .
We now give some corollaries to Theorem 3.32. See Definition 3.21 for T (L) and

Tk(L).

Corollary 3.33. Let (G; e) be a weighted pair andT =
�p��11�r 2 T , wherer � 0

and
�p� 6= �11�. Then the following are equivalent:
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(1) (G; e)T is contractible;
(2) (G; e) is contractible of typeL and T 2 T (L).
Moreover, if these conditions hold then(G; e)T is equivalent toLt .

REMARK. By definition of T (L) (3.21), r = 0 can occur if and only ifL is non-
degenerate.

Proof. Suppose that condition (1) holds. Then, in particular, (G; e)�p��11�r con-
tracts to a linear pair, so (G; e)�p� contracts to a linear pair by 3.26. By Theorem 3.32,
we obtain that (G; e) is equivalent to a treeL which satisfies the condition (0), that�p� = M(L) � �1�� for some � � 0 and that (G; e)�p��11�� is equivalent toLt . By
Lemma 3.31 we getr = �; hence,T 2 T (L) and (G; e)T is equivalent toLt .

The proof that (2) implies (1) is left to the reader.

NOTATION 3.34. T # = T n �11�T
Hence,T # contains the empty tableau, and all nonempty tableaux whosefirst col-

umn is not
�1

1

�
. This is a submonoid ofT with the property that eachT 2 T # has a

unique factorization into irreducibles:T = Tr � � � T1, Ti 2 T #, h(Ti) = 1. Note also that
Tk(L) � T #, for any k 2 N andL satisfying the condition (0).

Iterating Corollary 3.33 gives:

Corollary 3.35. Let A be a weighted pair andT 2 T #. If T = Tr � � � T1 is the
irreducible factorization ofT in T #, then the following are equivalent:
(1) AT is contractible of typeL,
(2) A is contractible of typeLt r , and Ti 2 T (Lt i ) for all i = 1; : : : ; r.

DEFINITION 3.36. A weighted pairP = (G; v) is pseudo-linearif v has exactly
one neighborv0 in G and the connected component0 of G containingv has the form:

0 : . . .r0v rxv0 r
!1 r

!n
(n � 0, x; !i 2 Z, x � �1, !i � �2).

We also say thatP is pseudo-linear of type(�1�x;L), whereL is the weighted pair
(satisfying the condition (0)) obtained from the above picture by replacing the “x” by
a “�1”. If P is pseudo-linear, with0 as in the above picture, letP t be the weighted
pair obtained fromP by changing the weights in0, so as to obtain

. . .r0v rxv0 r
!n r

!1;
and by leaving the other connected components unchanged. Note that if P is pseudo-
linear of type (k;L), thenP t is pseudo-linear of type (k;Lt ).
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If P is pseudo-linear of type (k;L) then any weighted pair equivalent toP is said
to be pseudo-contractible,or pseudo-contractible of type(k;L) (note that the type is
well-defined). If a weighted pairP is pseudo-contractible of type (k;L), then k 2 N;
if k > 0, thenP �11� is pseudo-contractible of type (k � 1;L).

As an immediate consequence of Corollary 3.35, we have:

Corollary 3.37. Let P be a weighted pair andT 2 T # n f1g. If T = Tr � � � T1 is
the irreducible factorization ofT in T #, then the following are equivalent:
(1) PT is pseudo-contractible of type(k;L),
(2) P is pseudo-contractible of type(0;Lt r ) and

Ti 2
�
Tk(Lt ); if i = 1;
T (Lt i ); for all i = 2; : : : ; r:

4. Description of the setΠ(S; �)

4.1. Let f : X ! Y be a birational morphism of smooth complete surfaces
andD a nonzero divisor ofY with strong normal crossings. We say thatHN(f;D) is
definedif the following condition holds:

If center(f ) \ supp(D) is nonempty then it is a single pointP , P belongs to ex-
actly one componentZ of D and f �1(P ) contains exactly one (�1)-curve.
If this condition holds, then we defineHN(f;D) 2 T as follows.� If center(f ) \ supp(D) = ;, defineHN(f;D) = 1 (the empty tableau).� If center(f ) \ supp(D) = fP g, let E � X denote the unique (�1)-curve inf �1(P )
and choose local coordinates (�; �) of Y at P such that� is a local equation ofZ.
Consider the finite Hamburger-Noether tableau

HN = HN(E; �; �) = HN(f ; �; �) =

0
� p1 � � � pk�1 pk1 � � � k�1 k�1 � � � �k�1 �k

1
A

as defined in the appendix of [11]. Then HN uniquely determines a tableauHN 2 T

(3.6) andHN is independent of the choice of (�; �). We defineHN(f;D) = HN. Note
that HN(f;D) = HN(f;Z).

We state two important properties ofHN(f;D). Recall thatG(D;Y ) denotes the
dual graph ofD in Y .
(1) Consider the weighted pairsR = (G(D;Y ); Z) andR0 = (G(f �1(D); X); E), where
we regardf �1(D) as a reduced effective divisor (with strong normal crossings) of X,
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and where

E =

� f �1(Z); if center(f ) \ supp(D) = ;;
the (�1)-curve inf �1(P ); if center(f ) \ supp(D) = fP g:

ThenR0 = RHN(f;D).
(2) (a) Suppose thatf factors asX ��! S ��! Y and that center(�) \ ��1(D), if

nonempty, belongs to a unique component of��1(D). Then

HN(� Æ �;D) = HN(�;D) HN(�; ��1(D)):
(b) Conversely, given any factorizationHN(f;D) = BA with A;B 2 T , there is

an essentially unique way to factorf as X ��! S ��! Y such that center(�) \��1(D), if nonempty, belongs to a unique component of��1(D), HN(�;D) = B
and HN(�; ��1(D)) = A.

DEFINITION 4.2. Suppose thatX is a complete normal rational surface and thatI = (S;�) is anX-immersion. Let0, Z and6 be the main component, 0-component
and section ofI , respectively, and letD be the divisor ofS, with strong normal cross-
ings, with supportS n dom�. We define two weighted pairs determined byI :

P(I ) = (G(D; S); Z) andL(I ) = (G(0; S); Z):
Note thatL(I ) is the connected component ofP(I ) containing the distinguished ver-
tex; also, if62 < 0 thenP(I ) andL(I ) are pseudo-linear of type (�1�62;L) (Defi-
nition 3.36), whereL is the weighted pair obtained fromL(I ) by replacing the weight
of 6 by “�1”.

4.3. Suppose thatX is a complete normal rational surface and thatI = (S;�) is
an X-immersion. Let0, Z and6 be the main component, 0-component and section
of I , respectively.

Given any morphism� : S̃ ! S satisfying conditions (1) and (2) of 2.9, the
tableauHN(�; 0) (see 4.1) contains enough information to decide whether� also sat-
isfies conditions (3) and (4) of 2.9. Indeed,

L(I ) HN(�; 0) = (G(��1(0); S̃); E);
and we immediately see that conditions (3) and (4) are equivalent to
(30) HN(�; 0) =

�1
1

�r�p�, for somer � 0 and
�p� 6= �11�;

(40) L(I )
�1

1

�r�p� contracts to some linear pair.
Hence, Theorem 3.32 allows us to give a complete descriptionof 5P (S;�) (see

2.9). In particular, if condition (40) holds thenL(I )
�1

1

�r
is contractible. Note that this



80 D. DAIGLE AND P. RUSSELL

implies r = �1 � 62; it also follows that there exists anX-immersion (S0; �0) in
standard form, obtained from (S;�) via a sequence ofr elementary transformations
of sprouting type, and there exists�0 2 5(S0; �0), such that (S;�) � � = (S0; �0) � �0.

Corollary 4.4. Suppose thatX is a complete normal rational surface and that
(S;�) is an X-immersion; let 0, Z and 6 be the main component, 0-component and
section of(S;�) respectively. LetP 2 Z n6.
(1) 5P (S;�) 6= ; if and only if 62 < 0.
(2) If � 2 5(S;�) then there exists anX-immersion(S0; �0) � (S;�) in standard
form satisfying(S;�) � � = (S0; �0) � �0 for some�0 2 5(S0; �0).
(3) Suppose thatI = (S;�) is in standard form. IfL(I ) is non-degenerate(resp. de-
generate) then

5P (S;�) =
��� �� � 2 N (resp.� 2 N n f0g)	;

where�� : S̃� ! S is the unique birational morphism which is centered atP , whose
exceptional locus has a unique(�1)-component, and which satisfies

HN(��; 0) = M(L(I )) � �1�
�:

Moreover, (i) the section6� of theX-immersion(S;�)��� satisfies62� = �1��; and
(ii) if I 0 is an X-immersion equivalent to(S;�) � �� and in standard form thenL(I 0)
is the transpose ofL(I ).
(4) Suppose that(S;�) is in standard form. Given any�; � 0 2 5P (S;�), the X-
immersions(S;�) � � and (S;�) � � 0 are equivalent.

Proof. Assertion (3) is a direct consequence of Theorem 3.32. Assertion (2) was
pointed out in 4.3 and the “only if” part of (1) follows from (2). Observe that (3)
implies, in particular, that5P (I ) is nonempty wheneverI is in standard form; the “if”
part of (1) easily follows from this and part (1) of Lemma 2.12.

In view of (3), it suffices to prove (4) in the special case where � = �� and� 0 = ��+1. Write J = I � �� and consider theX-immersion J� obtained fromJ
by performing one elementary transformation of subdivisional type. By part (2) of
Lemma 2.12, there exists� 00 2 5P (I ) such thatI � � 00 = J�. By (3), the section
of J has self-intersection�1 � �, so that ofJ� has self-intersection�1 � (� + 1).
Again by part (3), we have� 00 = �n for somen and the section ofJ� = I � � 00 has
self-intersection�1� n. Hence,n = � + 1. Consequently,I � ��+1 = I � � 00 = J� is
equivalent toJ = I � �� .

5. Description of affine rulings by discrete data

See 5.3, below, for an introduction to this section.
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5.1. Let X be a surface satisfying (†) and3 an affine ruling ofX.
Let (X̃; 3̃) = (X;3)� be as in Proposition 1.5 and recall thatX0 = Xs nBs(3) � X

is embedded inX̃ as the complement of a divisorD with strong normal crossings, and
that exactly one componentH of D is a section of3̃ (see 1.8). Letm = �H 2 � 1.
In view of 1.2 and convention 1.9, there is a unique birational morphism� : X̃! Fm
which contracts each reducible member of3̃ to a 0-curve and whose exceptional locus
is disjoint fromH .

Assume that3� is nonempty. Each choice of an elementF 2 3� determines a
factorization

X̃ �2�! S �1�! Fm;
of � , where:� �2 is the contraction ofF̃ to a 0-curve, whereF̃ 2 3̃� is the image ofF 23� under the bijection3 ! 3̃ of 1.6. (Note that�2 is the identity map wheñF is
irreducible, or equivalently whenF is a reduced member of3.)� If some member of3̃ n fF̃ g is reducible then it is unique (by definition of3�)
and we denote it bỹG; if there is no such member, let̃G be any member of̃3 n fF̃ g.
Let �1 be the contraction of̃G (or rather, of�2(G̃)) to a 0-curve. (This gives�1 = id
when every member of̃3 n fF̃ g is irreducible.)
We will sometimes refer to�1 and�2 as the pair of morphisms determined by(3;F ).

RegardD2 = �2(supp(̃F +D)) as a reduced effective divisor ofS (with strong nor-
mal crossings) and observe that it has no branching component (becauseF 2 3�);
note thatZ2 = �2(suppF̃ ) and 62 = �2(H ) are respectively a 0-component and a
(�m)-component ofD2. The curve61 = �1(62) = �1(�2(H )) � Fm is the negative
section of the standard ruling ofFm; also, Z1 = �1(�2(suppG̃)) and �1(Z2) are dis-
tinct members of that ruling andD1 = Z1 +61 +�1(Z2) is a divisor ofFm with strong
normal crossings.

For eachi 2 f1;2g, the exceptional locus of�i contains at most one (�1)-curve
and, if �i 6= id, the centerPi of �i is a single point and belongs toZi nsupp(Di�Zi).
Thus we may considerTi = HN(�i;Di) 2 T , as defined in 4.1. In this way, (3;F )
determines a unique triple (m; T1; T2) 2 Z

+ � T � T , which we call thediscrete part
of (3;F ) (or of (X;3;F )).

DEFINITION 5.2. (1) Given a triple (X;3;F ), whereX is a surface satisfying (†),3 is an affine ruling ofX and F 2 3�, the discrete partof (X;3;F ) is the triple
(m; T1; T2) defined in 5.1. The notation is disc(X;3;F ) = (m; T1; T2). We sometimes
call (m; T1; T2) the discrete partof (3;F ).
(2) Given a surfaceX satisfying (†), T(X) denotes the set of disc(X;3;F ) such
that 3 is an affine ruling ofX and F 2 3�; T0(X) � T(X) denotes the set of
disc(X;3;F ) such that3 is a basic affine ruling ofX andF 2 3�.
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5.3. Let X be a surface satisfying (†). Can a description of the setT(X) be re-
garded as a solution to Problem 1 forX? There are two difficulties:
(D1) X may admit affine rulings3 such that3� = ;, and T(X) contains no informa-
tion about such rulings.
Note that if we assume that all basic affine rulings ofX are known then, in particular,
all 3 satisfying3� = ; are known (see 2.5); this is why (D1) did not cause problems
in sections 2 and 4. In this section, however, (D1) can only beresolved by assuming
that X satisfies (‡), in which case all3 satisfy3� 6= ; (by 2.5 again).
(D2) Given � = (m; T1; T2) 2 T(X), we need a method for constructing all (3;F ) (onX) such that disc(X;3;F ) = � .
Paragraph 5.29, below, describes a method for constructingall (X0;30; F 0) such that
disc(X0;30; F 0) = � , and this is good enough for (D2) if one can prove that all suchX0 are isomorphic toX. Thus Corollary 5.32 implies that, ifX satisfies (‡), describing
T(X) does solve Problem 1 forX.

Some of the results of this section (5.17, 5.22, 5.23, 5.39) describeT(X) in terms
of T0(X), or in terms of the subset minT(X) of T0(X). So, givenX satisfying (‡),

this section reducesProblem 1to the problem of describingT0(X) or minT(X).

DEFINITION 5.4. (1) Let n � 1. By a weightedn-tuple, we mean an orderedn-
tuple S = (G; v1; : : : ; vn�1) whereG is a weighted graph andv1; : : : ; vn�1 are distinct
vertices ofG (when n = 1, S is a weighted graph; whenn = 2, it is a weighted pair
3.8).
(2) Let S be a weightedn-tuple, with n � 2. GivenT 2 T , we define a weightedn-
tuple ST and a weighted (n�1)-tupleS	T as follows. WriteS = (G; v1; : : : ; vn�1) and
let (G 0; e) denote the weighted pair (G; v1)T . Note thatv2; : : : ; vn�1 can be regarded as
vertices ofG 0 n feg. Then we define

ST = (G 0; e; v2; : : : ; vn�1) and S 	 T = (G 0 n feg; v2; : : : ; vn�1):
REMARKS. Let S = (G; v1; : : : ; vn�1) be a weightedn-tuple.

(1) Whenn = 2, the definition ofST given in 5.4 agrees with the one given in sec-
tion 3.
(2) The above definition givesS1 = S and S 	 1 = (G n fv1g; v2; : : : ; vn�1) (where1 is
the empty tableau). So, givenT ; T 0 2 T , S 	 T = ST 	 1 and S 	 (T T 0) = (ST )	 T 0.
(3) Let P and P 0 be weighted pairs andT 2 T . If P � P 0 then, by 3.14,P 	 T �P 0 	 T (where “�” (resp. “�”) means equivalence of weighted pairs (resp. weighted
graphs)).
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NOTATION 5.5. Givenx 2 Z, let G(x) denote the weighted triple (G; v1; v2), where
G is the weighted graph

r0v1

rx r0v2 :
5.6. Consider the weighted pairS consisting of a single vertex of weight zero.

For any T 2 T , the conditionS 	 T has no branch point and every weight in it is strictly less than �1
holds if and only if one of the following holds:
(1) T = 1;
(2) T =

�p�, where
�p� 6= �11�;

(3) T =
� p 1 N �, where

�p� 6= �11� and N � 1.

5.7. Let x be a negative integer andT1; T2 2 T .
(1) The condition

G(x) 	 T1 is pseudo-linear

holds if and only ifT1 satisfies one of conditions(1–3) of 5.6. Moreover, if G(x)	T1 is
pseudo-linear then it has at most two connected components and the one which does
not contain the distinguished vertex is an admissible chain.
(2) The condition

(G(x) 	 T1) 	 T2 has no branch point and every weight in it, except possibly
that of the middle vertex ofG(x), is strictly less than�1,

holds if and only if each ofT1; T2 satisfies one of conditions(1–3) of 5.6.

Proof. To prove (1), writeG(x) = (G; v1; v2) and consider the weighted pairS = (fv1g; v1) (a single vertex of weight 0). We may regardS 	 T as the graph ob-
tained from the weighted pairP = G(x) 	 T by deleting the distinguished vertex (i.e.,v2), its unique neighbor and all edges incident to these two vertices. Note thatP has
at most two connected components, sayL andA, whereL contains the distinguished
vertex andA is a (possibly empty) admissible chain. IfP is pseudo-linear,S 	 T has
no branch point (otherwiseL would have one) and every weight inS 	 T is strictly
less than�1; thus (by 5.6)T satisfies one of conditions (1–3) of 5.6. The converse is
equally trivial, as is assertion (2).

NOTATION 5.8. GivenT 2 T satisfying one of the conditions (1–3) of 5.6, we
define Ť 2 T as follows:

Ť =

8><
>:

1; if T satisfies 5.6.1;�p0 �; if T satisfies 5.6.2, wherep0 is given by
�p00p0� =

�p�� (see 3.20);� �p 1 N � ; if T satisfies 5.6.3:
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Note that if T satisfies condition 5.6.i (where i 2 f1;2;3g) then so doešT . If s is a
positive integer, writeT (ˇs) =

�T (ˇ(s�1))
�

,̌ whereT (ˇ0) = T . Note thatT (ˇ2) = T .

Lemma 5.9. Let (m; T1; T2) be the discrete part of(X;3;F ), whereX is a sur-
face satisfying(†), 3 is an affine ruling ofX and F 2 3�.
(1) The weighted pairP = G(�m) 	 T1 is isomorphic toP(I ) (see4.2), whereI is the
distinguished element of the equivalence class ofX-immersions determining(3;F ). In
particular, P is pseudo-linear of type(m�1;L) for someL; moreover, P has at most
one connected componentA other than the one containing the distinguished vertex,
and A is an admissible chain.
(2) There is an isomorphism of weighted graphs(G(�m) 	 T1) 	 T2 ! G(3) which
maps the middle vertex ofG(�m) to the vertexH of G(3) (see1.13 for the definition
of G(3); H denotes the unique component ofX̃ nX0 which is a section of3̃).

Proof. Let the notation (S, D2, etc.) be as in 5.1. By definition ofI (2.10), we
haveI = (S;�) for some� and, moreover,S n dom� = supp(D2). So we haveP(I ) =
(G(D2; S); Z2). For eachi = 1;2, let

Ei =

�
the unique (�1)-curve in��1i (Pi); if �i 6= id;Zi; if �i = id:

Consider the weighted triple (G(D1;Fm); Z1; �1(Z2)) = G(�m). Since��1
1 (supp(D1)) =

supp(D2) [ E1 andE1 is not a component ofD2, we haveG(�m) 	 T1 = P(I ) and (1)
holds. Since��1

2 (D2) = supp(D) [ E2 andE2 is not a component ofD, P(I ) 	 T2 =
G(D; X̃) = G(3).

NOTATION 5.10. (1) LetT be the set of triples (m; T1; T2) 2 Z
+ � T � T such

that T2 2 T # (Notation 3.34) andT1 satisfies one of the conditions (1–3) of 5.6.
(2) Let T(†) be the set of (m; T1; T2) 2 T such that the intersection matrix (see 3.15)
of the weighted graph (G(�m) 	 T1)	 T2 is negative definite.

The following says, in particular, thatT(X) � T(†) for eachX satisfying (†).

Lemma 5.11. Let (m; T1; T2) be the discrete part of(X;3;F ), whereX is a
surface satisfying(†), 3 is an affine ruling ofX and F 2 3�. Then(m; T1; T2) 2 T(†)
and the following are equivalent:
(1) X satisfies(‡) and3 is basic;
(2) T2 satisfies one of the conditions(1–3) of 5.6.

Proof. By 5.7 and part (1) of Lemma 5.9,T1 satisfies one of the conditions (1–
3) of 5.6.
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By part (2) of Lemma 5.9, every vertex of (G(�m) 	 T1)	 T2, except possibly the
middle vertex ofG(�m), has weight strictly less than�1. Write G(�m) = (G; v1; v2) and
note that the distinguished vertexv2 of the weighted pairG(�m) 	 T1 has weight 0.
If T2 62 T # then T2 6= 1 and the first column ofT2 is

�1
1

�
, so the weight ofv2 in

(G(�m) 	 T1)	 T2 is �1, contradicting the above observation. Hence,T2 2 T #.
Let X̂! X be the minimal resolution of singularities ofX and letÊ � X̂ be the

exceptional locus; sinceX is normal, the divisorÊ has a negative definite intersection
matrix; since (G(�m)	T1)	T2

�= G(3) by Lemma 5.9, andG(3) contracts toG(Ê; X̂),
we get (m; T1; T2) 2 T(†).

By 5.7, (G(�m) 	 T1) 	 T2 (henceG(3)) has no branch point if and only ifT2

satisfies one of the conditions (1–3) of 5.6. Hence, (1) and (2) are equivalent.

DEFINITION 5.12. Given (n; T1; T2); (m; T 0
1; T 0

2) 2 T, write (n; T1; T2) � (m; T 0
1; T 0

2)
to indicate that

(G(�n) 	 T1)T2 � (G(�m) 	 T 0
1)T 0

2

(equivalence of weighted pairs). Note that “�” is an equivalence relation on the setT.

Theorem 5.13. Let � ; � 0 2 T be such that� � � 0. Suppose that� =
disc(X;3;F ), whereX is a surface satisfying(†), 3 is an affine ruling ofX andF 2 3�. Then there exist an affine ruling30 of X and F 0 2 30� such that� 0 =
disc(X;30; F 0) and supp(F 0) = supp(F ).

In view of 2.14, the above result relates the viewpoint of this section with the
operation “�” of sections 2 and 4. See also Proposition 5.23.

The proof requires 5.14 and 5.15:

Lemma 5.14. If P is a pseudo-linear weighted pair then:
(1) At most one pair(x; T ) 2 Z� T satisfiesG(x) 	 T = P .
(2) Suppose thatG(x) 	 T = P . ThenT satisfies one of conditions(1–3) of 5.6 and
G(x) 	 Ť = (G(x) 	 T )t = P t .

Proof. Write P = (G; v). We may assume thatP = G(x) 	 T for some (x; T ).
Then v has a unique neighborv0 in G, and the weight ofv0 is x; hence,x is uniquely
determined. By 5.7,T satisfies one of conditions (1–3) of 5.6 (which proves part of
assertion (2)). Note also thatG has either one or two connected components; we say
that G has two connected components,L andA, whereL containsv andA is a (pos-
sibly empty) admissible chain. Moreover,L is as follows:

L : . . .r0v rxv0 r
!1y1

r
!nyn (n � 0, !i 2 Z, !i � �2).
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We now show thatT is unique. Ifn = 0 (resp.n = 1) thenT must be1
�
resp.

� 1�!1

��
,

so we may assume thatn � 2. We consider two cases.
If A is nonempty and contains a weight other than�2, thenT =

�p� for somep;  satisfying 1< p < . Then Lemma 3.23 implies that = det(!1; : : : ; !n) andp = det(!2; : : : ; !n), so T is unique (notation as in Lemma 3.22).
Before treating the second case, let us observe that at most one i 2 f1; : : : ; ng can

satisfy det(!1; : : : ; !i�1) = det(!i+1; : : : ; !n), because the left-hand-side is a strictly in-
creasing function ofi, while the right-hand-side is strictly decreasing.

If A is a chain ofN � 1 vertices of weight�2 (whereN � 1), thenT =
� p 1 N �,

for some
�p� 6= �11�. Consider the vertexe (of weight�1) which is deleted fromG(x)T

in order to defineG(x) 	 T ; then e has a unique neighbor amongfy1; : : : ; yng, say yj .
By Lemma 3.23 applied to the first column

�p� of T , we have det(!1; : : : ; !j�1) = = det(!j+1; : : : ; !n) and det(!2; : : : ; !j�1) = p. So j must be the uniquei of the
preceding paragraph; sincej is uniquely determined, so are = det(!1; : : : ; !j�1) andp = det(!2; : : : ; !j�1). This proves assertion (1).

Assertion (2) is obtained from the following observation, which is a consequence
of Lemma 3.23: Let (G; v) be the weighted pair consisting of a single vertex of weight
0, let

�p� 2 T ,
�p� 6= �11�, and consider the weighted pair (G 0; v0) = (G; v)

�p�. Use the
following notation for the weights in (G 0; v0):
(G 0; v0) = (G; v)

�p� : r . . . r r r . . . r
!1 !n �1 a1 amv v0 :

If we definep0 by
�p00p0� =

�p��, then:

(G; v)
�p0 � : r . . . r r r . . . r

!n !1 �1 am a1v :
On the other hand,

(G; v)
��p � : r . . . r r r . . . r

am a1 �1 !n !1v :

5.15. Let S be a smooth complete surface,D a divisor ofS with strong normal
crossings and such that each component ofD is rational, andG = G(D; S), the dual
graph ofD in S. Let alsoG 0 be a weighted graph.
(1) Suppose thatG can be contracted toG 0. Let v1; : : : ; vn be the vertices ofG which
disappear in that process and letD1; : : : ; Dn be the corresponding components ofD.
Then there is an essentially unique birational morphism� : S ! S 0 whose exceptional
locus isD1[ � � � [Dn (whereS 0 is a smooth complete surface). Then the divisorD0 =�(D) of S 0 with strong normal crossings has dual graphG 0.
(2) Suppose thatG 0 can be contracted toG. Then there exists a (not necessarely
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unique) birational morphism� : S 0! S (whereS 0 is a smooth complete surface) such
that the divisorD0 = ��1(D) of S 0, with strong normal crossings, satisfiesG(D0; S 0) =
G 0. The exceptional locus of� consists of the components ofD0 corresponding to the
vertices ofG 0 which disappear in the contraction toG.
In case (1) (resp. (2)), we call� simply “the (resp. a) birational morphism correspond-
ing to G � G 0 (resp.G 0 � G)”; it is tacitely assumed that the above conditions are
satisfied. Similar remarks hold if bothG and G 0 are weighted pairs; in this case, we
have the additional information that� does not shrink the curve which corresponds to
the distinguished vertex.

Proof of Theorem 5.13. Write� = (n; T1; T2) and � 0 = (m; T 0
1; T 0

2).
Consider (̃X; 3̃) = (X;3)� and recall thatX n (SingX [ Bs3) is embedded inX̃ as the complement of a divisorD with strong normal crossings. Also, consider the

curveC = CF̃ in X̃ (notation as in 1.8), wherẽF 2 3̃ corresponds toF 2 3 via the
bijection3! 3̃ (Definition 1.6). Then we have (G(�n) 	 T1)T2 = (G(D +C; X̃); C).

Since � � � 0, we have (G(D + C; X̃); C) � (G(�m) 	 T 0
1)T 0

2; this can be written as
(G(D+C; X̃); C) � P � (G(�m)	T 0

1)T 0
2, whereP is a weighted pair and the inequalities

indicate contractions of weighted pairs. In view of 5.15 we may consider a diagram

X̃ ! � !0! Ỹ , where� and Ỹ are smooth complete surfaces and! and !0 are bira-
tional morphisms corresponding to (G(D + C; X̃); C) � P and P � (G(�m) 	 T 0

1)T 0
2

respectively. DefineD0 = !0(!�1D) and C 0 = !0(C̃), where C̃ � � is the strict
transform ofC. Then D0 + C 0 is a divisor of Ỹ with strong normal crossings and
(G(�m) 	 T 0

1)T 0
2 = (G(D0 + C 0; Ỹ ); C 0). Moreover, X̃  � ! Ỹ gives an isomorphismỸ n suppD0! X̃ n suppD which mapsC 0 onto C.

Since (G(D0 + C 0; Ỹ ); C 0) = (G(�m) 	 T 0
1)T 0

2, the weighted graphG(D0 + C 0; Ỹ )
contracts to the underlying weighted graph ofG(�m) 	 T 0

1; by 5.15 again, this con-
traction gives a birational morphism� 02 : Ỹ ! S 0, where S 0 is smooth. Consider
the divisorM 0 = � 02(D0 + C 0) of S 0 (with strong normal crossings); thenG(M 0; S 0) is
the underlying weighted graph ofG(�m) 	 T 0

1, i.e., (G(M 0; S 0); Z0) = G(�m) 	 T 0
1 for

some componentZ0 of M 0. By 5.7, G(�m) 	 T 0
1 is pseudo-linear, has at most two con-

nected componenents, and the connected component which does not contain the distin-
guished vertex is an admissible chain. Thus we obtain anX-immersion (S 0; �0), where�0 : S 0 n supp(M 0) ! Xs n supp(F ) is the isomorphism determined by� 02, !0, ! andX̃ n supp(D +C) �= Xs n supp(F ). TheX-immersion (S 0; �0) determines an affine ruling30 of X and an elementF 0 of 30� satisfying supp(F 0) = supp(F ) (because the image
of �0 is Xs n supp(F )). Also, Z0 is the 0-component of (S 0; �0) and let60 be the sec-
tion of (S 0; �0). Since the unique neighbor of the distinguished vertex ofG(�m) 	 T 0

1

has weight�m, we have (60)2 = �m. Note that (X;30)� = (Ỹ ; jZ0j�), where jZ0j�
denotes the strict transform ofjZ0j. Also, HN(� 02;M 0) is defined and is equal toT 0

2.
Let � 01 : S 0 ! Fm be the unique birational morphism which contracts each re-

ducible member ofjZ0j to a 0-curve and whose exceptional locus is disjoint from60
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(see 1.2).
We claim thatN(� 01) = m0 � 2, wherem0 is the number of irreducible components

of M 0 andN(� 01) is (as usual) the number of irreducible components in the exceptional

locus of � 01. To see this, let� be the composition� !! X̃ �2! S �1! Fn, where�1 and�2 are the two morphisms determined by (X;3;F ) as in 5.1. ThenN(�) = jPj�2 and

consequentlyN(� 0) = jPj�2, where� 0 is the composition� !0! Ỹ � 0
2! S 0 � 0

1! Fm. Since!0 and� 02 correspond to contractions of graphs, it follows thatN(� 01) = jG(�m)	T 0
1j�2,

from which the claim follows.
Note that� 01(60) is the negative section of the standard ruling3m of Fm and that� 01(Z0) is a member of3m. We claim that, for some memberL of 3m other than� 01(Z0),

(30) � 01(M 0) � L + � 01(60) + � 01(Z0); center(� 01) � L n � 01(60) and HN(� 01; L) = T 0
1:

The verification of this splits into two cases.
If m0 = 2 then jG(�m) 	 T 0

1j = 2, so T 0
1 is the empty tableau. On the other hand,N(� 01) = m0 � 2 = 0 implies that� 01 is an isomorphism. If we letL be any member of3m other than� 01(Z0), then (30) holds.

If m0 > 2 then G(�m) 	 T 0
1 has more than 2 vertices, so the middle vertex of

G(�m) has exactly two neighbors, i.e.,60 has two neighborsZ0 and Z00 in M 0. LetM 0
1; : : : ;M 0m0�3 be the components ofM 0 other thanZ0, 60 and Z00; since eachM 0i

is contained in a member of the rulingjZ0j (becauseM 0i \Z0 = ;) and is disjoint from60, eachM 0i is shrunk by� 01. SinceN(� 01) = m0 � 2, the exceptional locus of� 01 isE [ M 0
1 [ � � � [ M 0m0�3, for some curveE not contained inM 0

1 [ � � � [ M 0m0�3. Since
(M 0i )2 < �1 for all i, E is the unique (�1)-component of the exceptional locus of� 01.
Let L = � 01(Z00) and note thatL is a member of3m other than� 01(Z0) and satisfying:

� 01(M 0) = L + � 01(60) + � 01(Z0) and center(� 01) � L n � 01(60):
Using G(�m) = (G(� 01(M 0);Fm); L; � 01(Z0)), we obtain

G(�m) 	 HN(� 01; L) = (G(� 01(M 0);Fm); L; � 01(Z0))	 HN(� 01; L)

= (G(M 0; S 0); Z0) = G(�m) 	 T 0
1;

so HN(� 01; L) = T 0
1 by Lemma 5.14 and (30) holds in this case too.

We conclude that� 01 and � 02 are the two morphisms determined by (X;30; F 0)
(5.1) and that disc(X;30; F 0) = (m; T 0

1; T 0
2).

The following order relation is useful for describingT(X) explicitely:

DEFINITION 5.16. We define a transitive relation> on the setT by declaring that
(n; T1; T2) > (m; T 0

1; T 0
2) if n = 1 and the following holds:
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Let L be the weighted pair such thatG(�m)	T 0
1 is pseudo-linear of type (m�1;L).

Then there exist an integers � 1 and tableauxX1; : : : ; Xs such thatT1 = (T 0
1)(ˇs),T2 = Xs � � �X1T 0

2 andXi 2 Tki (Lt i ), wherek1 = m� 1 andki = 0 for all i > 1.
We define the symbols<, � and� the usual way. (See Definition 3.21 forTk(L).)

REMARK. There cannot be an infinite descending sequence�1 > �2 > � � � in T.
Indeed, if (n; T1; T2) > (m; T 0

1; T 0
2) then the number of columns ofT 0

2 is strictly less
than that ofT2.

Note that, if � 0 2 T is given, we may explicitely describe all� 2 T satisfying� > � 0 (this is done in 5.39, below). Thus the following (see also Corollary 5.22)
describesT(X) in terms ofT0(X):

Corollary 5.17. Let X be a surface satisfying(†).
(1) If � ; � 0 2 T are such that� > � 0, then � 2 T(X) () � 0 2 T(X).
(2) Given any� 2 T(X) n T0(X), there exists� 0 2 T0(X) such that� > � 0.

Although 5.17 is essentially a corollary of Theorem 5.13, its proof requires some
preparation.

Lemma 5.18. Let (n; T1; T2); (m; T 0
1; T 0

2) 2 T.
(1) If (n; T1; T2) > (m; T 0

1; T 0
2) then (n; T1; T2) � (m; T 0

1; T 0
2).

(2) If (n; T1; T2) � (m; T 0
1; T 0

2) then (G(�n)	T1)	T2 and (G(�m)	T 0
1)	T 0

2 are equivalent
weighted graphs and consequently

(n; T1; T2) 2 T(†) () (m; T 0
1; T 0

2) 2 T(†):
Proof. Suppose that (n; T1; T2) > (m; T 0

1; T 0
2). Recall thatn = 1 and let the no-

tations (L, s, X1; : : : ; Xs , ki) be as in Definition 5.16. SinceG(�m) 	 T 0
1 is pseudo-

linear of type (m � 1;L), it follows that G(�1) 	 T 0
1 is pseudo-linear of type (0;L),

so G(�1) 	 (T 0
1)(ˇs) = (G(�1) 	 T 0

1)t s is pseudo-linear of type (0;Lt s ). By Corollary 3.37,
(G(�1)	 (T 0

1)(ˇs))Xs � � �X1 is pseudo-contractible of type (m� 1;L).
Let P � P 0 mean, temporarily, that the weighted pairsP and P 0 are the same

outside of the connected component containing the distinguished vertex. Then

G(�m) 	 T 0
1 � G(�1)	 T 0

1 � G(�1)	 (T 0
1)(ˇs) � (G(�1)	 (T 0

1)(ˇs))Xs � � �X1;
where the second “�” follows from part (2) of 5.14 and the other two are obvi-
ous. Thus the weighted pairs (G(�1) 	 (T 0

1)(ˇs))Xs � � �X1 and G(�m) 	 T 0
1 are pseudo-

contractible of the same type, and identical outside of the connected component con-
taining the distinguished vertex; it follows that

(31) (G(�1)	 (T 0
1)(ˇs))Xs � � �X1 � G(�m) 	 T 0

1
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and consequently

(G(�1)	 T1)T2 = (G(�1)	 (T 0
1)(ˇs))Xs � � �X1T 0

2 � (G(�m) 	 T 0
1)T 0

2;
which proves assertion (1). If (n; T1; T2) � (m; T 0

1; T 0
2) then (G(�n) 	 T1)T2 � (G(�m) 	T 0

1)T 0
2, so

(G(�n) 	 T1)	 T2 = (G(�n) 	 T1)T2	 1� (G(�m) 	 T 0
1)T 0

2 	 1 = (G(�m) 	 T 0
1)	 T 0

2

and (2) holds.

Lemma 5.19. Let � = (n; T1; T2) 2 T(†). If the weighted graph(G(�n) 	 T1)	 T2

can be contracted to a weighted graph whose number of branch points is strictly less
than that of(G(�n) 	 T1)	 T2, then � > � 0 for some� 0 2 T(†).

Proof. LetL be the weighted pair such thatP = G(�n) 	 T1 is pseudo-linear of
type (n�1;Lt ). Note thatT2 2 T # but that, since (G(�n)	T1)	T2 has a branch point,T2 satisfies none of the conditions of 5.6 (this follows from 5.7). Thus, if we writeT2 = CT with C; T 2 T andC a single column, we haveC 6= �11�, T 6= 1 and if T is
a single column then it is not of the form

�1k�. Consider the weighted pairPC = (H; e)
and regarde as a vertex of (G(�n) 	 T1)	 T2 = (H; e)	 T . Then (G(�n) 	 T1)	 T2 has
three branches ate, say B, B0 and B00, whereB contains the vertices ofP , B [ B0
contains no branch point of (G(�n) 	 T1) 	 T2 and every weight inB [ B0 [ B00 is
strictly less than�1, except possibly the middle vertex ofG(�n) (which belongs toB
and has weight�n). Since (G(�n) 	 T1) 	 T2 contracts to a graph with less branch
points, n = 1 (so P is of type (0;Lt )) and B shrinks. In other words, the connected
componentLtC of PC (regardLtC as a weighted pair) contracts to a linear pair. By
3.32,LtC�11�� is contractible of typeL andC�11�� 2 T (Lt ), for some� 2 N; so PC is
pseudo-contractible of type (�;L).

We may writeT2 = X1T 0
2 with X1 = C�11�` 2 T (some` 2 N) and T 0

2 2 T #. If` > � thenPX1 contracts to a weighted pair (W;w) which contains a vertexv 6= w of
nonnegative weight; then (G(�1) 	 T1)	 T2 = PX1 	 T 0

2 contracts to a weighted graph
containing a nonnegative weight, contradicting the fact that its intersection matrix is
negative definite. Sò � � and consequentlyX1 2 T��`(Lt ), which we rewrite asX1 2 Tm�1(Lt ), wherem � 1. It is then clear that the triple� 0 = (m; Ť1; T 0

2) belongs to
T and satisfies� > � 0. By Lemma 5.18,� 0 2 T(†).

Proof of Corollary 5.17. Since� > � 0 implies � � � 0 by Lemma 5.18, asser-
tion (1) of 5.17 follows from 5.13. Also, (2) follows from (1): If � 2 T(X) n T0(X)
then Lemma 5.19 implies that� is not minimal in (T(†);<); since there is no infinite
descending sequence in (T(†);<), we may therefore choose a minimal� 0 in (T(†);<)
such that� > � 0; then (1) implies� 0 2 T(X), so � 0 2 T0(X) by Lemma 5.19.
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NOTATION 5.20. (1) Given� 2 T, define

[� ;1) =
�� 0 2 T

�� � 0 � �	 and (�1; � ] =
�� 0 2 T

�� � 0 � �	:
(2) If X satisfies (†), min(T(X)) =

�� 2 T(X)
�� � is a minimal element of (T(†);<)

	
.

REMARK. By Lemma 5.19, min(T(X)) � T0(X).

Lemma 5.21. Given � 2 T, the set(�1; � ] is totally ordered and finite. Conse-
quently, if � is not minimal inT then there exists exactly one�� 2 T such that

� > �� and no� � 2 T satisfies� > � � > ��.

We call �� the immediate predecessorof � .

Proof. We show that if� ; � 0; � 00 2 T satisfy � > � 0 and � > � 00, then � 0 � � 00 or� 0 � � 00. Write � = (1; T1; T2), � 0 = (m0; T 0
1; T 0

2) and � 00 = (m00; T 00
1 ; T 00

2 ) and letq 0 (resp.q 00) be the number of columns ofT 0
2 (resp.T 00

2 ). We may assume thatq 0 � q 00.
Since � > � 0, we haveT2 = Xs � � �X1T 0

2 (notation as in Definition 5.16) and sim-
ilarly � > � 00 gives T2 = Yr � � �Y1T 00

2 . Thus T 0
2 (resp.T 00

2 ) consists of the rightmostq 0
(resp.q 00) columns ofT2; since q 0 � q 00, it follows that T 00

2 = WT 0
2 for someW 2 T

(and T 00
2 2 T # impliesW 2 T #). SoXs � � �X1T 0

2 = T2 = Yr � � �Y1WT 0
2 and consequentlyXs � � �X1 = Yr � � �Y1W . Since theXi are irreducible elements of the monoidT #, it fol-

lows thatW = Xj � � �X1 (somej � 0) by unique factorization inT # (see 3.34). ThusT 00
2 = Xj � � �X1T 0

2 and it follows that� 00 > � 0 or � 00 = � 0. This shows that (�1; � ] is
totally ordered; the other assertions are trivial.

Corollary 5.22. If X satisfies(†) then
�
[� ;1)

�� � 2 min(T(X))
	

is a partition
of T(X).

REMARK. [� ;1) is described explicitely in 5.39, below.

Proof. By Corollary 5.17, the union of the sets [� ;1) is T(X). If � 0; � 00 2
min(T(X)) are such that [� 0;1) \ [� 00;1) 6= ;, then Lemma 5.21 implies� 0 = � 00.

In relation with the reduction process of Corollary 2.11, wegive:

Proposition 5.23. Let X be a surface satisfying(†), 3 a non-basic affine rul-
ing of X and F the unique element of3�. Consider the pair(3�; F�) obtained from
(3;F ) by means of the reduction process ofCorollary 2.11, i.e., if I = (S;�) is the
distinguishedX-immersion determining(3;F ), P 2 S the center of the morphism
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�2 : X̃ ! S which contractsF̃ to a 0-curve and� any8 element of5P (I ), then
(3�; F�) is the pair determined by theX-immersionI � � . Let � and �� denote the
discrete parts of(3;F ) and (3�; F�) respectively. Then�� is the immediate prede-
cessor of� (seeLemma 5.21).

Proof. Write � = (n; T1; T2). Since3 is non-basic, (G(�n) 	 T1) 	 T2
�= G(3)

can be contracted to a weighted graph with less branch points; then the proof of

Lemma 5.19 produces a� 0 = (m; T 0
1; T 0

2) such that� > � 0, T2 = X1T 0
2 andX1 = C�11�`

(note that� 0 is the immediate predecessor of� ). Since � > � 0 implies � � � 0, the
proof of Theorem 5.13 produces a pair (30; F 0) whose discrete part is� 0. The factor-

ization T2 = C�11�`T 0
2 determines a factorization of�2 as

(32) X̃ ����!T 0
2

R00 ����!
(1

1)
` S̃ �����!C S

andC 2 T�(Lt ) implies that� 2 5P (S;�). Then we see that theX-immersion (S 0; �0)
(in the proof of Theorem 5.13) is equivalent toI �� . Since (S 0; �0) determines (30; F 0)
and I � � determines (3�; F�), this means that (30; F 0) = (3�; F�). So � 0 = �� and
we are done.

SURFACES SATISFYING (‡)

NOTATION 5.24.
(1) Consider triples (X;3;F ) whereX satisfies (†), 3 is an affine ruling ofX andF 2 3�. Two such triples areequivalent, (X;3;F ) � (X0;30; F 0), when there exists
an isomorphismX ! X0 which transforms3 into 30 and F into F 0. If this is the
case then disc(X;3;F ) = disc(X0;30; F 0), so we may speak of the discrete part of
the equivalence class [X;3;F ] of (X;3;F ). So we obtain a map disc :S(†)! T(†),
whereS(†) denotes the set of equivalence classes [X;3;F ].
(2) We will also consider the restriction disc :S0(‡) ! T0(‡) of the above map
S(†) ! T(†), where S0(‡) =

�
[X;3;F ] 2 S(†)

�� X satisfies (‡) and3 is basic
	

and
where T0(‡) is the set of (m; T1; T2) 2 T such that (i) each ofT1; T2 satisfies one of
conditions (1–3) of 5.6; and (ii) the weighted graph (G(�m) 	 T1) 	 T2 has a nega-
tive definite intersection matrix. (See Lemma 5.11 for the fact that disc mapsS0(‡) in
T0(‡); see also 5.41.)
(3) Let S(‡) be the set of isomorphism classes of surfaces satisfying (‡). The isomor-
phism class ofX is denoted [X]. Then [X;3;F ] 7! [X] defines a mapS0(‡)! S(‡).

In particular, we will show:

8For the fact that(3�; F�) is independent of the choice of� 2 5P (I ), see the last assertion of
Corollary 4.4.
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Proposition 5.25. S0(‡) ! S(‡) and S(†) ! T(†) are surjective andS0(‡) !
T0(‡) is bijective.

Proof thatS0(‡) ! S(‡) is surjective. IfX is any surface satisfying (‡), thenX
admits a basic affine ruling3 by Theorem 2.1 and3� 6= ; by 2.5; thus [X] is in the
image ofS0(‡)! S(‡).

The proof of the other assertions requires some preparation.

DEFINITION 5.26. Letm be a positive integer,3m the standard ruling ofFm and6m � Fm the negative section of3m (62m = �m). Let T1; T2 2 T .
(1) By a blowing-up ofFm according to(T1; T2), we mean a triple (�; P1; P2) where� : Y ! Fm is a birational morphism (withY smooth and complete),P1; P2 are
points of Fm n 6m belonging to distinct members of3m (Pi 2 Zi 2 3m, Z1 6= Z2),
center(�) � fP1; P2g and, for eachi = 1;2, ��1(Pi) contains at most one (�1)-curve
and HN(�;Zi) = Ti .
(2) Let � = (�; P1; P2) and � 0 = (� 0; P 0

1; P 0
2) be two blowings-up ofFm according to

(T1; T2). We say that� is equivalent to� 0 if there exists a commutative diagram:

Y �=����! Y 0??y� ??y� 0
Fm �=����!' Fm

where the horizontal arrows are isomorphisms and, for eachi = 1;2, '(Pi) = P 0i .
Lemma 5.27. Let (m; T1; T2) 2 Z

+ � T � T be such that:
(i) Each Ti satisfies one of conditions(1–3) of 5.6; and
(ii) if both Ti are nonempty thenm12 � 1p2 � 2p1 6= 0, where

�pii � is the first
column ofTi .
Then any two blowings-up ofFm according to(T1; T2) are equivalent.

Proof. Let � = (�; P1; P2) and � 0 = (� 0; P 0
1; P 0

2) be two blowings-up ofFm ac-
cording to (T1; T2). Since there exists an automorphism9 of Fm which mapsP1 andP2 to P 0

1 and P 0
2 respectively, we may assume that (P1; P2) = (P 0

1; P 0
2). Let Zi be the

member of3m containingPi (Z1 6= Z2) and choose a sectionS of 3m such thatS \6m = ; andP1; P2 2 S. We can writeFm n6m = Speck[x1; y1] [Speck[x2; y2], wherexi; yi are local equations atPi for Zi and S respectively,x2 = x�1
1 and y2 = y1x�m1 .

Then the Hamburger-Noether tableaux HNi = HN(� ; xi; yi) and HN0i = HN(� 0; xi; yi)
satisfy HNi = Ti = HN

0i (i = 1;2).

9The automorphism preserves fibres and6m, sincem > 0.
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Note that, for each (� ; � ) 2 (k�)2, x1 7! �x1, y1 7! �y1 induces an automorphism'�;� of Fm which leaves (P1; P2; S) unchanged.
Let I =

�i 2 f1;2g �� Ti has two columns
	

and, for eachi 2 I , define�i; �0i 2
k� by saying that

� ���i
� �

resp.
� ���0i

��
is the first column of HNi (resp. HN0i). If the

two sequencesf�igi2I and f�0igi2I are equal, then the assertion is trivial. So it suffices
to show that the sequencef�igi2I can be transformed into the constant sequence with
value 1 by composing� with automorphisms'�;� .

Let us study the following situation. LetPi , Zi , S and (xi; yi) be as above. Let�1; �2 2 k� and p1; 1; p2; 2 2 N be such that 0< pi � i are relatively prime
(i = 1;2) andm12�1p2�2p1 6= 0; consider a birational morphismf : Y ! Fm (Y
smooth and complete) satisfying center(f ) = fP1; P2g and, for eachi = 1;2, f �1(Pi)
contains a unique (�1)-curveEi and HN(f ; xi; yi) =

� pii�i
�
. For eachi = 1;2, the HN-

algorithm of [11] produces a parameterui for Ei �= P
1 and the conditionui = �i

determines a point onEi . Moreover,ui = yii =xpii or ui = xpii =yii . We have'�;� (ui) =� �i ��iui , with (�1; �1) = �(�p1; 1) and (�2; �2) = �(p2 � m2; 2). Since
�� �1 �1�2 �2

�� =�(m12 � 1p2� 2p1) 6= 0, we may choose (� ; � ) such that

HN('�;� Æ f ; x1; y1) =
� p11

1

�
and HN('�;� Æ f ; x2; y2) =

� p22
1

� :

Lemma 5.28. Let (m; T1; T2) 2 T0(‡).
(1) If both Ti are nonempty thenm12 � 1p2 � 2p1 > 0, where

�pii � is the first
column ofTi .
(2) The blowing-up ofFm according to(T1; T2) is unique, up to equivalence.

Proof. If bothTi are nonempty then let0 be the connected component of�
G(�m) 	

�p11

��	 �p22

�

containing the vertices ofG(�m). Since0 is a subgraph of (G(�m) 	 T1) 	 T2, it must
have a negative definite intersection matrix. In particular, det(0) > 0. By 3.16 and
Lemma 3.23, det(0) = m12 � 1p2 � 2p1. This proves (1), and (2) follows from
(1) and Lemma 5.27.

5.29 (Proof of Proposition 5.25, continued). Given� = (m; T1; T2) 2 T(†), we
describe a method for constructing all (X;3;F ) such that disc(X;3;F ) = � (whereX satisfies (†), 3 is an affine ruling ofX andF 2 3�). This will show, in particular,
that disc :S(†)! T(†) is surjective.

Choose a blowing-up �X̃ �! Fm; P1; P2

�
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of Fm according to (T1; T2) and letZ1 andZ2 be the elements of3m satisfyingPi 2Zi . Recall that center(�) � fP1; P2g and HN(�;Zi) = Ti . For i = 1;2, define

Ei =

� ��1(Zi); if Pi 62 center(�);
the (�1)-curve in��1(Pi); if Pi 2 center(�)

and letD be the divisor ofX̃ with strong normal crossings defined by��1(supp(Z1 +6m+Z2)) = supp(E1+D+E2) andE1; E2 6� supp(D). ThenG(D; X̃) = (G(�m)	T1)	T2

and consequentlyD has a negative definite intersection matrix (because� 2 T(†)). So
there exists a complete normal surfaceX and a birational morphism̃X ! X with
exceptional locus supp(D). Note that3m determines an affine ruling3 of X, because
Fm  X̃ ! X restrict to an isomorphism betweenFm n supp(Z1 + 6m + Z2) and an
open subset ofX. Moreover, if 3̃ is the strict transform of3m with respect to� ,
then (X̃; 3̃) = (X;3)�. Equation (4) of 1.7 implies that Pic(Xs) has rank 1, soX
satisfies (†). Note that the image ofEi under X̃ ! X is the support of someFi 23; moreover,F2 2 3� and disc(X;3;F2) = � . It is clear, also, that (X;3;F2) is
determined by the choice of the blowing-up (�; P1; P2) and that every triple (X;3;F )
with discrete part� can be obtained in this way, i.e., by choosing a suitable blowing-
up.

5.30 (End of proof of Proposition 5.25). We show thatS0(‡)! T0(‡) is bijec-
tive. Given � = (m; T1; T2) 2 T0(‡), consider a triple (X;3;F2) constructed as in 5.29.
By Lemma 5.11,X satisfies (‡) and3 is basic, so [X;3;F2] 2 S0(‡). Also, unique-
ness (Lemma 5.28) of the blowing-up (�; P1; P2) up to equivalence implies uniqueness
of (X;3;F2) up to equivalence; in other words,� 7! [X;3;F2] is a well-defined map
T0(‡)! S0(‡), and this is the inverse of the “discrete part” mapS0(‡)! T0(‡).

Corollary 5.31. There exists a surjective mapf : T0(‡)! S(‡) satisfying:
Given � 2 T0(‡) and X satisfying (‡), f (� ) = [X] if and only if there exists an

affine ruling3 of X and anF 2 3� such that� is the discrete part of(3;F ).

REMARK. One interesting aspect of the surjectionf : T0(‡) ! S(‡) of Corol-
lary 5.31 is that, given� 2 T0(‡), we may construct, in a very explicit way, a surfaceX such thatf (� ) = [X] (the construction is carried out in 5.29). Since the elements of
T0(‡) can be described explicitely (see 5.41), this gives an interesting description of
the class of surfaces satisfying (‡).

Corollary 5.32. Let X1 andX2 be surfaces satisfying(†) and such thatT(X1)\
T(X2) 6= ;. Then:
(1) T0(X1) \ T0(X2) 6= ;.
(2) If at least one ofX1; X2 satisfies(‡), thenX1

�= X2.
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Proof. Assertion (1) follows immediately from Corollary 5.17. To prove (2), as-
sume thatX1 satisfies (‡) and consider� = (m; T1; T2) 2 T0(X1) \ T0(X2). By
Lemma 5.11, each ofT1, T2 satisfies one of the conditions (1–3) of 5.6; since� 2
T(X2), Lemma 5.11 implies thatX2 satisfies (‡). Then the surjectionf : T0(‡)! S(‡)
of Corollary 5.31 satisfiesf (� ) = [X1] and f (� ) = [X2], so [X1] = [X2].

5.33. Consider the equivalence relation “�” on T which is generatedby declar-
ing that � � � 0 whenever� < � 0. Then � � � 0 =⇒ � � � 0, but the converse does
not hold. Indeed, Lemma 5.21 implies thatT=� =

�
[� ;1)

�� � 2 min(T)
	
, so each

equivalence class with respect to� contains exactly one minimal element of (T;<).
However, if � =

�
1; � 16 1

39 3

� ; � 135 1
229 4

��
and � 0 =

�
1; � 23 1

39 3

� ; � 2 1
5 4

��
then � and � 0 are dis-

tinct minimal elements of (T;<) and � � � 0.
Regarding the relation� of 5.33, we have the following:

Corollary 5.34. For i = 1;2, let Xi be a surface satisfying(‡), let 3i be an
affine ruling ofXi and let Fi 2 (3i)�. If disc(X1;31; F1) � disc(X2;32; F2), then
there exist(30

1; F 0
1) and (30

2; F 0
2) satisfying:

(1) For each i, 30i is a basic affine ruling ofXi , F 0i 2 (30i)� and supp(F 0i ) = supp(Fi);
(2) there exists an isomorphismX1! X2 which carries30

1 to 30
2 and F 0

1 to F 0
2.

In particular, there exists an isomorphismX1 ! X2 which mapssupp(F1) onto
supp(F2).

Proof. Let�i 2 T be the discrete part of (3i; Fi). Then Lemma 5.21 implies that
there exists� 0 2 T such that (for alli) �i � � 0; clearly, � 0 may be chosen so that it
is a minimal element ofT. By Theorem 5.13, for eachi there exists an affine ruling30i of Xi andF 0i 2 (30i)� satisfying supp(F 0i ) = supp(Fi) and such that the discrete part
of (Xi;30i; F 0i ) is � 0. So (Lemma 5.19)30i is basic and the two elements [X1;30

1; F 0
1]

and [X2;30
2; F 0

2] of S0(‡) have the same image (namely,� 0) under the bijective map
S0(‡)! T0(‡). Hence, [X1;30

1; F 0
1] = [X2;30

2; F 0
2].

MULTIPLICITIES

DEFINITION 5.35. Given a tableauT =
� p1 ��� pk1 ��� k � 2 T , we define

�(T ) =

�
1; if T = 1,1 � � � k; else.

Note that� : T ! N n f0g is a homomorphism of multiplicative monoids.

REMARK. Given a finite Hamburger-Noether tableau HN =
� p1 ���1 ����1 ���

�
, considerT =

HN 2 T defined as in 3.6. Then�(T ) = 1 (or 1, if HN is empty).
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By the above remark and A.10.1 of [11], we have

5.36. Let f : X ! Y be a birational morphism of smooth complete surfaces
and D a nonzero divisor ofY with strong normal crossings. Assume that the ex-
ceptional locus off contains at most one (�1)-curve and that the center off , if
nonempty, is a pointP belonging to exactly one componentZ of D. Let

E =

� f �1(Z); if f is an isomorphism,
the (�1)-curve inf �1(P ); if f is not an isomorphism.

Then the multiplicity ofE in the total transform ofD is equal to��HN(f;D)
�
.

The above statement and Proposition 1.8 give:

Corollary 5.37. Let X be a surface satisfying(†). If (m; T1; T2) is the discrete
part of (3;F ), where3 is an affine ruling ofX and F 2 3�, and if G 2 3 n fF g is
such thatfF;Gg contains all multiple members of3 (such aG exists, by definition of3�), then

F = �(T2)C2 and G = �(T1)C1;
whereC1; C2 � X are (irreducible) curves. Moreover,Pic(Xs) �= Z � Z=dZ, whered = gcd(�(T1); �(T2)).

REMARK. If X = P
2, or more generally a weighted projective planeP(a; b; )

where a; b;  are pairwise relatively prime, then�(T1) = degC2 and �(T2) = degC1.
(In view of the above result, this follows immediately from gcd(degC1;degC2) = 1,
for which we refer to [5] or [6].)

See also Corollary 5.40.

SOME EXPLICIT COMPUTATIONS

5.38. Let m > 0 be an integer and suppose thatT 2 T satisfies one of condi-
tions (1–3) of 5.6.
(1) Recall thatG(�m) 	 T is pseudo-linear of type (m� 1;L), whereL is a weighted
pair satisfying the condition (0), uniquely determined byT . Then Lemma 3.23 gives:

M(L) =

8>>><
>>>:

�
0 1
1 1

�
if T satisfies 5.6.1;� �p�p0+p00 �p�p0  �
if T satisfies 5.6.2;� Np(�p)�1 N2�Np�1Np�1 N2

�
if T satisfies 5.6.3;
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wherep0 and p00 are defined by
�p00p0� =

�p��. Note thatL is degenerate if and only ifT 2 �1; � 1 1
2 1

�	 [ �� nn+1

� �� n � 1
	
.

(2) The conditions

M(L) =
� ̇ (T ) �1�2  (T )

�
and �i+2 = �i (i � 1)

define positive integers ˙ (T ) and (T ) and an infinite sequence�(T ) = (�1; �2; : : : ) of
positive integers. Note that these are uniquely determinedby T and can be computed

from (1). They satisfyM(Lt i ) =
� ̇ (T ) �i+1�i  (T )

�
for all i � 1.

(3) A sequence� = (�1; : : : ; �s) of natural numbers is said to be (m; T )-admissibleifs � 1 and the following conditions hold:
(a) If T 2 �1; � 1 1

2 1

�	 [ �� nn+1

� �� n � 1
	
, �1 � max(1;m � 1) and �i � 1 for alli > 1.

(b) For all otherT , �1 � m� 1 and�i � 0 for all i > 1.
(4) Given an (m; T )-admissible sequence� = (�1; : : : ; �s), consider the sequence of

tableaux (X1; : : : ; Xs) 2 T s given byXi =
�pii ��11��i�ki , where

�pii � is the matrix product

M(Lt i )�1�i�, k1 = m� 1 andki = 0 for all i � 1. ThenXi 2 Tki (Lt i ) for all i = 1; : : : ; s.
5.39. Let � = (m; T1; T2) 2 T. For each (m; T1)-admissible sequence� =

(�1; : : : ; �s), define�� 2 T by �� = (1; (T1)(ˇs); Xs � � �X1T2), where (X1; : : : ; Xs) is de-
termined by� and (m; T1) as in part 4 of 5.38. Then

[� ;1) = f� g [ ��� �� � is an (m; T1)-admissible sequence
	:

Corollary 5.40. Let X be a surface satisfying(†) and suppose that(m; T 0
1; T 0

2) 2
T(X). Let  =  (T 0

1) and �(T 0
1) = (�1; �2; : : : ). Then the set

�
(�(T1); �(T2))

�� (1; T1; T2) 2 T(X) and (1; T1; T2) > (m; T 0
1; T 0

2)
	

is equal to(  
�(T 0

1); �(T 0
2) � sY

i=1

(�i + �i )

! ����� (�1; : : : ; �s) is (m; T 0
1)-admissible

)
:

5.41. We describe the elements ofT0(‡). Consider a triple� = (m; T1; T2) wherem is a positive integer and eachTi is a tableau (Ti 2 T ) satisfying one of conditions
(1–3) of 5.6 (each element ofT0(‡) is such a triple). Consider the connected compo-
nent 0 of (G(�m) 	 T1) 	 T2 containing the vertices ofG(�m). Then every connected
component of (G(�m)	 T1)	 T2 is a linear chain and every vertex, except possibly the
middle vertex ofG(�m) (which has weight�m), has weight strictly less than�1. So� 2 T0(‡), det(0) > 0 and in particular:� If m > 1 then� 2 T0(‡);
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� if 1 2 fT1; T2g then � 2 T0(‡).
Assume thatm = 1 and that neither ofT1, T2 is empty; thenTi is either

�pii � or
� pi 1i xi �

with xi � 1. We may then compute det(0) in each case and conclude:
(1) If T1 =

�p11

�
and T2 =

�p22

�
, � 2 T0(‡) () 1 > 0;

(2) if Ti =
�pii � and Tj =

� pj 1j xj �, � 2 T0(‡) () 1jxj � i > 0;

(3) if T1 =
� p1 11 x1

�
and T2 =

� p2 12 x2

�
, � 2 T0(‡) () 112x1x2 � 2

1x1 � 2
2x2 > 0,

where1 = m12� 1p2� 2p1 = 12� 1p2� 2p1.
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