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1. Introduction

The purpose of this note is to answer a question proposed dwalkdoes the sin-
gular part of the scattering matrix determine the obstatie® well known that the
complete scattering matrix at any fixed energy determinesotistacle — see [5], Sect.
V.6 and [3]. Here we give

Theorem. Suppose thatDO; and O, are two obstacles inR" and that S;(1),
S»(1) are the corresponding scattering matrices. A, in C, whenn is odd and in
A1, whenn is even, is a pole of1(1) then

S1(A) — S2(2) is holomorphic neang = 01 = O,.
Here A; denotes the first sheet of the logarithmic plarer < argig < 7.

The proof is an observation based on the complex scalingodethd on the Rel-
lich uniqueness theorem. The method does not apply to patent metric scattering
and in fact, as pointed out to the author by Michael Livshit& analogous theorem
does not hold in that case — see a remark in Sect. 3. It seemrly llowever, that
when S1(A) — S2(1) has no poles at all, then any type of scatterer is determiaed
that was lkawa’s original question.

We recall the basic assumptions and definitions. Byohastacle O, we mean a
compact subset dR” such thatR” \ O is connected andO is smooth. We then con-
sider the LaplacianA = -3, 8,2 with the Dirichlet conditions ordO.

There are many equivalent definition of the scattering mdti O. The one most
relevant here, comes from considering the radiation paitef plane waves scattered
by the obstacle: for every € R\ {0} and f e C*°(S""!) there exist a unique solution
to the exterior problem with prescribed incoming radiatattern:

(~A =2®u=0, ul0=0,

(2.1) u(x) = x| 7Oz (f <i> +O <i>> '
|x] x|
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. X 1
e (o () +0 (7))

|x| — 00, g€ COO(Snfl).

The scattering matrix is defined as the operator mappingrtbeniing radiation pattern
to the outgoing one:

(1.2) S : f — it g(—e),

where the antipodal map and the poweri ofiere added so th&(A) = 7 when O = (J—
see [7] for a comprehensive review.

A more concrete representation §{1) comes from considering solutions of the
form

(—A =2 u, =0, uy,lpo=0, weS*

1.3 4 . 1
(13) Uy(x) = e +y, (x), v, (r) = r- 2 (a()», 0,w)+0O (—)) .
r

Since, in the sense of distributions 8§~*, we have

(n—-1)/2
eikr(f).w) - <2_7T> ! rf(nfl)/Z
ir

x [e"“ (5w(9) +0 (%)) +i" e (5_w(9) +0 (;1))} ,

the scattering matrix is represented by the kernel
S (w, 0) = 8,(0) + c, A"V 2a(x, —6, w).

For A € R, S(1) is a unitary operator oL.?(S"~1). As was shown in [5] (see also
[11] and references given there) it continues meromorfigitca C when inn is odd
and to A, the logarithmic place, when is even. The poles coincide with the poles
of the meromorphic continuation of the resolvent A — %)™ @ L%, (R" \ O) —
LE(R"\ 0), from the physical half-plane, Itn < 0, to C and A, whenn is odd or
even respectively.

The multiplicity of a pole can be defined in any sensible wag at of such def-
initions coincide (we never have the troublesome pole. atO in obstacle scattering).
For instance, we can put

M M
. _ A;
1.4)  ms(ro) =dimd A;(LASTY),  SA)=) m + A (M),
j=1 j=1
A,;, holomorphic neaf.
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Although the issues of the multiplicity will be implicit inest. 2, in this note, only an
existence of a pole will matter.

2. Structure of the singular part

We will describe the relation between the singular part & thsolvent and the
singular part of the scattering matrix. In the case of paatrgcattering, this is well
known-see [9], [2], [1]. For future reference, and to avgiedfic aspects of obstacle
scattering, we will now procceed in the generality of “blamix” scattering introduced
by Spstrand and the author in [10]. We briefly recall the assuomgti Let’{ be a
complex Hilbert space which is a complexification of a realbElit space, so that the
complex conjugate is well defined{ > ¢ — g € H. We assume the existence of an
orthogonal decomposition

H =Hg, ® L>(R" \ B(O, Ro)), n=>2

and let P be a real self-adjoint operatoP{ = Pu, (Pu, v)x = (u, Pv)s) with domain
D C 'H such that

(2.1) 1 [z p0.ry) D = H*(R" \ B(O, Ro)),
(2.2) 1 rR”\B(O-Ro) P=-A TRH\B(O.RD),
1 0.k (P — i)™ is compact.

The assumption thaP is real is not necessary but, as in [4], it make the structdire o
the singular part of the resolvent particularly nice.

Theorem 1 of [10] gives the meromorphic continuationRf) = (P — A%)~! as
an operator

R(M) = Hecomp —> Dioc-

In fact, for any x € CHrndR), x =1 nearB(0, Ro +ao), ap > 0 we have

R(W)x = (Qo(A) + Q(m))x (I + KA, )x) %

2.3)
Qo(d) = (1= x0)Ro)(L — x1),  Qa(m) = x2R() X1,

where x;'s are functions with the same property as x x; = x; (and some other prop-
erties), andK (A, n)x is a compact operator of. Ro(1) denotes the free resolvent
and Imu « 0 (the convention is the same as in Sect.R{u) is bounded orH for
Imu < 0).

The assumption thaP is real shows thaR(1) is formally symmetric with respect
to the form e, e)5) (that is 1 g ry+a) R(A)1 (0, ro+a) 1S Symmetric). Proceeding as in
Sect. 3 of [10], the structure of the singular part of the hesat can be described as
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follows: for Ao # 0 we have

M

B
R(AM) =Y —2L—+B,, (1), B, holomorphic neary,
2.9) (*) Zl(/\—)»o)/ 70(1) 2! p 0

(P — )\'g)MB]_ =0, rankB; <oo, B;= (P _ )\(2))1(7131

The symmetry ofR(A) with respect ¢, ®)7;, shows that the operatd#,, # 0 is of
the form

L
25)  Bu=) ¢;®¢;, (P—25)¢; =0, sparg;}i, = Bu(Hcomp,

J=1

and¢;’s are independent. Her¢ ® v denotes a rank one operator dfiomp given by

dRv(g) =, §)H¢’ g € Heomp

Combined with (2.3) this gives
Lemma 1. For every¢; in (2.5) there existsh; € C°(R") such that

L rn\B(0, Ro+ao)®j = Ro(A)hj [Rr\ B0, Ro*ag)»

unless, possiblya2 <0, M =1, and there exist& € Heomp, Such that(P — A3)u = 0.

Proof. The structure of the resolvent, (2.3), (2.4), shokat for anyg € Hcomp
we have that

N

LpnB©.Rorar) P, $($)- 84 [1220= Lrn\50.Rorao) Ro(A0)hg.  hg € CT(R").
j=1

Using the complex scaling method (see Sect. 3 of [10]), wetkat we can choose
g = & SO that @j)icij<v = ((¢)- 8&)r)1<ij<n IS invertible. In fact, lety; =
@ [ B(O,Ro+az)\B(O, Ro*ar)» G2 > a1, B(0, Ro+az) C 'y NR". Theny;’s are independent in
L?(R") as otherwisea: = Zj‘vzl a;¢; would vanish inB(0, Rg+az)\ B(0, Ro+az). As it
solves @ —Ag)u =0, it would then vanish oiR" \ B(0, Ro+a1) (by analytic continua-
tion). But then,u € Hcomp is an eigenfunction which, by self-adjointness Bf shows
thatu = 0, unlessij < 0. The caseM > 1 is impossible, as then = (P — A2)y,
¥ € Hjpe and

(, u)p = (u, (P — 23w = (u, (P — M) x¥)p = (P — Au, x ) =0,

where x € CZ°(R"), B(0, Ro + ap) U suppu C {x = 1}. Hence, againg = 0.
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Writing h; = h,,, we obtain

N N
LB Rytag) Y %ij#j = Lem B, Rovag) Y, Ro(Whi,
j=1 j=1

and the lemma follows. O

Remark. The exceptional case in the lemma can be eliminated by gddin
unique continuation assumption holding in most intergssituations:

(2.6) (P=2%u=0, u€Deomp==u=0.

It is in fact, possible that the exceptional case never acéor a general perturbation.
To connect this to the structure of the scattering matrix weall the following
simple

Lemma 2. The scattering matrix for a “black box” perturbation is gimeby
SA)=1+A@R), AAR) = 'E(=A)[A, 2l RM[A, x]E(), where

EQ.) : LA(S"™) — C®(R"), EM)u(x) = c,a~D/? / u(w)e ™ dw,

sn-1

and x; € C°(R") are the same as i(2.3)

Proof. As recalled in Sect. 14()), for A real, comes from the radiation pattern
of R(A\)(—[A, x]e'*“"). To obtain a formula forA(), we write

(L — x2)R(M)x1 = Ro(A)(—A — A2)(L — x2)R(\)x1 = Ro(A)(—[A, x2] R(A)x1),

since (1— x2)(—A — 2?2 = (1 — x2)(P — 2?) and (1— x2)x1 = 0. The basic asymptotic
formula,

(2.7) x| D2 Ro(A) (x, y) —> a, A2 )

|x] > o0, x/Ix|=w, y/lx| > 0.
and the definition ofS(A) give the lemma. Ul

Lemma 3. If Ay is the operator given in(1.4), then

N
A1 =a,)7 Y 'E(=2o)h; ® 'E(ho)h;,
j=1

where#; are given inLemma 1 and E(Ao) are as inLemma 2
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Proof. Because of Lemmas 1 and 2, we only need to show that
(2.8) "E(M)h = —"EQ)[A, x]Ro(A)h, heCE[R"), (- x)h=0.
In fact,
(1 = x)Ro(ho)h = Ro(A)(A — 22)(1 = x)Ro(A)h = Ro(A)(—[A, x]Ro(A)h),

where the equalities are justified for bm< 0, with analytic continuation showing
the equality of the extreme terms for all Applying (2.7) to both sides gives (2.8).
]

3. Proof of Theorem

The real meaning of Lemma 3 is in relating the singular parthe scattering
matrix to radiation patterns of the resonant staigs, Using the complex scaling for
large angles (see [10] for the large angle scaling for comhypaapported perturbations
and for references to the origins of the method), we obtain

Lemma 4. For a “black box” operator, P, satisfying the assumptions above,
and (2.6), the singular part of(A — 20)M~15()) at Ao # O determines the singular
part of (A — 20)”~1R()) at Ao. If we do not assumé2.6), then the same exception as
in Lemma lhas to be allowed.

Proof. We apply the large angle scaling of Sect. 3 of [10] Wwhiteforms P to
an operatorP, on Hg, ® L%y \ B(O, Ry)). For ao large enoughllr,\ p(o,Ry+a) Po =
Lr,\BO, Rotar)¢ 2" Ay, Where we parametrized

— ifmpn n
FG rlz\>Ro+al_e R r|z\>R0+a1C C .

The resonant statesy;, continue holomorphically (as multivalued functions) to a
neighbourhood ofJg_4Ty, and the restriction td’y is given by

1, \B(0. Ro+ac) 1/’;) = L\ B, Ro+ao) R(€" 20) .

We now apply this withd = —argiy (the difference in sign comes from a switch in
the sign convention), so that

(Ac = (€°202)¥) =0, on &R ;= ryray»
Y = x| T2 I (B + O(1x|7Y)

where, again, we used (2.7). Sineé/ ), is real, the Rellich uniqueness theorem (see
[5], Chapter V) shows thaﬂr‘,“xbRomll//?, is uniquely determined bYE(Ao)%;, its radi-
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ation pattern. Analytic continuation now shows that: g ro+ao)¥; IS determined by
"E(Ao)h;. As in the proof of Lemma 1, we see that this determines/all. Ul

The proof of the Theorem in Sect. 1 now follows from the cleaisargument of
Shiffer, presented in [5] and in a slightly corrected form[8). If S; — S, is regular
neario, a pole of Sy, then the proof of Lemma 4 shows that there exist j = 1, 2,
such that

(—A = 23u1 =0, onR"\ O1 uz[50,= 0,
(=A = 22)uz =0, onR*\ Oy u3[50,= 0,
u; =up on G, the connected component of infinity i’ \ (O U O,).

In particularus [s6= us [s¢= 0. If, say,O = (R* \ G) \ O1 # @, then, O is a bounded
open set, and

(—A —23u1 =0, u; e HA(O)N HHO).
Sincexg € C\ [0, 00), integration by parts shows that this is impossible.

Remark. As was pointed out by Livshits [6] the result does not hold fm-
tentials and metrics: the knowledge of one pole and its pptat will not, in gen-
eral, determine the scatterer. To outline his argumentsiden a radial potential of
compact support (or a rotationally invariant metric). Theif,) can be diagonalized
using spherical harmonics and, if is a resonance, it appears as a pole of finitely
many diagonal terms. The singular part is then given by aefisét of numbers. It
is intuitively clear that a one dimensional potential canhe recovered from finitely
many parameters. More specifically, takg g(r) = Zf\ila,-]los,.<ﬂ,.(r), a € RY and
0 < B1 < B2 <--- < By. Then, for anya, the existence of an outgoing solution is
equivalent toH,(«, 8; 1) = 0, for somel. Here, for each spherical mode H;(«, 8, o)
is a transcendental equation obtained from matching baoyncenditions at eactg;,
and using the explicit solutions on each step given by Hamkettions (in one di-
mension we simply have exponentials—see for instance &J).|A| < C only finitely
many [’s can give a solution (see for instance [12]). The finite numdfeparameters
corresponding to the singular part is then given by equationy and 8. With a suf-
ficiently large N, we can keep the solution and those parameters fixed, whijgnga
a and B.
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