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Introduction

This paper is a sequel to the author’s work [8]. It is concerned with the
structure of symmetric groupoids (alias “symmetric sets,” or ‘‘symmetric spaces”’),
and with the interplay between symmetric groupoids and groups that are generat-
ed by involutions (GI groups). As in [8], it is this close relationship between
symmetric groupoids and GI groups that provides our leitsatz. Recent work on
symmetric groupoids by other authors (for instance [2], [4], and [6]) has followed
a similar path.

The notation and terminology of [8] will be used without explanation or apo-
logy in this paper. Our numbering here begins with Section 5; references to
material in Sections 1 through 4 are to the relevant parts of [8]. Nevertheless,
the dependence of this work on the earlier one is more apparent than real: the
following four sections of this paper can be read with only occasional reference
to Sections 1, 2, and 4 in [8].

5. Structure

A few fairly obvious statements can be made concerning the algebraic
structure of symmetric groupoids. They will be made in this section.

DeriNITION 5.1. Let 4 be a symmetric groupoid. A subset B of 4 is a
subgroupoid of A4 if B is closed under the binary operation of 4. If B satisfies

acbe B for all ac A and beB,
then B is called a normal subgroupoid of A

NoraTtioN. We write B<A if B is a subgroupoid of A4, and B<4 if B
1s a normal subgroupoid of 4.

Lemma 5.2. Let A be a symmetric groupoid, and suppose that BT A.
Then B is a normal subgroupoid of A if and only if E(b)e B for all b= B and

* Supported in part by NSF Grant MCS76-06632



318 R.S. P1ErRCE

EesAA4).
This lemma is a corollary of 1.13.1.

Corollary 5.3. If A is a symmetric groupoid, and ac= A, then A(A)a=
{E(a): E€A(A)} is a normal subgroupoid of A.

The normal subgroupoids of A that have the form A(A4)a will be called
principal. Since A(A)is a group, it is clear that if b& A(4)a, then A(4)b=A(A4)a.
Thus, every symmetric groupoid is partitioned into a disjoint union of principal
symmetric groupoids.

Lemma 5.4. The set of all normal subgroupoids of a symmetric groupoid A
is a complete atomic Boolean algebra under set operations. The atoms of this
Boolean algebra are the principal normal subgroupoids of A.

Corollary 5.5. Every symmetric groupoid decomposes uniquely as a disjoint
union of its principal normal subgroupoids.

NortaTtioN and TERMINOLOGY. Let {A4;:i€J} be the set of distinct
principal normal subgroupoids of A, so that A= |),c;A4;, where the sets that
occur in this union are disjoint. This expression will be called the principal
decomposition of A, and the subgroupoids A; will be called the principal com-
ponents of A. 1If | J|=1, that is, A=A(A)a for every ac A, then A will be
called a principal symmetric groupoid.

The following observation is a direct consequence of these observations.

Lemma 5.6. Let G be a GI group, and suppose that A<I(G) is such that
{A>=G. A subset B of A is a normal subgroupoid of A if and only if B is closed
under conjugation by elements of G. In this case, the principal decomposition of
B coincides with the expression of B as a union of conjugate classes in G. Moreover,
(B> is a normal subgroup of G, and G[<{B>=<{{a{B): ac A—B}).

Lemma 5.7. Let f: A—B be a homomorphism of symmetric groupoids such
that f(£"(A)) < Z"(B) for all n<w, that is, f€S,. If A; is a principal com-
ponent of A, then there is a principal component B; of B such that f(A;)SB;.

Proof. If A;=A(A4)a, then by 1.15, f(4,)=A(f)(A(A4))(f(a)) < A(B)(f(a)).

Corollary 5.8. If f: A—B is a surjective homomorphism of symmetric grou-
poids, then f maps the principal components of A onto the principal components of B.

Proof. By 2.7 and 1.16, f€ S, and A(f) is surjective. Thus, f(A(4)a)=
A(B)f(a)-

DeFINITION 5.9. Let 4 be a symmetric groupoid. A normal subgroupoid



SymMMETRIC GROUPOIDS. 11 319

B of A4 is called a factor of A if boa=a for all ac A—B and beB. If A%,
and the only factors of 4 are () and A4, then A4 is called indecomposable.

Lemma 5.10. Let A be a symmetric groupoid.

5.10.1 If B is a factor of A, C is a factor of B, and C <A, then C is a factor
of A.
5.10.2. If {B;: i€ J} is a set of factors of A, then |),e; B; and ();c; B; are
factors of A.

Proof. Let ac A—C, beC<B. Either ac A—B, or ac B—C. In both
cases, boa=a. Hence, C is a factor of 4. The proof of 5.10.2 is similar.

In general, the complement of a factor needn’t be a factor. An instance of
this phenomenon is provided by the symmetric groupoid 4 of Example 4.13
and its factor B={a, c¢}. However, for a fairly general class of symmetric
groupoids, the set of factors is closed under complementation. We will call sym-
metric groupoid balanced if it satisfies the law

UV =TV —>VoU=TU.

Every special symmetric groupoid is balanced, but by 4.21 there are balanced
groupoids that ace not special.

Lemma 5.11. Let A be a balanced symmetric groupoid. A subset B of A
is a factor of A if and only if acb=b for all b B and ac A—B.

Proof. Since A4 is balanced, this condition is necessary in order that B
be a factor. For the converse, it is enough to show that cobe B for all ceB,
beB. If cobe A—B, then co(boc)=(cob)oc=c. Hence, boc=co(co(boc))=c.
Since A is balanced and cob=5, this is impossible.

Corollary 5.12. If A is a balanced symmetric groupoid, then the set of all
factors of A is a complete, atomic Boolean algebra under set operations. Thus, A
is uniquely a disjoint union of indecomposable factors.

Lemma 5.13. Let B be a factor of the symmet.iz groupoid A. Then the
inclusion mapping h: B— A induces an injective group homomorphism A(h): A(B)—
A(A). The restriction map f: E—E|(A—B) is a surjective homomorphism of A(A)
to A(A—B) such that Ker f 2Im A(h).

Proof. Let (b, -, b,)€ Z(B). Then ;N (c)=c for all ceB, and,
since B is a factor, for all c€ 4 as well. Thus, (b, -+, b,)=%(4). By 1.15,2
induces a homomorphism A(k): A(B)—A(A4). Since h is injective, so is A(h)
by 1.15. To prove the second statement, let £=x, --*A, , Where a;, -, a; €
A—B, and the remaining a; are elements of B. Since B is a factor, it follows



320 R.S. Pi1ErCE

that if ac A— B, then §(a)=Xq, ***Aq, (a). Hence, £| (A—B)e A(A—B), so that
f is a surjective homomorphism of mA(A) to A(A—B). If ¢Im A(h), then
E=N, "N, with @;€B. Consequently, &(a)=a for all ac 4—B. That is,
tsKerf.

Proposition 5.14. Assume that the symmetri: groupoid A is a disjoint unior.
of factms: A=) ;s B;. Then A(A)=>);c;A(B,).

Proof. By 5.13, the inclusion maps B;—>4 induce group homomorphisms
Jit A(B;)—A(A). Also, the restriction maps £—§&|B; are homomorphisms g;:
AA)—=AB)=MA— ) ;+B,), and Imf,CKerg; 1f iz=j. If a and b are in
B;, then (g;f:(A,))(0)=nx,(b), so that g,f; is the identity homomorphism of A(B;).
Finally, M(A)< {;c;Imf; implies A(4)=<;e;Imf;>. The proposition
therefore follows from a standard characterization of direct sums of groups. (See
[9], 4.2.1 for example.)

Corollary 5.15. If A is a balanced symmetric groupoid, then NA(A)==
SVies A(By), where each B; is an indecomposable symmetric groupoid.

Corollary 5.16. Let G be a GI group with trivial center. Suppose that
A is a subgroupoid of I(G) such that <A>=G. If B<A, then the following condi-
tions are equivalent:

5.16.1. B s a factor of A;

5.16.2. B centralizes A— B (as subsets of G);

5.16.3. G =<B>x<4—B>.

This corollary follows from 1.11 and 5.14. Unfortunately, it is not true in
general that if 4 is an indecomposable symmetric groupoid, then A(4) is an
indecomposable group.

The concept of a normal subgroupoid of a symmetric groupoid can be
generalized.

DEFINITION 5.17. Let B be a subgroupoid of symmetric groupoid 4. A
subset C of 4 will be called a B-submodule of A if it satisfies: b= B and ceC im-

plies boceC.

Lemma 5.18. Let B be a subgroupoid of the symmetric groupoid A. Denote
A (B)y=<{n: bB}>. A subset C of A is a B-submodule of A if and only
if E(c)eC for all €Ay (B) and ceC. For each ac A, the set Ay (B)a=
{E(a): E€ A A(B)} is B-submodule of A, and {A ,(B)a: ac A} is a partition of A that
refines the principal decomposition of A.

This lemma follows routinely from 5.17. The special case B= {b} is worth
examining in more detail. Plainly, A ({6})= {14, \;} and A,({b)}a={a, boa}.
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We will use the following notation and terminology. Denote O,(a)= {4, bea},
and call this set the b-orit of a. If |O,(a)|=2, then this orbit is said to be
non-trivial; if |O,(a)| =1, then O(a) is called trivial. We will denote the set
of all non-trivial b-orbits in 4 by O,(4).

Lemma 5.19. Let A be a symmetric groupoid conatining the elements a,
b, and c.

5.19.1.  Oy(d) is trivial.

5.19.2. Oy(a)=0(boqa).

5.193. If E€A(A), then Ox(E(@)=E(O4).
In particular, O, (coa)=n(0,(a))=coO,a).

5.19.4. If Oy(A)=04LA4), then ny=Nx..

5.19.5. If A is balanced, then O,(a) is non-trivial if and only if O,(b) is
non-trivial.

Proof. The properties 5.19.1, 5.19.2, and 5.19.3 are consequences of the
three axioms that define symmetric groupoids, and the fact that A(4)ZAut 4.
If ©0(4)=0,4), then Oy(a)=0,(a) for all ac A. Hence, boa=coa for all ac 4,
that is, A,=X\,. By definition, A4 is balanced if and only if |Oy(a)| =|0,(d)| for
all @ and b.

Corollary 5.20. If b and c belong to the same principal component of the
symmetric groupoid A, then the cardinal number of non-trivial b-orbits in A is the
same as the cardinal number of non-trivial c-orbits in. A, that is |O)(4)| =|0,(4)].

Proof. If ¢=£(b), E=A(4), then by 5.19.3, & maps O,(4) bijectively to
O.4).

DEFINITION 5.21. Let A be a symmetric groupoid. For b= 4, define the
degree of A at b to be the cardinal number

d4(b) = | UOuA)| = 2|04(A4) 1.

If b and ¢ belong to the same principal component of 4, then d,(b)=d ,(c)
by 5.20. In particular, if 4 is principal, then the degree function is a constant,
which we will call the degree of A, and denote d,.

ExampLE 5.22. Let S, be the symmetric group on n>3 letters. Denote
the conjugate class of transpositions in S, by J,. Then J, is a principal sym-
metric groupoid, {J,>=3S,, and Z(J,) is the identity congruence. If b=(1,2),
then the non-trivial b-orbits are {(1,3),(2,3)}, {(1,4),(2,4)}, --+, and {(1,7), (2,7n)}.
Thus, the degree of J, is 2(n—2).

ExampLE 5.23. Let H be an abelian group. Denote by Dy the generalized
dihedral group over H, that is, the relative holomorph Hol (H, —1,). Thus, H
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is a subgroup of index 2 in Dy: Dy=H UaH, where a’>=1, and axa=x"" for all
x€H. Then Kp=I(Dy)—I(H)=aH plainly generates Dy. The principal
decomposition of Ky is easily seen to be K= []axH?, where x ranges over a set
of representatives of the cosets of H?in H. Since (ax)(ay)(ax)=a(x*y™"), the orbit
O,.(ay) is trivial if and only if x*=)?, that is, yx'&€I(H). Thus, the degree
of Ky at ax is |H—I(H)|. In particular, if H is a finite group of odd order
n, then K is principal of degree n—1. Also, in this case Z(K}) is the identity
congruence on K, since Dy is easily seen to have trivial center.

In case the group H in 5.23 is cyclic of order #, the group Dy, is the ordinary
dihedral group of order 2n. As usual, this group will be denoted by D,. The
corresponding symmetric groupoid K, will be designated by K,.

6. Graphic methods

To each symmetric groupoid we can assign a directed graph. This device
makes it possible to cast many questions about the structure of symmetric
groupoids in geometrical form. In many cases, this graphical approach provides
new insight into the structural problems.

DerFINITION 6.1. Let 4 be a symmetric groupoid. The graph of 4 is
S(4) = (4, &(4)),
where &(A4)= {(a, b): acb=+Db} is the set of edges of S(4).

Since aoa=a, it is clear that S(A) is a directed graph without loops. If
A is balanced, then (g, )€ &(4) implies (b, @) EE(A). In this case, S(A4) will
be interpreted as an undirected graph --- the edges (a,b) and (b, ) will be identified.

Proposition 6.2. If A is a symmetric groupoid, then A(A) acts as a group
of automorphisms of S(A). This group action is transitive on vertices if and only
A is principal.

Proof. Since A(4) is a subgroup of Aut A4, it is obvious from Definition

6.1 that the elements of A(4) permute the edges of S(4). By definition, 4 is
principal if and only if A(A) is transitive on 4.

If A is a balanced symmetric groupoid, then it is obvious that the degree
of 4 at an element b coincides with the local degree (or valence) of the graph
S(A4) at b (see [7], p. 7).

The following observation is essentially a geometric formulation of 5.11.

Lemma 6.3. Let A be a balanced symmetric groupoid. Then the decompo-
sition of A into a disjoint union of indecomposable factors coincides with the decom-
position of the vertex set of S(A) into connected components.
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Corollary 6.4. Let A be a balanced symmetric groupoid. Assume that A
is principal, and that the degree d, of A is finite. Let B be a non-empty subset of A
such that for all b€ B, the number of c€B such that (b,c)e&(A) is dy. Then
B=A4.

ExampLE 6.5. Let H be an abelian group of odd order. By 5.23, S(Kjy)
is the complete graph on |H| vertices. Moreover, by 1.11 and 5.23, D= A(K}).
Thus, if H, and H, are non-isomorphic abelian groups of the same odd order,
then S(Ky )=S(Ky,) and K 2K,

In general, the graph of a symmetric groupoid 4 will be the complete
graph on its vertex set if and only if acb=b for all a=b, that is, 4 is an F-
space in the terminology of Doro [2]. As Doro shows in [2], F-spaces are
cryptomorphic with finite B-loops (in the sense of Glauberman [3]).

By enriching the structure of S(4), it is possible to recover 4. This possi-
bility results from a well known, elementary observation concerning universal
algebras.

Lemma 6.6. Let V be a variety of universal algebras such that for some
natural number n, all operations of the algebras in V have arity at most n. Let F
denote the free V-algebra on n generators. Suppose that A and B are algebras of V,
and f is a mapping from A to B. Then f is a homomorphism if and only if for
every homomorphism g: F— A, the map fg: F—B is a homomorphism.

Proof. It suffices to show that if 0 is an m-ary operation of the algebras
in V, and if (a,, -+, a,)EA", then f(0(ay, -+, a,))=0(f(ay), :**, f(a,)). Let F be
freely generated by u,, ---,u,, where n>m by assumption. Then there is a
homomorphism g: F—4 such that g(u,)=aq; for 1<i<m. By hypothesis, fg
is a homomorphism. Therefore, f(0(ay, -, a,)) = f(0(g(w,), ***, &) =
JeO(u, -+, un))=0(fg(ws), -+, fg(n))=0(f(a)), -5 f(@n))-

The usefulness of this observation for symmetric groupoids rests on the
simple form of the free symmetric groupoid on two generators. The following
result can be derived from 4.12, but we will give a straightforward direct proof.

Proposition 6.7. For m, nc Z, define mon=2m—n. Then (Z, o) is a
symmetric groupoid that is freely generated by each pair of elements {k, k+1}, ke Z.
The automorphism group of (Z, o) is generated by the mappings \,: n——n, and
a: n—n—1.

Proof. Plainly, (Z, o) is a symmetric groupoid, and if k€ Z, then
(k+1)ok=Ek+2, ko(k-+1)=k—1, (k+1)oko(k+1)=Fk+3, ko(k+1)ok=k—2, and
soon. Therefore, Z is generated as a groupoid by {&, k+1}. To prove that
{k, k+1} is a free generating set, let 4 be a symmetric groupoid, and a, b€ 4.
Define g(k)=b, g(k+1)=a, and inductively g(k-+n+1)=g(k+n)og(k+n—1),
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g(k—n)=g(k—n-+1)og(k—n+2) for n>1. Then g: Z— A4 is a well defined
mapping that satisfies g(n42)=g(n+1)og(n) and g(n)=g(n-+1)og(n+2) for all
ne Z. Using this observation, it follows by induction on m—n that g(m)og(n)=
2(2m—n)=g(mon) forallm>n. If m<n,then m>2m—n, so that g(m)og(2m—n)=
g(n). Thus, g(m)og(n)=g(mon) in this case also. Plainly, A, and « are auto-
morphisms of (Z, o). Let h&Aut(Z, o). If A0)=0, then for n>1, h(n)=
h(1o0olo-++)=h(1)oh(0)oh(1)o---=h(1)o00h(1)o---=nh(1), and A(—n)=h(0on)=
Ooh(n)=—nh(1). Since £ maps Z bijectively to itself, it follows that either
h=1g, or h=x, In general, if h(0)=reZ, then (a'k)(0)=0, so that either
h=a™", or hA=a "A=N\'.

Henceforth, when Z is considered as a symmetric groupoid, we will as-
sume tacitly that mon=2m—n.

By 6.7, Aut(Z)==D,, the infinite dihedral group. It is easy to see that
A(Z) is a subgroup of index 2 in Aut(Z), and that A(Z)==D also.

DEFINITION 6.8. Let A be a symmetric groupoid. A ¢ycle in A is a grou-
poid homomorphism of Z to A. If A is balanced, a cycle in S(A) is a homo-
morphism v from Z to 4 such that &(v)={(v(n), v(n+1)): n€Z} =&(4). In
this case, &(v) is called the edge set of v. Cycles v and § in A are called
equivalent if §=h for some he Aut(Z).

Cycles in symmetric groupoids were introduced by Nobusawa in [5].
Our definition is equivalent to his. The notion of a cycle in the graph of a
balanced symmetric groupoid is more geometrical, and of course more restrictive.

Proposition 6.9. Let A be a balanced symmetric groupoid, (a, b)eE(A),
and ke Z. Then there is a unique cycle v in S(A) such that v(k)=0b and v(k+1)=a.

Proof. By 6.7, there is a unique cycle v in 4 such that y(k)=5 and
¥(k+1)=a. Assume that there is some smallest >k such that y(n+41)=
¥(mn—1). Then n>k+2, since 4 is balanced and (a, b) € &(4). Since
v(n—1)=v(n+1)=v(n)oy(n—1), the assumption that A is balanced yields
Y(n)=v(n—1)ov(n)=7(n—1)o(v(n—1)oy(n—2))=7v(n—2), contrary to the mini-
mality of n. Thus, y(n+1)%=v(n—1) for all n>k. Similarly, v(n+1)%=v(n—1)
for n<Ck, so that v is a cycle in S(4).

Theorem 6.10. Let f: A— B be a bijective mapping between balanced symme-
tric groupoids. Then f is an isomorphism of groupoids if and only if f is a graph
isomorphism of S(A) to S(B), and v— fv maps cycles in S(A) to cycles in S(B).

Proof. If v is a cycle in A, then either (1) v(k)=v(k+1) for some ke Z,
(2) v(R)=+=v(k+1) and (v(k), v(k+1))&EE(A) for some ke Z, or (3) v is a
cycle in §(4). In case 1, v(n)="(k) for all € Z, and f is plainly a cycle in B.
In case 2, y(n)=7(k) if n=k (mod 2), and y(n)=v(k+1) if n=k+1 (mod 2).
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Then fv is a cycle in B for all such cycles v in 4 if and only if f maps £(A4)
bijectively to £(B). Thus, 6.10 follows from 6.6.

Corollary 6.11. If A is a balanced symmetric groupoid, v is a cycle in
S(A4), and E= A(A), then Ev is a cycle in S(A). Moreover, if E(v(R))=7(k) and
E(v(k+1))=o(k+1) for some kE Z, then Ey=".

Lemma 6.12. Let A be a balanced symmetric groupoid, and suppose that
v and § are cycles in S(A). If E(Y)NES)=F=Q, then 3 is equivalent to v. - Con-
versely, if 8 is equivalent to 7y, then £(8)=&E(v). Thus, edge sets of cycles partition
&(4).

Proof. If (v(n), y(n+1))=(8(m), 3(m + 1)), then either (n)=3(m),
¥(n+1)=38(m+1), and d=vya™", or vy(n)=8m+1), vy(n+1)=3(m), and
d="ra™ " by 6.11. The converse is clear.

According to Definition 6.8, the structure of a cycle in a symmetric grou-
poid is determined by a congruence relation on the symmetric groupoid (Z, o).
We will now characterize these congruences.

Lemma 6.13. Let T be an equivalence relation on Z. Then T is a con-
gruence relation of the symmetric groupoid (Z, o) if and only if
' 6.13.1. (m,n)ET and k< Z implies (2k—m, 2k—n) =T and (n—2k,n—2k) =
T
When 6.13.1 is satisfied, the factor groupoid Z|T" is balanced if and only if
6.13.2. (m,n)ET, m=n (mod 2) implies ((1/2)(n-+m), (1/2)(3n—m))<T.

Proof. An equivalence relation T on a groupoid is a congruence relation if
and only if it is stable under right and left multiplication, that is, (m, n)eT
implies (kom, kon)T" and (mok, nok)T for all ke Z. Therefore, 6.13.1 is
necessary and sufficient for T" to be a congruence relation. Note that (kon,n)eT
means (2k—mn, n)ET. Denote m=2k—mn, so that m=n (mod 2) and k=
(1/2)(n+m). Then (m,n)eT if and only if (kom, n)eT, and ((1/2)(3n—m),
(1/2)(n+m))ET if and only if (nok, k)T. The equivalence 6.13.2 is an im-
mediate consequence of these observations.

It is possible to give an explicit description of the congruence relations on
(Z, o). For this purpose, we will use the notation
T, = {(m, n): m=n (mod 7)},
Iy = {(m, n): m=n (mod r), m=n=0 (mod 2)},
)= {(m, n): m=n (modr), m=n=1 (mod 2)},

where 7 is a non-negative integer. Also note that T'y={(m, m): me Z} is the
identity congruence on Z. ‘
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Proposition 6.14. The congruence relations on (Z, o) are the sets

T,, where 0<reZ,
T,,UT¢ and T, UT?, where 2<r€2Z.

Proof. Evidently, T',, T, UTY, and T, UT satisfy 6.13.1 Suppose that T'
is a congruence relation on (Z, o).

(1) If(kk+r)eT,thenT,, CT'. Infact,(k, k+r)eT implies(n, 2r+n)ET
for all ne Z by 6.13.1. It follows by induction on |(m—mn)/2r| that if m=n
(mod 2r), then (m, n)eT.

(2) If (k, k+r)ET, where r>1 is odd, then I',CT. Indeed, by 6.13.1,
either (0,7)eT or (1,7r4+1)&T. Since r=2¢-1 for some t= Z, it follows that
(0, 7)=(0, 2t4-1)€T" if and only if (—2t—2, —1)&T", which is equivalent to
(r+1,1)=2t+2,1)&T. Consequently, if (k, k+r)eT' with r odd, then
(n, n+7) €T for all ne Z, that is, T',CT". Assume that I'=T',. Then there is
a smallest integer 7 >1 such that (k, k+7)ET for some k= Z. By 6.13.1, either
(0,7)€T" or (1,741)ET. Suppose that (0, r)ET.

3) T, uT;cT. In fact, T, T by (1), and I, T if r is odd. If 7
is even, then it follows from 6.13.1 and the assumption (0,7)ET that
(m, m+nr)ET for all even integers m and arbitrary n€ Z. Thatis, I';CT.

4) If meZ and 0<s& Z satisfy (m, m+-s)ET, then r divides s. To
prove this assertion, write 2s=qr+t with ¢ Z, 0<t<r. Since I',,CT and
T, CT by (1), it follows easily that (2m, 2m-t)eT, so that t=0 by the mini-
mality of r. Thus, 2s=gr. If ¢ is even, then r divides s, as claimed. Suppose
that g=2u-+1, u=Z, and r is even. Then 2s+ 1=2ur+4r+1, so that
(1, r4+1)ET, since T, T and T,,CT. Since also (0,7)ET, it follows that
T,cT. The equality s=ur+(r/2) then yields (m-s, m-+(r/2))eT, which
implies that (m, m-(r/2)) €T, because (m, m+s)ET. Since this inclusion con-
tradicts the minimality of 7, (4) is proved.

(5) If (mym+s)eT—(T, UTY;), then T',CT. In fact, by (2) there is
nothing to prove if 7 is odd. Assume therefore that r and s are even. Then m
is odd, since (m, m+s)&T;; and s= (204 1)r for some vE Z, because
(m, m+s)ET,,. By 6.13.1, (1, 2ur4-r+1)=(1, s+1)&ET, so that (1, r4-1)ET,
because T',,CT". As before, it follows that I',&I'. Combining (3), (4), and
(5) gives the conclusion that either I'=TY,, UT'; or I'=T,. Finally, suppose that
(0, r)&T. Then (1, r+1)ET, so that the congruence A= {(m—1, n—1):
m, n&T} satisfies (0, 7)€ A. Thus, A is either T',, UT{ or T',. Consequently,
T is either T, UT? or T,.

Lemma 6.15. If T is a congruence relation on the symmetric groupoid
(Z, o), then Z|T" is balanced if and only if T' has one of the forms T,(0<rE Z),
or To, UT or T, UT? (4<rE4Z).



SyMmMETRIC GROUPOIDS. 11 327

Proof. If I'=T,, UTY}, with 7 even and Z|T balanced, then =0 (mod 4).
In fact, by 6.13.2, (0,7)eT implies ((1/2)r, (3/2)r)ET, so that /2 must be
even. Similarly, if T'=T,, UT satisfies 6.13.2, then also =0 (mod 4). Con-
versely, it is a routine matter to check that if »=0 (mod 4), then I',, UT'; and
T, UT satisfy 6.13.2. Obviously, T, satisfies 6.13.2 for all non-negative integers
r.

Corollary 6.16. Let «v be a cycle in the graph of the balanced symmetric
groupoid A. Considered as a homomorphism cf (Z, o) to A, the kernel of v is one
of the following congruence relations: T, (0<r& Z, r=+1,2) or T, UT; or T,, UT?;
4<re4z).

Lemma 6.17 If T is a congruence relation on the symmetric groupoid (Z, o),
then Z|T is special if and only if T=T", with 0<r= Z.

Proof. If ZJT is special, then there is a cycle v in some I(G) such that
Ker y=TI'. If v(1)=a and v(0)=b, then v(r)="(0) if and only if (ab)’=1, and
v(r+1)=1(1) if and only if (ab)a=a. Thus, v(r)=v(0) is equivalent to
v(r+1)=v(1). Consequently, T' cannot be T,, UT or T, UT?. On the other
hand, Z/T', is isomorphic to a subgroupoid of I(D,), where D, is the dihedral
group of order 2r.

Corollary 6.18. Let A be a special symmetric groupoid. If v is a cycle in
S(A), then either

6.18.1 w(m)=x=v(n) if m*n in Z, or

6.18.2. there exists r>3 such that v(m)=ry(n)
if and only if m=n(mod r).

If v is a cycle in the graph of a balanced symmetric groupoid, define the
order or v to be |&(7)|, and denote this cardinal number by |v¥|. If the
symmetric groupoid whose graph contains v is special, then by 6.18, |y|=
| {v(n): ne Z}|. In this case, if |7v|=r is finite, then y(m)=7(n) if and only
if m=n (mod r).

Lemma 6.19. Let A be a special symmetric groupoid. Let v be a cycle in
S(A), such that d,(v(0))=d is finite. Then |v|<d+2.

Proof. Let |v|=r. By 6.18.2, v(m)=(n) if and only if m=n (modr).
In particular, if b=7v(0), then boy(n)=7v(—n)=v(n) for 1 <n<r/2. Therefore,
{v(n), y(—n)}, 1<n<r/2, are distinct, non-trivial b-orbitsin 4. Thus, d>r—2.

Proposition 6.20. Let A be a principal symmetric groupoid such that Z(A)=
1,. Assume that A has finite degree d. Then every cycle in S(A) has order <d+1.
If there is a cycle of order d+-1 in A, then A=K, (see 5.23). If d=0 (mod 4),
then there is no cycle of order d in S(A).
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Proof. The hypothesis Z(A)=1, implies that A4 is special by 1.9. If v
is a cycle in §(4), then |v]|<d+2 by 6.19. Assume that |y|=d+2. Denote
b=v(0), c=v((d/2)+1). Then O,A4)= {{v(n), v(—n)}: 1<n<d)2} =O(A4),
as in the proof of 6.19. By 5.19.4, A,=2\,. Therefore, (b, c)=Z(A4). This
contradicts the hypothesis that Z(4)=1,, because b==c by 6.18. Therefore,
every cycle in S(A4) has order at most d+1. If there is a cycle v of order
d+1, then by 6.4, 6.8, and 6.17, A={v(n): n€ Z}=Z|T';;,,;~K,,,. Finally,
assume that d=0 (mod 4), and there is a cycle § of order d in S(4). Denote
b=8(0), ¢=06(d/2), e=5(d[4), f=8(—d/4). For 1<k<d/2, O,={8(d[4—k),
8(d/4+k)} is a non-trivial e- and f-orbit. Therefore, @,(4)={0,, O,, +*+, Oy,
{a;, a;}}, and O/(A4)={0,, O, -+, Oy/py, {b;, by}} for suitable a,, a,, b, b, in
A—{8(n): ne Z}. Since Z(A)=1, and e=f, it follows from 5.19.4 that
{a;, a,} = {b;, b,}. As above, bod(n)=38(—n)=cod(n), so that {3(n), 5(—n)} is a
non-trivial b- and c-orbit. In particular, A,(e)=f=n.(e) and Ay(0,)=0,.-,=
A(0,). Thus, ny({ay, a})= {by, b,} =n.{(a}, @;}) by 5.19.3. If a,, a,, b,, and b,
were distinct, then there would be d-1 non-trivial b-orbits. Thus, it can be
assumed that A, (a;)=a,=b, and \y(a;)=b,=+a,. It follows that A (a,)=b,, which
contradicts the hypothesis Z(4)=1,, since it implies that A,=x, by 5.19.4.

Corollary 6.21. Let A be a principal symmetric groupoid such that Z(A)=1 ,.
6.21.1. Ifd,=2, then A=K,.
6.21.2. Ifd,=4, then A=K, or A= ],.

Proof. Assume that d,=2. By 6.9, there is a cycle v in S(4). By
6.20, |v|=3, and A=K,. Assume that d,—4. By 6.20, the possible orders
of cycles in S(A4) are 3 and 5; moreover, if S(4) contains a cycle of order 5,
then 4=K;. Therefore, assume that every cycle in S(4) has order 3. It
follows that every element of A is in the image of exactly two inequivalent
cycles. Let acA4. The two cycles that pass through a form a subgraph of
S(4) whose diagram is

Cy bz

G b,

Let v be the cycle that passes through 4, and is disjoint from ab,b,, say b,=7(2).
Since all cycles in S(A4) have order 3, it follows that y(n)=b, for all nE Z.
Thus, A, ¥y, since A (b)=b,. This observation implies that either
Ao(7(0))F=v(0) or A, (v(1))=*7(1) by 6.11. Hence, one of v(0) or ¥(1) is ¢, or
¢, Without loss of generality, assume that (b, ¢;)&(v). Let d, be the re-
maining element in the image of v. Then d, is distinct from a, b,, ¢,, and ¢,.
Consequently, A\, (d))=d;, and EN,Y)={(bs ¢.), (¢2» d)), (d1, b2)}. By 6.4, A=
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{a, by, b,, ¢, ¢, d,}, and the diagram of S$(4) with its four cycles is
d,

The cycles in this graph are (a, by, b,), (a, ¢}, ;), (by, ¢1, dy), and (by, ¢, d).
Comparing S(4) and its cycle structure with the graph and cycle structure of
S(J4), we conclude by 6.10 that the mapping a—(1, 2), &,—(1, 3), b;—(2, 3),
a—>(1,4), ,—>(2,4), d—(3, 4) is a groupoid isomorphism of 4 to J,.

The cycles in the graph of a balanced symmetric groupoid can be used to
present the groupoid. A presentation of a symmetric groupoid is defined in
the same way as the presentations of groups, rings, and so on. In detail, a
presentation of a symmetric groupoid 4 is a surjective homomorphism p of the
free symmetric groupoid 4, on the set {us: E£<a} of involutions (indexed by a
cardinal number «) to A4, together with a set RCAZ such that Kerp is the
smallest congruence relation on A4, that contains R. It is customary to desig-
nate such a presentation of 4 by writing

A =<ay, E<a: vy(a) = wy(a), kEKD,

where a;=p(u;), and if R= {(v,, w,): k= K}, then v,(a) and w,(a) are the
polynomial expressions that are obtained from the reduced representations of
v, and ), respectively by substituting a¢ for u;, £E<e, in v, and w,.

Proposition 6.22. Let A be be a balanced symmetric groupoid. Let D=
{acA: aob=b for all b A}. Suppose that {v,: R&K} is a set of represen-
tatives of the distinct equivalence classes of cycles in S(A). Let {a;: E<a} be a well
ordering (without repetition) of the set DU {v,(0), vi(1): keK}, where ot is a
cardinal number. Denote by A, the symmetric groupoid that is freely generated by
the set {ug: E<a} of involutions. Let p: A,—A be the homomorphism such that
p(ug)=ay for all E<a. For k&K, define §, to be the cycle in S(A,) that satisfies
3(0)=ug if v (0)=a; and §,(1)=u, if v, (1)=a, Define R to be the subset of
AL that consists of all pairs of the following kinds:

6.22.1. (ugou,, u,), where a,=D;

6.22.2. (uzo8,(m), 8,(m)), where ago7y,(m)=1,(m);

6.22.3. (8,(m), 5,(n)), where v,(m)=1,(n).

Then (p, R) is a presentation of A.

Proof. By 6.7 and the definition of §,, it follows that p(8,(m))=",(m) for
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all ke K and me Z. Also, by 6.7, every element of A4 is either in D or of the
form ,(m). Thus, p is surjective. It is obvious that RCKerp. To com-
plete the proof, we must show that Ker p is contained in the smallest congruence
relation T" on A that contains R. The heart of the proof is the implication:

(*)  (ugo--oug , 8(m))EKer p implies

(u,_;lo -ecouy , §(m))ET.

This will be established by induction on7. If r=1, then a; =v,(m)&D. Thus,
ag, =7,(n) for some /€K and n=0or 1. Then (4, §,(m))ERCT by 6.22.3.
Assume that (*) is valid for r—1, where »>1. Then the hypothesis
(ug,0+-ouy , 8(m)) € Ker p means that ag o-+-oay = v,(m). Let b=ag, o 0a;.
Then agob=17y(m). If b=r,(m), then a;ov,(m)=",(m). It follows from
6.22.2 and the induction hypothesis that (u; o8,(m), 8(m))E RCT and
(ug,00+-ou,, 8(m))ET. Consequently, (ugo---ou;, §(m))ET, because T' is a
congruence relation. Assume that b==v,(m). Then there exists /EK and nE Z
such that a; =v,(n), b=7,(n—1), and 7,(m)=v,(n+1). By the case r=1, the
induction hypothesis, and 6.22.3, it follows that (ug, 8,(n))ET, (ug,o0-ous,
8(n—1))ET, and (8,(m), §,(n+1))ET. Consequently (ugo---oug, §(n+1))=
(ug,0-+oug,, 8(n)od(n—1))ET, and therefore (ugo---ous, &y(m))ET. This
completes the inductive proof of (*). To complete the proof of 6.22, it suffices
to show that if (ug o0---ou; , u,) EKer p, then (ug o-+-ous , u,)ET. If a,& D, this
implication is a special case of (*). Assume that a,&D. Again we induce on
r . Ifr=1, then a; =a,, so that £,=», and u; =u,. Assume that 7>1. Then
(ug 0+ oug,, u,)EKer p implies ag o-+-0ay =a,. Hence, ag,o-: oay =az ca,=a,,
since @,€D and A is balanced. By the induction hypothesis and 6.22.1,
(wgyo-++oug , u,)ET and (ug ou,, u,)ERCT. Thus, (ugo---oug, u,)ET.

In general, the presentation described in 6.22 is highly redundant. How-
ever, it provides a foundation on which to build a more efficient presentation.
We illustrate this possibility by a simple example.

ExampLE 6.23. The symmetric groupoid J, has four equivalence classes of
cycles. Select representatives of these cycles as shown in the next diagram:

71(0)=ay, 7:(1)=ay; 7(0)=a,, V;(1)=az; 75(0)=as, Vs(1)=a,; 7{(0)=as, 7,(1)=a;.

as
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The construction 6.22 yields the presentation (omitting trivial relations, such
as a,=a,):

Ji=<ay, ay, ay, a3t ayoa; = a;, ajea, = a,, aeayea, = a,,
@;04,04; = Gy, A300300; = A3, 4,04304; = A3,

a,°a, = a,0d,, a,04; = A,04,) .

Using the fact that a,oa,=a,, the last two of these relations are equivalent to
@y=a,oay0a,. Thus, a, can be omitted from the list of generators of J,.
Moreover, if a, is defined to be a;oa,0a,, then it is easily seen that the relations
Ayoa; = ay, a,0a,0a,=a,, and a,oa,0a,=a, are consequences of the remaining
relations listed above. Consequently, J, has the simple presentation

Ji=<Ka, ay, a2 ay0a, = ay, a,0a; = az0a,, Gyoa; = 300, .

7. Generation by involutions

Throughout this section, G is a group, and A is a subgroupoid of I(G)
such that (4>=G. We will study in some detail how the elements of G can
be represented as products of the involutions in 4. One of our objectives is
to relate |A| and |G|. If A4 is infinite, then |A4|=|G], so that this problem
is interesting only when 4 is finite.

NortaTion 7.1.

7.1.1. If A4 is any set, let S(4) denote the set of all finite sequences of
elements of 4, including the empty sequence (.

7.1.2. Leto=(ay, **,a,-,) and 7=(by, -**, b,_,) be elements of S(4). Denote
oT=(ag, ***, y_1, by, ***, b,_)) and o7 *'=(a,_,, -+, a,). _

7.1.3. Let a=(ay, *, a,.1)ES(4). Denote {c}={ay, ***, a,-,}, lo|=|{c}|,
llol|=r.

7.1.4. Assume that A<M, where M is a monoid (that is, an associative
groupoid with an identity element 1). For o=(a,, a,, -+, a,_,)=S(4), define
[lo=aya,+-a,_,=M, and T1¢=1.

Lemma 7.2. Under the binary operation (o, T)—oT, and with ¢ as the
identity element, the set S(A) is a monoid with A as a set of free generators. If
AC M, where M is a monoid, then 11: S(A)—M is a homomorphism of monoids.

These facts are well known and easily proved.

Assume that G is a group, and 4 is a subgroupoid of I(G) such that <A>=G.
It then follows that the product mapping IT of 7.1.4 is surjective. Let I" be the
kernel of this homomorphism, that is, T" is the congruence relation on the
monoid S(4) that is defined by
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T = {(o, 7): lo = II7}.

One of the main objectives of this section is to determine canonical representa-
tives of the equivalence classes modulo T'.

Lemma 7.3. The congruence relation T includes all pairs of the forms:
73.1. (poT, po'T), 0=(a, b, a), o'=(aob);
73.2. (pmT, p7), ®=(a, a);

where p and T are arbitrary elements of S(A).

This lemma is clear from our hypotheses and notation.

The pairs 7.3.1 and 7.3.2 are described without referring to the product
operation in the ambient group G; only the groupoid operation of A enters
the definition. For any symmetric groupoid A4, let T, be the equivalence
relation on S(4) that is generated by all pairs of the forms 7.3.1 and 7.3.2. Write
o~ if (o, 7)ET,. In particular, if (o, 7) or (7, o) is of the form 7.3.1 or
7.3.2, or if o=7, then o~ will be called a primitive equivalence. By defini-
tion, o~ if and only if there is a sequence of primitive equivalences o,~0a,
o~0y, **, 0,_1~0, such that s=0, and 7=0,.

Lemma 7.4. The equivalence relation Ty is a congruence relation on S(A).
Moreover, S(A)[T, is a group. If p: S(A)—>S(A)/T, is the natural projection,
then p|A is a groupoid homomorphism of A to I(S(A)|T,) such that {p(A)>=S(A)/T,.

Proof. If o)~o, is a primitive equivalence, and p, 7€ S(4), then
po,T~pa,T is a primitive equivalence. It follows that I';is a congruence rela-
tion. The last assertion of the lemma is clear, and it implies that S(A4)/T, is a
group.

-It follows from the:definition of T', that the group S(4)/T, is identical with
the group E, that was introduced in 4.14, and that with this identification,
P14 corresponds to the homomorphism f,,.

Lemma 7.5. Let ay, a,, -, a,_, be elements of the symmetric groupoid A,
where r>2. Then

(@05 *+*5 @i1 Wiy gy +y Aivj-1> Aitjs Aivjr1y °°° a, )~
(@0s ***5 @1y G051y A0}y iy Aitj+15 °°" a, )~
(@0 ==+ @iy Aitjs Ai+jOhiy **°y Qi ;O i1y it jt1y ** a,-y).
Proof. Ifr=2,then there is a sequence of primitive equivalences (ayoa;, a,)
~(ag, ay, g, ag)~(ay, a))~(a,, ay, a,, a)~(a,, ajoa,). The general case follows
from the case r=2, using induction and the fact that T'; is a congruence relation.

Henceforth in this section, assume that G is a group, and that 4 is a sub-
groupoid of I(G)— {1} such that <A>=G. Both of the congruence relations
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I' and T, are defined on S(4). By 7.3, T'\CI'. In other words,
o~7 implies Ilo =1IIT.
This fact will be used often in the rest of this section.

DerFINITION 7.6. Let x&G. The A-length of x (or just the length of x
when this abbreviation will not cause confusion) is defined to be

[(x) = min {|lo|}: =S(4), Ilc = x} .
A sequence o € S(4) is reduced if [(I1o)=||c||.

Lemma 7.7. Let x,y=G.

7.7.1. U(x)=0 if and only if x=1.
7.7.2. lx)=1 if and only if xc A.
7.7.3. lxy)<Ux)+1Uy).

7.7.4. [(x)=Ix).

7.7.5. l(yxy™)=I(x).

Corollary 7.8. If o,7€S(4) are such that o7 is reduced, then o and T
are reduced. ‘

Proof. By 7.7.3, |lo7||=IMlo7) <I(Ilo)+(TI7) < |lo|||+]|7lI=]lo7]l.
Corollary 7.9. Every subsequence of a reduced sequence in S(A) is reduced.

Proof. Let o=(a,, -, a,-,)€S(A4) be reduced, and suppose that 0<z,<<
4 <--<i;<r—1. By repeated use of 7.5 we obtain o~7=/(a;, ***, a;,_,,

by, -+, b,_y) with b€ A. By 7.3, IIt=Ilo, so that 7 is reduced. Thus
(@i **5 @;,_,) 1s reduced by 7.8.

DeriniTiON 7.10. If x=G, and a= A4, then a divides x if there exist
y, 2EG such that x=yaz and I(x)=I(y)+(2)+1.

NotaTioN. Write a|x if a divides x, and a /'« if a does not divide x.

Lemma 7.11. If x&G and ac A, then a|x if and only if x=aw for some
we G such that (w)=I[(x)—1.

Proof. Assume that x=yaz, where l(x)=Iy)+ (2)+1. Let y=Ilo,
g=II7 with [(y)=|lo||, [(2)=]|7l|. By 7.5, catr~apt, where ||p||=||o||. Thus,
x=aw, where w=IIp7 has length /(x)—1.

Lemma 7.12. Let xG, and ac A.
7121, I(x)—1<l(ax)<I(x)41.
7.12.2. lax)=IUx)—1 if and only if a|x.
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These assertions follow respectively from 7.7.3 and 7.11.
In general, it is not true that if a /', then /(ax)=/{(x)-+1.

Lemma 7.13. The following conditions on the pair (G, A) are equivalent.
7.13.1. If ac A and x=G satisfy a ', then l(ax)=I(x)11.
7.13.2. If o S(A), then [(Ila)=||o|| (mod 2).

Proof. Assume that 7.13.2 fails. Let o be a counterexample to 7.13.2
for which |[|o|| is minimal, say o=(ay, a,, ***, 4,-,). Since 14, r>2. Denote
x=IIo. By assumption, /(x)=r—1 (mod 2). The minimality of » implies
a,-++a,_;=a has length that is congruent to r—1 (mod 2). By 7.12, [(ax)=1{x)
and a, /', so that 7.13.1 fails. Conversely, if 7.13.1 is not satisfied, then by
7.12 there exists a4 and xG such that [(ax)=1[(x). Let x=1II7, where
lITll=I(x). Then o=(a, 7) furnishes a contradiction to 7.13.2.

In the next section, it will be shown that the pairs (G, 4) satisfying the
equivalent conditions 7.13.1 and 7.13.2 occur rather frequently.

NoTaTION 7.14. Assume that a well ordering < of 4 is given. As usual,
write a>b interchangeably with 6<a; and write a>b or b<<a if b<a and b=a.

For x& G— {1}, denote
u(x) = min {ac 4: a divides «}.

Lemma 7.15. For x G—{1} and a< A, the following statements are
equivalent:
7151, p(x)=a;
7.15.2. a|x and bt x for all b<a;
7.15.3. ax)=Ix)—1 and l(bx)>I(x) for all b<a.
In particular, p(x)=x if and only if x< A.

Proof. The equivalence of 7.15.1, 7.15.2, and 7.15.3 follows easily from
the definition of x(x) and 7.12. 'The last statement is a consequence of 7.7.2 and

7.7.1.

DErINITION 7.16. Let xG. The standard sequence corresponding to
x is the element o,&.5(4) that is defined by o,=¢ and o,=(a, a;, ***, a,_,),
where x+1, r=I(x), a,=p(x), a;=p(awx), a=p(a,ayx), **+, a1 =p(a,_***apx).

Proposition 7.17. Let x=G, and suppose that o,=(a,, ay, **+, a,-1). Then
7.17.1. Ilo,=x,

717.2. aq<a;<--<a,_,,

7.17.3. o, is reduced,

7174. p(aaps,-+a,-))=a, for all k<r.

Proof. If r=0, then x=1, o,—¢, and all statements of the proposition are
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vacuously true. Proceeding inductively with 7 >1, note that the standard sequence
of ayx is (ay, ***, a,-,) by 7.15.3. Thus, ayx=a,:--a,_,, and x=aya, **a,_,=Io,.
Consequently, a,|x, so that by 7.15.2, a,<a,. Plainly, ay%=a,, Moreover,
[(lo,)=I(x)=r=||o,||, that is, o, is reduced. Finally, w(a,a;,:*-a,_;)=a, for
k>1 by the induction hypothesis and the fact that o,,=(a,, +:+, a,-,); and
1(agay+-a,_)=u(x)=a, by the definition of o,.

Lemma 7.18. Let o=(ay, ay, ***, a,-))ES(A) satisfy p(a,api,:++a,-\)=a
for all k<r. Then o=o,, where x=Ilo.

Proof. This is clear from the definition of o,, when it is noted that the
hypothesis implies J(x)=7.

DeriNiTION 7.19. A standard sequence in A is an element o=(ay, a,, ***, a,_;)
in S(4) such that

(@17, 1) = @
for all k<r.

By 7.17.4 and 7.18, the standard sequences in A4 are exactly the sequences
o, for a unique x&G. Thus, our objective of providing canonical representa-
tives of the I'-classes is attained.

Theorem 7.20. The mapping o—Ilo is a bijective map from the set of stand-
ard sequences in A to the the group G. Thus, the standard sequences in A form a
set of representatives of the T'-classes in S(A).

The rest of this section is concerned with applications of 7.20. Our first
observation is an obvious, but interesting consequence of 7.20.

Corollary 7.21. |G| =|{c&€S(A): o is standard}|. In particular, if A is
finite, then |G| <24,

The equality |G|=2'"!is attained if G is an elementary abelian 2-group,
and A is a basis of G. If G is not commutative, then this estimate can be im-
proved. However, before pursuing this development, we present a different
generalization of 7.21.

Lemma 7.22. Let H be a subgroup of G such that |A—H |=m is finite.
Then [G: H]<2".

Proof. Let A—H={b,, b,, -, b,}. We can assume that the well order-
ing < of 4 that was introduced in 7.14 satisfies b,<<b,<---<<b,<c for all
c€ANH. Then by 7.17.2, every standard sequence o&S(A4) has the form
o=r,7T,, where 7,€S5(4A—H) and 7,&S5(4NH). Consequently, IIo=II7,II7,,
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and IIT,eH. By 7.20, the elements IIT, form a set of representatives of the
cosets of H in G. Thus, [G: H]<2".

Proposition 7.23. Let G be a group, and suppose that A<<I(G)— {1} is such
that <A>=G. Assume that A—=A,UA,U---UA, is the principal decomposition
of A, that is, A is the union of exactly s conjugate classes in G. Choose a;E A4;, and
assume that the degree d;—=d ,(a;) of A at a; is finite. Then A and G are finite, and
|A| <5-2", where n=>_.d;. :

Proof. Let B;=A—C¢(a;)={bcA: a;ob+b}. Thus, |B;|=d;. Denote
B=|J{..B;=A—H, where H=);.,C4(a;) is a subgroup of G. Then |B|<n,
so that by 7.22, [G: H]<2". Therefore, |4;|=[G: C¢(a;)]<[G: H]<2", and
|4]|=3.114;] <s-2". By 7.21, G is also finite.

Corollary 7.24. Let A be a principal, special symmetric groupoid whose
degree d ,—d is finite. Then |A| <2%. In particular, there are only a finite number
of isomorphism classes of principal, special symmetric groupoids of a given degree d.

Lemma 7.25. Assume that the pair (G, A) satisfies the conditions in 7.13
Then every subsequence of a standard sequence in A is standard.

Proof. It is sufficient to prove that if o=(ay, -, @,_1, b, ¢, ***, €,-1) 1S
standard, then 7=(ay, ***, a,_y, ¢, ***, ¢,—;) is standard. If r=O0, this conclusion
is obvious. Assume that r>1, and proceed by induction on r. By 7.17.3 and
7.9, [(TI7)y=r+s. If d<<a, then dtTloc by 7.15.2. Therefore, by 7.13.1,
l(dllo)=r+s+2, so that /(dIIT)=r+s-+1 according to 7.9. This argument
shows that p(IIT)=aq, by 7.15. The induction is therefore complete.

In the remainder of this section, it will be assumed that (G, 4) satisfies
the conditions in 7.13. Consequenctly, every subsequence of a standard se-
quence in 4 is standard. It is also convenient to adopt the hypothesis that 4
is finite, say |A4|=m. Our results are valid in the infinite case, but they are
uninteresting if 4 is infinite.

Lemma 7.26. Let W={7,, 7, -+, 7,} be a set of non-standard sequences
in S(A). Then

7.26.1. |G| <Xyep(—1)v2m-tovi
where |JV={7;} U--- U {7; } S 4 (in thenotation of 7.1.3) if V={r;, -, 7; } S W.

Proof. By 7.21, 7.25, and 7.17.2, |G| < |U|, where U= {cE=S(4): o
is strictly increasing, {7;} & {o}, 1<i<n}. Let P denote the set of all subsets

of 4, and for 1<4<i;<--...<i,<m, denote P(i,, 1, -+, i,)={SEP: {r;} S,
{r,} €8, -+, {7, } =8}. The inclusion-exclusion pinciple yields

(*) NUI=IP| =22, P() |+ 230, <, | Py, 1) | — =+ +(—1)" | P(1, 2, -+, m) |.
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If V= {'r,l, i ***» Ti }» then there is plainly a bijective correspondence between
P(z,, 15, -+, 7,) and the set of all subsests of A— [JV. Thus, |P(3,1,, -+, 3,)| =
2mmuvi and 7.26.1 follows from (*).

Corollary 7.27. Let W={r,, 7y, -, 7,} be a set of non-standard sequences
in S(A4), and suppose that W=W,UW,U---UW,, where (UW,;)N(UW;)=0 if
i==j. Then

7271, |G| <2" [Tk Qv ew, (—1)Vil271uvsly

“Proof. For VC W, denote V;=V N W, 1<i<k. Then V' is the disjoint
union V,UV,U UVk,|V|—|V1|+IVzI+ “+1Vel, and | UV =1 UVl +
|UVal+++1UV.l. By7.261,

|G| <2 zvlc:.w1 vy (— DA VARV VD)
o view (—1)Vi271umiy

To use 7.26 and 7.27, we need some non-standard sequences. The follow-
ing lemma provides a few of them.

Lemma 7.28. Let a<<b<<c in A be such that either a=boc, b=coa, or
c=aob. Then (b,c) is not standard.

Proof. In these respective cases, 7.3 and 7.5 yield: (b, ¢)~(a, b); (b, c)~
(a, acc); (b, )~(a, acboa). By 7.4, (b, c) is not standard.

Lemma 7.29. Let A=A,U---UA,U---UA, be the principal decomposition
of A, where |A;| =2 for 1<i<s, and |A;| =1 for s<i<t. Then

7.29.1. |G| <(3/4)y2".

Proof. If m=0 or 1, or if s=0, 7.29.1 follows from 7.21. We proceed by
induction on m, assuming that s>1. Denote B=4,U - U4,U--- U4,
N={(B>{G, C={aN:ac A}, and H=G/N={C) (see 5.6). By the induction
hypothesis, [NV |<(3/4)12»" 4l If |C|=1<[A4,], then |H|<2<(1/2)2M4,
so that |G |=|H|-|N|<(3/4)2". If |C|>1, then by 5.8 and 7.28, there is a
non-standard 7€ S(C) with |7|=2. Applying 7.26 with W= {7} gives |H | <
(—1)W2iC4(—1)1MI210171M=(3/4)21¢' < (3/4)2'4).  Hence, |G| <(3/4)°2™ in this

case also.

Lemma 7.30. Assume that ac A, and d,(a)=d>2. Then
7.30.1. |G| <(3/4)%22m,
Proof. By Definition 5.21, there exist distinct elements by, ¢;, by, ¢y +++, byp,

iz in A such that aob,=¢; for 1<i<d/2. Choose the well ordering of A4 so
that a<<b,<¢,<b,<c,<++* <byp<cyp. By 7.28, 7,={b;,c;} is non-standard.
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The estimate 7.30.1 follows' from 7.27 by taking W={7,, 7,, +--, 7,5} and W;
to be the singleton 7; for 1<i<d/2.

We conclude this section with an example. It will be shown that the
estimate 7.27.1 is sharp when it is applied to the pair (S,, J,) of 5.22.

ExampLE 7.31. Let G=S, be the symmetric group on n>3 letters, and
let A=], be the symmetric groupoid consisting of all transpositions in S,.
Then (S,, J,) satisfies 7.13.2, so that 7.27 is applicable in this case. For
1<i<j<m, denote a,-jzaj,-=(i,j). Then A= {a,.,.: 1<i<j<n} has cardinality
(1/2)n(n—1). Order A lexicographically: a;;<<a, if min {7, j}<min {%, [} or
min {7, j} =min {&, /} and max {7, j} <max {k, [}. If i<j<k, then q;;<a,<a
and @;;0a;=a;, so that (a;,, a;) is non-standard by 7.28. For k>3, let
W= {(aus, a;3}): i<j<k}, and W=W;U--- U W,. By 7.27.1, we have

731.1. |G| L2WAn=D TN, ,

where N,=3%,cw,(—1)"V#271V%. For a fixed k>3, we can identify W, with
the set Py(I,_,) of all two element subsets of I,_,, where I,={1, 2, ---, [} for any
natural number I Making this identification, Ny=23 ycp,7,_p (—1)"V1271VVI=
Der,- 27 (Xver,w),uv=v(—1)""").  The parenthetical sum in this last ex-
pression depends only on [ U], so that if we denote

7.31.2. a, = EV;PZ(I,),UV#, (_‘I)IVI ’
then

731.3. N,— fzsa,(kjl)z-'.
If VeP(l,,) and |JV=I,, then V is uniquely the disjoint union
V'U(,— U V)X {r+1} UTx {r+1}, where V' CPy(I,), TS |JV’, and T=¢ if
U V'=I,. Conversely,each pair (V’, T) satisfying these conditions gives rise to
V S PyI,,) such that |JV=I,,,. Using these observations, a straightforward
calculation based on 7.31.2 gives the recursion relation g,,;=(—1)"—a,. Since
ay=(—1)’=1, it follows by induction that

7314, a, = (—1y-1(r—1).
Hence, 7.31.4 and 7.31.3 yield Ny=1-(1/2) %<2 s(f_—l_b(— 1/2)'. 'This sum

can be evaluated by differentiating the binomial expansion of x~!(1+4x)*"!, ob-
taining >} s(f_l—_%)xs =x"Y (14 ((k—2)x—1)(14+x)*"?). Consequently, N,=
k(1/2)k71.  Substituting this value of N, into 7.31.1 and simplifying gives |G|<n!
Thus, the apparently crude estimate given by 7.27.1 is sharp for the case under
consideration. Some interesting byproducts come from this conclusion. First,
we see that for the given ordering of J,, the non-standard sequences of length 2
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are exactly those of the form (a;, ;) with i<j<<k. Second, a strictly increasing
sequence of length greater than 2 in J, is standard if and only if it contains no
non-standard subsequence of length 2. Combining these observations with
Theorem 7.20 gives a canonical form for the representation of permutations as
products of transpositions.

Corollary 7.32. The elements of S,, n>3, are canonically represented as
products of transpositions in the form (i, k) (i, ko) (2, k), where

7.32.1. 1<i;<k;<n for 1<i<m,
7.32.2. << <1,

7323, if i,=i,,,, then k;<k,,,
7.32.4. Ry Ry, -, k, are distinct.

8. Symmetrically presented groups

In this section, as in the last one, the objects of our interest are pairs (G, A4),
where G is a group, A<I(G), and {4>=G. Now, however, the group G will
be more closely related to its generating symmetric groupoid 4. To a con-
siderable extent, this section is a continuation of the work that was started in
Section 4.

Proposition 8.1. Let G be a group, and suppose that A is a subgroupoid of
I(G) such that <A>=G. The following conditions are equivalent.

8.1.1. II1: S(A)—>G has kernel T,.

8.1.2. If His a group, and f: A—I(H)
is a groupoid homomorphism, then f extends to a group homomorphism of G to H.

8.1.3.  The groupoid homomorphism f,: A—I(E ,) that was defined in 4.14 ex-
tends to an isomorphism of G to E,.

Proof. (1) 8.1.1 implies 8.1.2. Let f: A—I(H) be a groupoid homomor-
phism. It can be assumed that H={f(4)>. Let f': S(4)—S(f(4)) be the
monoid homomorphism induced by f, and let I1": S(f(4))—H be defined as in
7.1.4. Plainly, the kernel T' of II’f’ includes all pairs of the form 7.3.1 and
7.3.2, so that T\CT". Thus, there is a group homomorphism g: G—H such
that II'f'=gII. In particular, g(a)=f(a) for all ac 4.

(2) 8.1.2 implies 8.1.3. By virtue of 8.1.2, there is a group homomor-
phism g: G—E, extending f,. It follows easily from 4.14.3 that g is surjective.
By 4.14.4, there is a group homomorphism %: E,—G such that &f, is the in-
clusion map of 4 to G. Since G=<{A4), it follows that Ag=1,. Thus, g is an
isomorphism.

(3) 8.1.3 implies 8.1.1. Let g: G—E, be the isomorphism that extends
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fa- By the remark following 7.4, there is a monoid homomorphism k: S(4)—E
such that Ker k=T",. It is also easy to see that the restriction of £ to the one
element sequences of S(4) coincides with the corresponding restriction of
gIl. Hence, gIlI=k, and Ker II=Ker k=T,

DeFInITION 8.2. Let G be a group, and suppose that 4 is a subgroupoid
I(G) such that G=<{A4>. Then G is symmetrically presented by A if the equi-
valent conditions of 8.1 are satisfied.

Corollary 8.3. If A is a special symmetric groupoid, then there is a group G
such that G is symmetrically presented by A. Moreover, G is uniquely determined
to within an isomorphism that fixes the elements of A.

This corollary is a special case of 4.14 and 4.15. The result was found in-
dependently by S. Doro; it appears in his paper [2].

It is useful to note that if G is symmetrically presented by 4, then 1€ 4.
In fact, the mapping sends every element of A to —1 in the multiplicative group
H={1, —1} is a groupoid homomorphism of A to I(H) that surely cannot be
extended to a group homomorphism if 1€ 4. This same argument gives the
stronger conclusion that no element of 4 can be in the commutator subgroup
G’ of G. In particular, G£=G’. A more precise version of this observation
will be established later in this section.

Corollary 8.4. Assume that the group G is symmetrically presented by the
symmetric groupoid A. Let H be a group such that there is an injective groupoid
homomorphism f: A—I(H), and H={f(A)>. Then there is a surjective group
homomorphism g: G—H extending f, and Ker g C(G).

Proof. The homomorphism g exists by 8.1.2, and g(G)=g(K4>)=<g(4)>=
{f(A)>=H. The inclusion Ker g C(G) is a special case of our next lemma.

Lemma 8.5. Let G be a group, A<I(G) such that {A>=G, and suppose
that g: G—H is a surjective group homomorphism.

8.5.1. If gl A is injective, then g~ (C(H))=C(G).
8.5.2. If Z(A)=1, and Ker g C(G), then g|A is injective.

Proof. Since g is surjective, C(G) Cg (C(H)). Suppose that g(x) C(H),
where x=a,a,--a,, a;EA. Then for all be 4, g(b)=g(x)g(b)g(x) *=g(ajoayo---
oa,ob). If g|A is injective, then b=a,0a,0+--0a,0b=xbx™" for allbe 4. Hence,
x€ C(G) because <A>=G. The implication 8.5.2 is a consequence of the ob-
servation that Z(4)= {(a, b)€ A%: abe C(G)}, and g(a)=g(b) implies ab= Ker g
C(G) for a, b= A.

The result 8.4 shows that the groups H that are generated by a given sub-
groupoid 4 of I(H) can be found among the central homomorphs of the unique
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group G that is symmetrically presented by 4. Not all GI groups are symme-
trically presented by a symmetric groupoid 4. For example, if G is a finite, non-
abelian simple group, then G is generated by involutions (by the Feit-Thompson
theorem), but G cannot be symmetrically presented because G'=G. However,
by 8.4 and 8.5, G=H|C(H), where H is symmetrically presented by any class of
involutions.

ExampLE 8.6. Let G, be the free GI group on a set of « involutions. Then
G, is symmetrically presented by I(G,)—{1}. In fact, by 4.12 and 4.4, any
groupoid homomorphism from I(G,)— {1} to I(H), where H is a group, extends
to a group homomorphism of G, to H. Thus, (G,, I(G,)— {1}) satisfies 8.1.2.

ExampLE 8.7. For n>2, the symmetric group S, is symmetrically pre-
sented by the symmetric groupoid J, of all transpositions. If n=2, this assertion
is obvious. - If n>3, then it follows from Example 7.31 that T'; is the kernel of
the homomorphism I1: S(J,)—S,, that is, 8.1.1 is satisfied.

Proposition 8.8. Let G be a group that admits a presentation
G =<ag E<a:ai =1, E<a;wa) =1, kK>,
where a is a cardinal number, and for every ke K, w(a) is a word of the form

88.1. a,ag---a¢,_agag_ --ae .

Let A be the union of the conjugate classes of the elements ag, E<<a. Then G is
symmetrically presented by A.

Proof. Plainly, A <I(G) and {4>=G. Let F be the free group on
{x¢: E<a}, and define the homomorphism p: F—G by the condition p(x;)=a:
for all £<a. By the definition of a presentation, p is surjective, and Ker p is
the smallest normal subgroup of G that contains all words of the form x%, £<a,
and w,=x,X¢ ++-xg, _ X Xe _ --+Xe. Suppose that H is a group, and f: A—I(H)is
a groupoid homomorphism. Define a group homomorphism A: F—H by the
condition A(x¢)=f(a;) for all E<a. Then h(xf)=f(a;)*=1, since f(a;)=I(H).
Hence, x {EKer h.  Also, h(xg -+ xg,_ % xe,_ -+ 0 )= h(g ) -+ h(xg,) -+ b2 ) =
flar) -+ f(ae) @) =flag) o - o f(@n) — flano - oas) = f(a) = h(s), where
wy(@)=a,ag --ag,_ag ag _ ---ag, (so that a,=ago---0a;, in A). Consequently,
w;, = (%7) (27 ", -+ g, e %p, -x¢)EKer b, Thus, ker pC Kerh, so that k&
factors through p. That is, there is a group homomorphism g: G—H such
that k=gp. In particular, g(ay)=g(p(xs))="h(x¢)=f(as). Since G is generated
as a group by {a;: £<a}, it follows that A4 is generated as a groupoid by
{as: E<a}. Consequently, g| A=f, so that G is symmetrically presented by 4,
according to 8.1.2.
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Corollary 8.9. Every Coxeter group G is symmetrically presented by a sub-
groupoid of 1(G).

Proof. Every Coxeter group G has a presentation G=<a,, **, a,: ai=
1, 1<i<n; (a;a;)%i=1, 1<i<j<m, where p;;>2> (see [1]). Plainly, (a;a;)%i is
of the form 8.8.1.

Since the symmetric group S, is a Coxeter group, this corollary genera-

lizes Example 8.7.
There is a converse of 8.8.

Proposition 8.10. Let A be a special symmetric groupoid with a presenta-
tion
8.10.1. A =<ag, E<a: vy(a) = vyu(a), keK),

where vy,(a) and v, (a) are words in the language of groupoids involving the generators
a;. For kEK, define wy(a)=a,a,,_,+a,at--a;,_aas,  --aza, ---a, _ whenever
v(@)=ag, 0+ 0az,_ oaz , and vy(a)=a, o---oa, oa,. Let G be the group that is
symmetrically presented by A. Then G has the presentation

8.10.2. G=Xag, E<a: ai=1, E<a; wy(a)=1, kEK)>.

Proof. Let G, be the group that is freely generated by the set {u;: E<a} of
involutions (as in 4.3), and denote 4,=I(G,)—{1}. By 4.12, A4, is the free
symmetric groupoid on {us: E<a}. Let N be the smallest normal subgroup
of G, that includes all of the words w,, and denote by I" the smallest congruence
relation on A4, that contains all of the pairs (v, v,;), k€ K. Here, w, represents
the group word that is obtained from w,(a) by replacing each occurrence of a; by
ug, and vy, vy, are the groupoid words obtained from vy(a), vy,(a) by the same
replacements. If A={(v,, v;)€43: v7'v,& N}, then because A is a congruence
relation on 4, that obviously includes all pairs (v, v,), REK, it follows that
T'CA. Since 8.10.1 is a presentation of A, the kernel of the homomorphism
p: A,—A such that p(u)=ay for all E<a is I'. By the hypothesis that A4 is
special and the fact noted in 8.6 that G, is symmetrically presented by 4,,, it
follows that p can be extended to a group homomorphism g: G,—~H, where H
is a group such that A<<I(H). Plainly, NCKerg, and I'=Ker p=Kerg|4,DA.
Therefore, '=A. By the proof of 4.3, the group G, has a presentation
G,=<us, E<a:ui=1,E<a). Therefore, by 8.8, the group G defined by 8.10.2
is symmetrically presented by A4,/T", that is, by 4.

Taken together, 8.8 and 8.10 imply the following closure property of the
class of symmetrically presented groups.

Corollary 8.11. Assume that G; is symmetrically presented by A; for each
i in the index set J. Then the free product G=x,c;G; is symmetrically presented
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by the union of the conjugate classes in G of the elements in |] ;s A4,;.
There is an analogous result for direct sums.

Lemma 8.12. Assume that G; is symmetrically presented by A; for each i

in the index set J. Then the direct sum G=3Y;c; G; is symmetrically presented
A= U ieJ A,.

Proof. Plainly, A<I(G) and <4A>=<{ie; 4:>=2Yc;G;=G. Let f:
A—I(H) be a groupoid homomorphism, where H is some group. By 8.1.2,
there exist group homomorphisms g;: G;,—~H such that g;| 4;=f| 4, for all i ].
If i%j, ac4; and bEA,, then g(a)g,(B)e()=f(@)fB)f(@)—f(asb)=/(B)=g,(b).
Since G;=<4,> and G;={4, it follows that g/(G,) centralizes g,(G;). Con-
sequently, there is a homomorphism g: G—H such that g|G,=g; for all i< J.
In particular, g extends f. By 8.1.2, G is symmetrically presented by A4.

There is a straightforward converse of 8.12. It will be omitted.

The results of Section 7 can be improved considerably when they are
applied to pairs (G, A) such that G is symmetrically presented by 4. In fact,
even slightly weaker hypotheses give these improvements.

HypoTHESES and NoTAaTION 8.13.  Assume that G is a group, 4<<I(G)— {1},
and <{A>=G. Let A=|J;c; A; be the principal decomposition of 4. For
i€ ], and o=(ay, a,, ***, a,_,)E€S(4), denote

lloll; = | {k<r: a,€A4;}].

Lemma 8.14. With the notation and hypotheses of 8.13, and the relation T,
defined in Section 7,

8.14.1 if (o, T)ET, then ||o||;=|7ll; (mod 2) for all i< ].
In particular, if G is symmetrically presented by A, then
8.14.2 if o, 7€ S(A) satisfy llo=IIr, then ||o||;=||7||; (mod 2) for all i< ].

Proof. If b= A; and a=A, then aocbs A, It follows that 8.14.1 is
satisfied whenever (o, 7) has one of the forms 7.3.1 or 7.3.2. 'The general case
of 8.14.1 follows by induction on the length of a sequence of primitive equi-

valences connecting ¢ and 7. The implication 8.14.2 is a direct consequence
of 8.8.1 and 8.14.1.

The property 8.14.2 of symmetrically presented groups makes it possible
to define a signature map that generalizes the notion of the sign of a permutation.
It turns out that the pairs (G, 4) satisfying 8.14.2 are considerably more common
than the prototype: G is symmetrically presented by 4. It therefore seems
worthwhile to introduce yet another definition.
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TERMINOLOGY 8.15. A pair (G, A4) that satisfies the hypotheses of 8.13 will
be called an S-pair if the implication 8.14.2 is satisfied.

If (G, A) is an S-pair, then the equivalent conditions of 7.13 are plainly
satisfied. Therefore, the various estimates of |G| that were developed in the
last part of Section 7 are applicable in this case.

Lemma 8.16. Assume that the conventions of 8.13 are in effect.

8.16.1. If acA4; and be 4,, then absG'.

8.16.2. Every element of G' can be expressed in the form Ilo, where o & S(A)
satisfies ||o||;=0 (mod 2) for all i< J.

8.16.3. If {a;:i< J} is a set of representatives of the principal components
of A, then G|G' 1s an elementary abelian 2-group that is spanned by {a,G": i< J}.

8.16.4. If {a;:ic J} is a set of representatives of the principal components of
A, then {a,G':i< J} are distinct, non-zero, linearly independent elements of G|G’
if and only if (G, A) is an S-pair.

Proof. (1) By 5.6, if a, b= 4,;, then b=xax'=xa'x"! for some x=G.
Hence, ab=axa™'x'eG’.

(2) It sufficies to observe that if x, yeG, say x=IIp, y=II7, then
xyx~'y '=Ilo, where o=p7p~'77! satisfies ||o|/;=0 (mod 2) for all 7€ J.

(3) Since G=<4), it follows that G/G’ is an abelian GI group, hence an
elementary 2-group. If f: G—G/G’ is the natural projection, then G/G'=
AG)=fD)=<f(A)>={{f(a;): i€ J}> by 8.16.1.

(4) Assume that (G, 4) is an S-pair. By 8.16.2, c=€S5(4) and Ilo€G’
implies ||o||;=0 (mod 2) for all i€ J. It follows that if 7}, ..., 4, are distinct
elements of J, then a; ---a;,&G’. Hence, passing to additive notation,
a;G'+-++a,G'+0 in G/G'. Conversely, if (G, 4) is not an S-pair, then
there exist o, 7€ S(A4) such that Ilo=II7, and ||o|[;%(|7]|; (mod 2) for some
jeJ. Let p=o77'. Then IIp=1 and K={i€J: ||pll;=1 (mod 2)} is not
empty. By 8.16.1, 3),cxa,G'=0 in G/G".

Corollary 8.17. If (G, A) satisfies the hypotheses of 8.13, and A is principal,
then (G, A) is an S-pair if and only if |G|G'|=2.

Corollary 8.18. Let G be a finite 2-group. The following conditions are
equivalent.

8.18.1. There exists A<I(G) such that (G, A) is an S-pair.

8.18.2. G is generated by involutions.

8.18.3. G/G' has a generating set that consists of cosets of the form aG’,
where ac€ I(G).

Proof. By the definition of S-pairs, 8.18.1 implies 8.18.2, and 8.18.2
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implies 8.18.3 by 8.16.3. If 8.18.3 is satisfied, say {a,G’, --*,a,G’} is a basis
of G/G' such that q,€I(G) for 1<i<r, let A be the union of the conjugate
classes of these a;. Then A<I(G)— {1}, and <{4>=G by the Burnside basis
theorem. By 8.16.4, (G, A) is an S-pair.

Corollary 8.19. If (G, A) is an S-pair, and AC C<I(G), then (G, C) is
not an S-pair.

Proposition 8.20. Assume that the hypotheses of 8.13 are satisfied, and that
(G, A) is an S-pair. Define the signature map sgn: G—{—1, 1}/by (sgn x)(?)=
(—=1)"""; where x=Ilo, & S(A). Then sgn is a well defined, group homo-
morphism of G onto the subgroup F;of {—1, 1}/ that consists of all < such that
Y(2)=1 for almost all ic J. The kernel of sgn is the commutator subgroup G’ of
G.

Proof. Since (G, 4) is an S-pair, the definition of sgn is well posed. Also,
sgn is a homomorphism because ||lo7||;=||o||;4||7|l; for all o, T=S(4), and
ie]. IfyeFy, let K={ic J: y(1)=—1}, and select an arbitrary a;,€ 4, for
each /€ K. Plainly, if x=]];ck4;, then sgn x=+). Conversely, it is clear that
sgn x& F; for all x & G. Hence, F; is the image of sgn. It follows from 8.16.1
and 8.16.2 that the kernel of sgn is G'.

Corollary 8.21. If (G, A) is an S-pair, and f: G—H is a surjective homo-
morphism of groups such that Ker fCG', then (H, f(A)) is an S-pair.

Proof. Since Ker fCG’'=Ker (sgn), the signature map factors through
/, that is, sgn=Af for some homomorphism k: H—F;. It follows that f(4)<
I(H)—{1} and that f(4,)N f(4;)=0 if i%j in J. We conclude from 5.8 that
f(A)= U,es f(4)) is the principal decomposition of f(4). Moreover, if
oc€S(4), then |[|fol;=Iloll;. Consequently, IIfc=IIf7 implies o7 '€
KerfCG’, so that ||fo|l;=||o|l;=||7ll;=]|f7|l; (mod 2) for all i J. Thus,
(H, f(A)) is an S-pair.

If a pair (G, A) is given satisfying the hypotheses 8.13, then the criterion
8.16.4 can generally be used to determine whether or not (G, 4) is an S-pair.
Unfortunately, there is no effective criterion for determining whether G is
symmetrically presented by 4. The rest of this section is devoted to con-
structing the group that is symmetrically presented by a symmetric groupoid of
the form K, where H is a 2-divisible abelian group (see 5.23).

ExampLE 8.22. Let H be an arbitrary abelian group, written multiplica-
tively. Let L=A’H be the homogeneous component of degree 2 in the ex-
terior algebra of H. Then L is an abelian group that will also be written multi-
plicatively. The map H X H—L defined by (x, y)—>x A y is easily seen to be a
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factor set with respect to the trivial action of H on L. Let M be the correspond-
ing extension of L by H. Thus, there is a surjective homomorphism p: M—H
with Ker p=L, and a cross section »: H—M (satisfying pr=15) such that:

(1) each element of M is uniquely represented in the form z(x)! with
xeH and leL;

2) (@®)D(E)m)==(xy)(xA y)im, (z(x)]) " ==(x~)I"", and =(1)=1.

Since 7(xy) 'z (x)z(y)=x Ay, it follows that

3) M=<K=(x): x&H).

Define 0: M—M by 0(z(x)l)==(x")l. By a routine calculation.

4) f=AutM, 0°=1,, and {weM: O(w)=w'}={z(x): x€ H}.

The facts given in (3) and (4) imply that § can be used to construct a generalized
dihedral group over M. Specifically, define G to be the semidirect product

(5) G=MxLa>=MUaM,
where a’=1 and awa=0(w) for all weM. Denote A={an(x): x€H}. It
follows from (3) and (4) that A<I(G)— {1} and <4>=G. In fact,

(6) (an(®))o(an(y))=an(ay™).

Let Dy=H X _,,<a) be the generalized dihedral group over H that was defined
in 5.23. The projection homomorphism p: M—H induces a surjective homo-
morphism f: G—Dy by f(a'w)=-a'p(w) (i=0, 1; wc M) such that Kerf=L.
Since f(an(x))=ax, it follows that f|A is a groupoid isomorphism to 4 to K.
A routine calculation shows that if H is not an elementary abelian 2-group, then
C(Dy)=H,. It follows from 8.5.1 that if H is not an elementary abelian 2-
group, then

(7) C(G)={r(x)l: xcH,, IeL}.

In particular, if I(H)={1}, then C(G)=L. The commutator subgroup of G
is easily calculated to be

8) G'={z(x): xcH? lcL?}.

Let Gy denote the group that is symmetrically presented by K. In more
detail, there is an injective mapping x—a(x) from H to I(G,) such that
a(x)oa(y)=a(x*y™*) for all x and y in H, and G, is symmetrically presented by
{a(x): x=H}. By 8.1.2, there is a surjective group homomorphism g: G,—G
such that g(a(x))=an(x) for all x&H. Consequently, the homomorphism
h=fg: Gy— Dy satisfies h(a(x))=ax.

(9) Ker h={a(x,)a(x;) - a(%,): %1%+ Xz -1 =25%4 %5} . In fact, h(a(x,)a(x,)
-wa(x,))=axxy %;x, if  is odd, and h(a(x,)a(x,)---a(x,))=x7"wx5 ", if 7 is
even; (9) follows, since Gy=<{a(x): x€ H}>.

For x, yeH, denote b(x,y)=a(x)a(l)a(y)a(xy). By (9), b(x, y)EKer k.
In particular, b(x, y)& C(Gy) by 8.5.

(10) g(b(x, y))=xAy.

In fact, g(b(x, y))=an(x)z(y)an(xy)=(m(*)=(y)) " '=(2y) =2\ .
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(11) Ker hA=<{{b(x, y): x, yEH}).
Indeed, suppose that a(x))a(x,)--a(x,,) € Kerh, with x,x5: 25,1 = %% Xy,
(n>2) in accordance with (8). Then a(x))a(x,)- *a(x,,) = b(x,, x3*)b(x1x7", x3)
a(oe,x7 ' %5)a(%,) -+ a(%,,), and (x,xz '25)o5+ %5, = XyXg***%,,. Thus, (11) follows by
induction on #.

We now develop some properties of the mapping b: HX H—C(Gy). Let
x, ¥, and 2 be any elements of H.

(12)  b(x, y)=b(y, »)™".
In fact, b(x, Y)b(3, %)= a(x)a(1)a(y)b(y, ¥a(xy)=a(x)a(a(y)a(y)a(l)a(x)a(xy)a(xy)
=1.

(13) 5(1, x)=>b(x, 1)=1.

(14)  b(x, y)=b(x, x~'y)=>b(xy™", y).
Since a(x)oa(y)=a(x®y™'), we have a(y)a(xy)a(x)=a(x"'y), so that b(x,y)=
a(x)a(1)a(y)a(xy)=a(x)a(Da(x"y)a(y)=b(x, x'5). Also, b(x,y)=b(xy™,) by
(12).

(15)  b(=x, y)b(zy ,x)=b(z, x)b(=, ¥).
Indeed, b(zx, y)b(zy, x)=a(zx)a(y)a(1)b(zy, x)a(zxy)=a(zx)a(1)a(y)a(zy)a(1)a(x)
—a(zx)a(z)a()a(1)a(y)a(=y)a(1)a(x) = a(zx)a(=)b(z, y)a(l)a(x)=b(x, =) b(z, 3)=
b(z, x)b(z, y) by (12).

(16) B(x, y)=b(x, y)P=b(x, 57).
By (13), (14), and (15), b(x, y)=b(x, y)b(x, x~'x)=>b(x, y)b(x, x)=>b(x*, y)b(xy, x)
=b(x?, ¥)b(y, x), so that (16) follows from (12).

(17)  b(xy, 2)°=b(x, 2)*(y, =)
By (15), b(xy, 2)b(xz, y)=b(x, y)b(x, ) and b(xy, 2)b(yz, x)=b(y, x)b(y, 3).
Multiplying these equalities, and using (12) and (15) gives b(x, 2)b(y, 2)=
b(xy, 2)%b(xz2, y)b(yz, x)=>b(xy, 2)%(z, x)b(z,y). Thus, (17) follows, using (12).

It follows from (16) and (17) that if the group H is 2-divisible (that is,
H*=H), then b(xy, 2)=>b(x, 2)b(y, 2) for all x, y, and z in H. 'Thus, by (12), b
is an alternating bilinear mapping from H X H to C(Gy). The universal pro-
perty of A?H then implies that there is a group homomorphism k: A2H—C(Gy)
such that k(xA y)=b(x,y) for all x, yeH. It follows from (10) that % is the
inverse of g|C(Gy). Summarizing: if H is a 2-divisible abelian group, then
the center C(Gy) of the group Gy that is symmetrically presented by K is
isomorphic to A2H; moreover, Gy is isomorphic to the group G whose construc-
tion was described above (since Ker g= {1} by 8.5).
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