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Introduction

Let X=(X,, P.; x€R%) bz a d-dimensional pure jump type Markov process
associated with the operator —(—A)**/4(0<a(x)<2). Following Bass [1], we
call it the stable-like process with exponent a(x). Under a mild regularity
condition for «(x), the process is first constructed by Bass [1] and next by
Tsuchiya [12]: Bass has done it by showing the uniqueness of solutions to the
martingale problem for the operator and Tsuchiya by showing the pathwise
uniqueness of solutions to a stochastic differential equation associated with the
operator.

In this paper, we will show the existence of a transition density and local
Holder conditions for sample paths of the process X with smooth exponent
a(x). For this aim, we want to adapt the theory of pseudo-differential oper-
ators to the operator —(—A)~*®/2 but its symbol — |&|**® is not smooth.
Hence we consider the operator Ly which is obtained from —(—A)*®/ by cut-
ting off the support of its integral kernel (i.e. Lévy measure) with a positive
smooth function @ (see Section 1 for the precise definition of Ls). There
exists a pure jump type Markov process X, associated with L in the same sense
as the above. Since Lo can be regarded as a pseudo-differential operator of
variable order, we introduce a class of such operators and provide the funda-
mental theorem for algebra and asymptotic expansion formula of their symbols.
Next we prove that L, satisfies the (H)-condition (see [7] p.83 for the (H)-
condition). These facts allow us to construct a fundamental solution, in the
sense of pseudo-differential operators, to the initial-value problem for the equa-
tion 9,—Le=0. Furthermore, we show that this fundamental solution has a
smooth kernel and this gives a transition density of X,. Using a localization
argument, we see that X also has a transition density. Finally, using certain
estimates for the symbol of the fundamental solution and expanding the method
of Khintchine [6] and Blumenthal and Getoor [3], we obtain the local Holder
conditions for sample paths of X; this result is a natural extension of that of
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[3] in the case of symmetric stable processes.

Pseudo-differential operators of variable order are treated by Unterberger
and Bokobza [14], [15], Unterberger [13], Visik and Eskin [16], [17], Beasuzamy
[2] and Leopold [9] [10], etc. They, however, do not treat the initial-value
problem for evolution equations with respect to such operators.

Section 1 is devoted to construction of a fundamental solution E(-) to the
initial-value probelm for 8,—Le=0 (Theorem 1.3). It implies the existence
of a transition density of X, (Theorem 1.6) and also implies the existence of a
transition density of X (Theorem 1.7). The (H)-condition follows from The-
orem 1.1, which is a key result for the construction of the fundamental solu-
tion.

In Section 2, we prove local Holder conditions for sample paths of X (The-
orem 2.1). Lemma 2.1 is an extension of a fundamental result of Khintchine
[6]. Lemma 2.2 gives a relation between the symbol of the fundamental solution
E(-) and the characteristic function of a random variable used in [3].

I express my gratitude to Professor M. Tsuchiya for valuable discussions
and the guidance on the topic of this paper. In particular, the proof of The-
orem 1.1 was accomplished with his aid. To Professor K. Kikuchi, I also
express may appreciation for his useful advice and helpful conversations on the
theory of pseudo-differential operators.

1. Constrcution of the transition density

We begin with introducing some notations. For n=0, 1,2, ..+, oo, C}(R?)
is the space of real-valued = times differentiable functions which are defined on
R? and have bounded continuous derivatives up to order n. Cg§(R?)is the sub-
space of C7(R?) consisting of those functions with compact support. S or
S(R?) denotes the Schwartz class on R?. C}*([0, o) x R?) denotes the space
of real-valued functions on [0, o)X R? which together with first-derivative in
time variable and first two-derivatives in space variables are bounded and con-
tinuous. For a bounded function a(x) on R?, set

a =sup a(x) and o = inf a(x).
seR? zeRr?

Let Q be the space of R?-valued cadlag functions o on [0, o) and let
X;: Q—R® be the function defined by X,(w)=w(t). Let &, be the o-field
generated by {X,,s<t} and F=Z.. Given a positive kernel v(x,dy) on
R x (R*\{0}) satisfying [zaw(|¥]|*A1) v(x, dy)<<oo, we define the operator L
on C}(R%) by

L) =, @) ~f D)=V F®) Puyisa ()} (),

where 2y is the scalar product in R?, V is the gradient operator and 1;(-) the
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indicator function of a set E. We say that a probability measure P on (Q, <)
is a solution to the martingale problem for the operator L starting at x if
P(X,=x)=1 and, for every f€C}'}([0, o)X R?),

£t X)~f(0, X)— | (0u+L) f(w, X.)

is a P-martingale with respect to the filtration {,}.
In this paper, we will focus our attention on the following type of kernels:

v (%, dy) = Wan | y| "D dy,

where a(x) is of C7(R?) with 0<a<a(x)<a@<2, and w,(,) is defined through
the Lévy-Khintchine formula

IEI‘(I) = S}ed\{o) {1—Cos§-y} We(x) lyl -(@+a) dy .

We note that w,.) is a positive function of C7'(R’). Then the operator L can
be regarded as a pseudo-differential operator with symbol —|£|**; hence,
in the following, we will denote the operator L by —(—A)*®”, By a result
of Bass [1] or Tsuchiya [12], for each starting point, there exists a unique solution
to the martingale problem for the opeartor —(—A)*®/,  Therefore, the family
of solutions to the martingale problem defines a Markov process on R?, and
it is called the stable-like process with exponent a(x).

The purpose of this section is to show the existence of a transition density
of the process. To conclude this, we consider the kernel v defined by

vo(%, dy) = Waen |y |~ Dl y]) dy,

where @ is a function of C7([0, o)) satisfying the conditions:
(1) 0<®<L1 on [0, o),
(2) there exists a real number 7,>>0 such that &(¢)=1 for any ¢&£[0, ro],
(3) @(t)=0 for any tE[1, oo).
Let L, denote the operator corresponding to this kernel. Then the unique-
ness of solutions to the martingale problem for Ls also holds and hence there
exists a unique Markov process X, associated with Ly in the same sense as the
above (cf. [12]). At first, we will construct a transition density of this Markov
process and obtain some estimates for the density. Then, using them, we show
the existence of a transition density of the original stable-like process.

Now, the operator L, can be regarded as a pseudo-differential operator with

symbol po:

L) peln®) =, Aexp(iEy)—1—iE3) _l_u,fz(%l) y .

To adapt the theory of pseudo-differential operators for Lo, we start to discuss
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some properties of the function p,. For a multi-index n=(ny, 1y, -+, n,), let
0;=0"[0Eh--+0"[0E 2 and Dy=(—1)'"! 9%, where |n|=n+n,4--4n,.

Theorem 1.1. (1) po is of C5(R? X R%).
(2) For any multi-indices m and n, there exists a constant C,, ,>>0 such that for
any (x, £)€ R* X R*

(1.2) |02 D po(x, £) | <Cp (1] V1)@= "(14log ([E] V1))™ .
(3) There exist constants R>0 and C,>0 such that for any xER* and |E| >R

(1.3) | po(x, E)| =Co |E|*® .
Remark. If we set C;, »=C,, ,/C,, then

6 P@(x’ E) ” m
1.4 _G*_L <Cnas I8 £1 11 V1=
(1.4) | o(%, £) | [E] " +log(|€] )+

for any x&R“ and |£|>R. This implies the (H)-condition.

Proof of Theorem 1.1. In the proof, C denotes different positive con-
stants. Let S?7! be the unit sphere of R? and s be the uniform measure on
S?-1. Since s is invariant under rotation, we have

(1.5) ol £) = S: gsd_l (cos 70-E—1) La2 2(1) 4540y ;

71+ a(x)

hence

(1.6) 07 pa(w, £) = z:a(x)s(lﬂiqi(’)drg (cos 78-E—1) s(d6),

1+a(x)

where the function a,(x) is a linear combination of derivatives up to order &
of a(x) and w,(,). Then gy(x) (k=1, 2, -++) are of C7(R?). Hence, to obtain
the estimate for 97 po, it is sufficient to evaluate the following integral:

I = go (log )" (r) 4, [, (cosr0-5—1)s(a0).

S
For |£| <1, noting |cosr@-E—1| <%7% we see that
L] s% 8(S°Y) S: Pi=5) (log ) dr < oo .
When |E]|>1, putting g=r|&| and E=E/|&|, we can rewrite I, as follows:
I, = S'E' |£]** (log g—log |E)* (q/1€1) 4 S (cos g8-E—1) 5(d6)

0 ql+d(x)

= 1810 33 (%) (g 11y {7, Gog a’ @(ar1£1)
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1

ql+u(z)

X (cos g0-E—1)dgs(db).

Since

|Sl&l d(q/1E]) (log q) (cos q€-§—1) dq|

0 q1+ o(x)

1 (*®@(q/IE])] log q]’ = ®(q/|£]) (log g)?
<7 So q1+u(x) q"’ dq+2 Sl (¢ q1+2(5) gq) dg<oo ,

L] <C(1§]*® V1) (1+]log (1&] V1))*.

Hence, we have
|07 po(x, &) | <C(IE|*P V1) (1+log(|E] V1))™ .

From (1.6), it follows that for any m=(m,, my, -+, m;), n=(my, 1y, +++ , m) (|n| >1)
and (x, £)ER!X R*

0 9% po(x, &)
= B || CEES D ar [ exp(i0-) @000 5(d0).

0 r1+u(x)—|n|
Therefore, we will estimate the integral:

K\ — Sl (log 7)* ®(r) ssd_l exp (ir0+ E) (i6,)"(i0y)"s+~(i6,)"4 8 (d6) .

0 rl+d(x)—]n|

If |£€] <1 and #n>2, then we immediately see that

kLs(S©Y) _

| K| <
(lnl_a)k-H

When |n|=1 and |&| <1, noting
[ ... G080 =0,

we have

(Kasl =l gsd {exp (ir6-£)—1} i0;s(d0)]| Sl ?L)(# dr

0
1 _
<s(S%Y) S =% (—log r)t dr< oo .
0

Next, we consider the case when |£|>1. We rewrite K, , in the form:

K,, = |g[#@-In ;E:o< f) (—log |E[)*7 S]E' (log g)’ q’(?/’fl)dq

0 q1+w(x)—lnl

X Ssd exp (igh-E) (16:)"s (10,)"s-+~(i0,)" s (d6).
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We will evaluate the integral

R, = S‘E' (log ¢)’ (q/I£1) 4,

0 ql+w(x) (el
x| exp(igd-8) (060" (0" (d0).
We divide K, ; into two parts K}') and K{):
o log q) ®(q/ | &
R = So( g0 P(g/1€1) 4

q1+¢(z) In]

x| .. exp(ig0-2) (10 (075105 (d6)

and

R = S'E' (log )’ ‘I’(Q/l’g'l)

1 q1+a(x) |n|
X Ssd-l exp (iq0 - &) (160,)" (16,)"2--+(16,)"< s (d0) .
Adopting the same method as in estimating of K, , for |£| <1, we can show that
[RM) | <oo if |m|>1.

Now, let =g&. Then

(1.7) IZ‘&Z.)I _ Sl&i (log Q)f @(q/lfl) _{an S . exp(in-ﬁ) s(do)l-q=q'é'}‘ dq.

1 q1+¢(x) |n|

To estimate K{*}, we use the following result of Jones ([5] p.9):

(18) [ exp(in0) 8(d0) = 0, ZEEED (1),
where w;=2+/7¢/T'(d|2) and J, is the Bessel function of index »=(d—2)/2.
Let

Fi(a) = 020 Juus(1h) = 5 gl

Taking the |n|-th derivative of both the sides of (1.8), we have the equation
. [n/2] " . .
67’ Ssd—l exp(z-;;-G) s(dﬁ) = 12 Cl ‘)711_211 7, 212"'7]dd 2 FV+]n]—]l](7]))

where i=(l, b, -+, 1), n=(m, ny, -+, n,), [n/2]=([m:/2], [1,/2], -+*[n4/2]) and [-] is
Gauss’ symbol, C; is a constant depending on only /; hence

19) o Ssd_l exp(in-0) s(d6)
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[n/z]
('7”) ' ]v+:n|—m(l77|)’7f‘“2'1 AR
From (1.7) and (1.9), it follows that

RS — SIEI [n/z] b )(logq) cb(q“fl)]wm-m@) dg,

1 gLl

where 5,(£) denotes a polynomlal of . Therefore, we have to estimate the
integral

(1.10) Sw' (og 9! DlallE1) 1, .\ \(q) dg.

1 qw(x)+l+2]l|+v-—|n|

Using the asymptotic expansion formula for Bessel functions (cf. [4] p.230),
we obtain

glel (log gV D(g/|E]) (o dg

1 qa(x)+l+v+2|ll—|n|

(2/z)" z 1(v+'"l—”l+1/2) T(v+|n|— (1] +k+1/2)
T Tt Inl—[I[+1]2) = k 2

SIEI( 1)*2(log q)7 ®(q/|E]) {cos {g—@w+|n|—11|)7|2—n/|4} } dg

1 @@= | sin {g—(v+ | n] — |1]) 7/2— |4}

S'EI (log q)’ ©(q/1&]) O(q—p—m) dg .

1 qa(x)+3/2+p+V+211|— [Ed

If N is a sufficiently large integer,

r (log g)' ®(q/1£]) O (g ') dg<oo .

1 ge@HREN T
Thus, it is sufficient to prove the boundedness of the integrals:

161 (log g)! @(q/|£]) | c0s(g+ew) 01 .
iy [CoBDBGIED LT gy (= 0,1, ).

Repeating the integration by parts and using the property ®¥(1)=0 (/=0, 1,2, -),
we see that the integrals of the type (1.11) are represented by a linear combina-
tion of the following formula:

2D oga) [ D)

grartstu sin(g+-c¢7)

+ecos(gten) (or esin(gem) (oo =0,1,2,).

(@) o) (@) FbuT) o |

Therefore, it is enough to show the boundedness of the integral with the
form:
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S 't ®“(g/|E]) (log 9)’

1 qa+p+s+u

it is easily verified by the use of the integration by parts. Consequently, we
prove the assertions (1) and (2). Next, we show the assertion (3). From (1.8),
we see that

|2 ) = €1 waco [ PUIED g4 [, 1-exp(ign-B} s(a0)

q1+d(x)

= |§]*® w, <>wdSIE LD;?QE),) {1 P(”+1)2 zzi’p'(l‘( 1_)]_p+1) ¢’} dq

= |E]%® Wy w4 P(”+1)S . (Dq(‘%/"[(il) {22 F?’Z’_{—Z)
& (=1)’¢* } dg .

Ez”pll‘(v+p+1)
The convergence radius of the power series >5.2(—1)? ¢??/2% pIT(v+p+1) is
infinite and it is equal to zero at ¢g=0. Hence, there is a sufficiently small
number ¢,>0 such that, for any ¢<[0, g],
N e F A
22T (v+2) #=22pIT(v+p+1) 2°T(v+2)

Therefore,

> a(x) wdr(y'i_l) o l—u(x) : ___ﬂ .
105, E)| 2170 waco G2 +2)S dg for any £ with || >R =2

hence the assertion (3) is verified. Consequently Theorem 1.1 is proved.

Since L, can be regarded as a pseudo-differential operator of variable
order, extending the theory for pseudo-differential operator of constant order,
we prepare a general theory for such operators of variable order in the following.
In what follows, for simplicity, we let

i (%, §) = 0 DY p(x, £)
and, in particular,
P(D (x’ ‘S) = Pét’)g (x’ E) and P(l) (x’ g) = PE?; (x, E) .

DerFINITION 1.1, Let ¢ be a bounded function on R°.
(1) We say that a function p(x, &) of C=(R*XR®) is a symbol of the class
S5:(0<6<p<1,8<]1), ¢f for any multi-indices m and n, there exists a constant
Cin,n Such that

(1.12) | o3y (%, E)| <Cp LKEDS T BImI=pin
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for any (x,E) ER? X R?, where E>=(1+|E|®)2. We set
(1.13) S = N Sg.s and S;o's = U Sg's .

- oo0<es -~ o<
(2) We say that a linear operator P: S(R?)—>S(R?) is a pseudo-differential
operator with symbol p(x, E) of class S, s, if Pu can be represented by

(1.14)  Pu(x) = S exp(in-E) p(x, E) U(E) dE for ueS(RY),

where dt =(1/2xz)* d€, and 4 is the Fourier transform of u. In this case, we write
P=p(x, D,)ES; ;, and we also denote the symbol p(x,E) of P by o(P)(x,§).
Moreover the semi-norms | p|; (k=1, 2, --+) are defined by

l;bl}‘; = max sup {Ipm))(x, E)'<E>—(§(x)+8]m!—!’lnl)} .
I

Im+nl<k (x,DERX

DeFINiTION 1.2. (1) We say that a function a(y,y) of C=(R? X R?) belongs
to the class A} (—oo<<o0,0<8<1,0L«), if for any multi-indices m and n,
there exists a canstant C,, , such that

|87 0% a(n, ¥)| < Cp, LD yH"
We set
A= U u U A..

0<8<1 —2LhLo K>0

(3) For an element a(z,y) of A, we define the oscillatory integral Os[e=**"" a] by
0s[e” a] = Os—({ exp(—iny) an,5) dn ay

= lim SS exp(—in-y) X(€n, &) a(n,y) dn dy ,
where X S(R* X R?) and X (0, 0)=1.
Theorem 1.2. Assume that 0<3<<p<1.
(1) Let ¢;(j=1, 2) be a bounded function on R* and P;=p (x, D,)ESffs(jz 1, 2).
Then P=P,- P, belongs to 51 %> with symbol p(x, £) :

(1.15) p(x, &) = OS—SS exp(—in+y) pu(x, E+n) pa(x+y, ) dn dy

and it has the asymptotic expansion formula :

(1.16) P E)— 33 -

i< 1 P(ll)(x’ E)Pz(;)(x, E)esg.l;gz—mp_s)

for any integer N> 1.
(2) Let P=p(x,D,)ES; ;. We define P* by

(Pu, v) = (u, P*v) for u,veS(R?).
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Then P*(x, D,) is a pseudo-differential operator of the class S5 and its symbol
P¥(x, ) is given by

2% &) = 05— ([ exp(—in-3) pGet, Em) dn dy,
and it has the asymptotic expansion formula :

(1.17) (%, E)— X (_—.llT)lfl_mesisN(p-s)

<N
for any integer N >1.
Proof. By Theorem 3.1 in Chap. 2 of [7], we obtain that

(1.18) P8 8= 2, 20 ) puo(, ) ST T

Moreover, noting that, when || =0, p,(x, &) po(%, £) is the symbol with variable
order £,(x)+£,(x) and, when |1] 21, the order of p{"(x, £) pa(®, £) is £i(x)+
&y (x)— 1| (p—3), we have

§*¢
PES 2.

Therefore the assertion (1) holds. In the same way as the above, we can verify
the assertion (2).

DerFINITION 1.3, We say that a sequence {p,} >, of S5, converges weakly to
PES; s as k—oo if, for each h>1, there is a constant M, such that |p|;<M,,
and, for any multi-indices m and n, we have

(1.19) Piimy = piwy as k— o on R*XR*.

DeFINITION 1.4.  Let I be an interval of R* and V be a Fréchet space. For
a mapping o: I->Pp(t)EV, we write $E B (I, V) if d is |m|-times continuously
differentiable in I in the topology of V and each derivative D; ¢ is bounded
(111 < ml).

From Theorem 1.1, we see that L, is a pseudo-differential operator of
the class S7; where § is any positive number less than 1. Now we will con-
struct a fundamental solution in the sense of pseudo-differential operators
to the initial-value peoblem for the evolution equation with respect to Le:

(1.20) 0;—Lo}u=f in (0,T),
limu(f)=¢ in Ly (R?).

>0

By virtue of Theorems 1.1 and 1.2, we can adapt the argument used in
the proof of Theorem 2.1 in Section 2 of Chap. 8 in [8] to the proof of the next
theorem.
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Theerem 1.3. There exists a fundamental solution E(-) to the initial-value
problem for the evolution equation (1.20) such that it satisfies the following con-
ditions : for each T >0,

(1)
(1.21) E(t) =e(t,x, D,)EB((0, T]; S?.5) N BYO, T; S%.5)
and, for any t,&(0, T),
(12)  BQEB(TEST) =0 %l T1; S
(2) for any te(0, T),
(1.23) (0,—Lo) E(t) = 0;
©)
(1.24) e(t,x,£)— 1 in S} ; weaklyas ¢#—0;
(4)
(1.25) n(t, %, &) = e(t, x, E)—exp (tpo(, £)) — 0
in S;§™® weaklyas t—0
and
(1.26) r(t, %, §)/t€ B((0, T]; 8%:09) .

Proof. Let et, x, &) = exp (¢po(x, £)). Then this function satisfies the
equation:

(1-27) {at_pfb(x) E)} eo(ty X, E) =0
e(0,x,8)=1.

Furthermore, for any multi-indices m and #,
Im+n|
(1.28) 0% D7 eft, %, £) = 23 t((Po)i)ii (%, &) ety %, §) ,

where
(n) nl 02 ... nk (nl) n2) (nk)
((.p@)k)("‘) = 2 le,mz_---,m’?p@(ml)(x’ E)P‘P(mz)(x’ E)H.P‘P(mk)(x) f)
and the summation is taken over multi-indices m/ and »’/ (j=1, 2, --+, k) such
. . 1,2 . .

that 3¢y mi=m, 3% _, n=n and C;f.",,,i,jf;,, denotes a constant depending only
on m/ and »n/ (j=1,2, -, k). From (1.3), there exists a constant C,>0 such
that for any (x, £) € R? X R*

[ a(x, £)| > CKE>* P —C,
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Therefore, putting C=exp(—I'C;), we have, for any (¢, x, £) (0, T]X R*X R?,
(1.29) eo(t, x, £) <C exp (—tCKE>*@) .

Since (t <E>*®)* exp (—tC, <E>*®) is bounded in (¢, x, &) of (0, T]X R*X R?,
there exists a constant C;, , such that

(1.30) |08 D et, x, £)| < Cly n ED-1+8ImI
for any (¢, x, £)€(0, T|X R*X R®. Hence
(1.31) |8z DY 0, e(t, x, &) |

< lgnlco.mm,k gt (EHIHDa@ = Ini+diml oxp (—3C,y <ED*®)

for any (¢, », £)€(0, T]X R* X R, where C,,, ,; is a constant depending only
onm,n, and k. These estimates (1.30) and (1.31) yield that

€ P((0, T]; S1,5) N B0, T]; 81.5)

and it is clear that ¢,—0 weakly as t—0.
We can define {e;(#)} 7-1 and {g;(¥)}7-1 (0<¢<T) inductively by

(1:32) a0=5 3 Lampawnn (=
and
(1'33) {at—j)q’(‘x) E)} ej(t’ x) E) = qj(t) x’ E)

ei(o’ x&=0 (j=1).
Then the solution e,(t, x, £) of (1.33) has the form:

(134) ety %,8) = et 3, ) | %—j—g ds.

We will show the following estimate:
C ;o hKED™ 1A= 0= Im1+ 81 mI

(1.35) le;imy(t, %, E)| s{ Y R ——

for any (¢, x, £)€(0, T] X R* X R*(j >1), where C;,, , and C}, , are constants
depending only on j, m and #. In fact, assume that the inequality

i(t’ X, S) ™
(1.36) | (W)(MI

Séj,m,n <E>“(")2§:1(t<g>d(x))k <E>—i(1—8)—|nl+8|m|
((t, , E)E(0, T] X R*X R?)
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holds for j< j,—1. Then, combining (1.34) with (1.36), we have

eio—l(t’ Xy E) )
(1.37) l( eft, %, £) (m)l
2(jo-

<CJo -1,m,n 2 (t<E>“(x))k<E> (Go=D(A=8)~|n|+8|m|

for any (¢, x, £)€(0, TIX R*X R*. Note that
. (n)
(1.38) I (q;o(s, X, E)) |

eos, %, &) /(m
PE(x, ) ejo-10(2, %, )\
= 'ﬁgi | ( eyt, x,lé) )(m)l

(gig-1(t, %, E))R\™
Jo m, "1?1 l (W)(M)I

<2100  (iln D))

! jom1(t, %, £)
+ 2= l(tP( (%, &) po (¥, E) W)(m)l

Bio-1(t, %, £) )"V
élo m,n E ,(tP(x, E)d’(l) W)("’) ’

+Comal (L2 E) 7

e(t, x, E) /(ma1)

for any (¢, x, £)(0, TIX R* X R®. 'Then, from (1.34), we see that the inequality
(1.36) holds for j=j,. 'Thus, by induction, it holds for any j>0. Hence, from
(1.29), (1.34) and (1.38) for j=j,, we see that the first inequality of (1.35) holds
when j=j,. Moreover, writing (£<E>*®)k=(t{E>*®) (t<E>*®)*-1 and using a
similar argument to the above, we obtain the second inequality of (1.35). This

means that
(1.39) e;(t, x, £)€ B[0, T]; STi%») N BY[0, T]; 835/4-9).
Next, put E;({)=¢;(t, x, D) (j=0). Then, by Theorem 1.2, we can write
(1.40) o(Le Ej(?)) (%, £)
= po(%, £) (2, %, £)+ - 187(%, &) e;a0(t, %, E)

oLl 1<N
+rN,f(t) X, E) (j = 0, 1, 2’ -..N_l) .

From Theorem 1.1 and 1.2, the first inequality of (1.35) and (1.40), we find
that

(1.41) 74 () EB(0, T]; SI7V4-9) j=1,2,-
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Similarly, replacing the first inequality of (1.35) by the second one of (1.35), we
have

(1.42) T, ; (Ot B0, T]; ST NA-9) j=1,2,--.
From the above discussion, we have a sequence {e;}7., of symbols satisfying
e;€8{G¥. Therefore, we can construct an operator
(1.43) E@t)=é(t, x D,)ES} 4
with an analogous argument used in Theorem A.1 of [8] (p.238-239). Indeed,
let 4» be a function of C7((0, o)) with

0<Y()<1, () =0(0<t<1l) and (t)=1 (t>2).

Putting r;(E)=+(&;1£1) (j=1,2,---) for any sequence {&;};» of positive
numbers, we have the estimate

Comn SED-IA=D8Imi=In

Cjomon €;CED™ IO BImI=lnl41

for any (¢, %, £)€(0, TIXR*X R* and any multi-indices m and n. Now, we
inductively choose the sequence {€;} ;>; satisfying

0<¢;<27( max (C;,,,.)) "

Im+nl<j

102 D2 eyt %, £) ri(E) | s{

and
1>6>6>>E> —0,

and define the symbol & by
e(t, % §) = ety % E)+ 35 (6, % £) (E)

for any (¢, », £)€(0, T]X R*xX R*. Then the symbol ¢ satisfies the following

properties:

(1)

(1.44) 8(t, %, E)— 3 e(t, %, E)€ B0, T1; ST{O-D)
NBY(0, T]; SE3V4-9)

(ii)

(1.45) &(t)—> 1 and (t)— 3 ¢;() — 0 weakly in S,

as t—0 for any N>1 (see [8] in detail). Let R(t)=(0,—Los) E(t). For any
positive integer N, we rewrite R(f) in the form

(146) RO = (0,—Lao) (3 E,)+0,—Lo) (E)— S E).
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Then from Theorem 1.2 and (1.44), we see that, for any positive integer N,
(147) (0—Ls) (E(t)— 3 E,() € (0, T1; S177¢~)..
Moreover, it follows from (1.32), (1.33) and (1.40) that
(148)  o((6:—Lo) (g E®) (% &)

=§(6t—p¢(x, £)) e,(t, %, £)

N-1 1 N-1
- ng Ul+E=g k< l_!Pg)(x? E) el;(l)(ty X, E)'— % r}v.j(t, X, f)
N-1
= — 120 7wt %, E)

for any positive integer N and (¢, x, £) (0, T]x R* X R?. 'Therefore, (1.41) and
(1.42) yield that

(149) (0,—La) (X E(1) € B0, TJ; S134-)
N B0, T7; Stz va-ay,
Hence, it follows from (1.47) and (1.49) that
(1.50) R(t)e B((0, T]; 5-7) .
Now, let {W,(£)}>: be a sequence of operators defined by
Wi(t) = —R(2)
and
W,(t) = S: Wi(t—s) W,-i(s) ds .

Then, using the same method as in the proof of Theorem 2.1 in Chap. 8 of
[8], we see that

(W) (3 §) = 3 o (W) (x, £)
converges in the topology of B((0, T]; §-). If we set
(1.51) E@t) = E~(t)—|—S: E(t—s) W(s) ds,
then we have
(6,—Lo) E(f) = R({)+ W(t)—{—S: R(t—s) W(s)ds = 0

for any (0, T]. We get (1.21) from (1.44) and (1.50). The relations (1.24)



204 A. NEGORO

and (1.25) follow from (1.45) and (1.51). Moreover, with the same argument
as in Theorem 2.1 in Chap. 8 of [8], we see that, for any positive number
tLe(0, T,

e,()EB ([t T];87°) j=1,2, .
The proof of Theorem 1.3 is complete.

Let H(—oo<s<<oo) bz the Sobolev space with the norm |[+||; (see [7]
p.116 for the definition). Then, using the L,-boundedness theorem (cf. [7],
Chap. 2, Theorem 4.1), we have

Theorem 1.4. Let § be a bounded function on R’ and P=p(x,D,)c
S; 5(8<p). Then, for any sER, P defines a continuous mapping P: H, r—H,
and there exist an integer k and a constant C such that

(1.52) IPull,<C | pl} llullssz for uEH,,:.

It is well-known that if « and s are real numbers and p,—p in S; ; weakly
as j—oo, then

(1.53) p;(X,D,)u—p(X,D,)uin H, as j—>co for u€H,,,

(cf. [7] p-157). Immediately, from Theorem 1.3, Theorem 1.4, and (1.53), we
get the following theorem.

Theorem 1.5. Let E(+) be the same one as in Theorem 1.3 and let s be any
real number. Then, for b= H,, u(-)=E(+)$ belongs to F([0, T1; H,) N B*((0, TT;
H,_;) for each T'>0 and is a solution to the initial-value problem for the evolution
equation (1.20).

Now, we state the main theorems in this paper.

Theorem 1.6. Let e(t, x, &) be the symbol of the fundamental solution E(t)
given by Theorem 1.3. Then, the function defied by

(1.54) K(t, %) = | exp(is—y)-8) et , €) dE
(2€(0, ), x, yER®) is a transition density of the Markov process Xo.

Proof. Let p=C7(R?) and u(t, x)=E(t) p(x). Then u(t), 0, u(t) and Lo
belong to . From Theorem 1.3, Theorem 1.5 and (1.53), we see that, for any
SER,

limu(t)=¢ in H,,

t->0

0, u(t)] 1m0 = lim 8, u(t) = lim Lo u(t) = Lo in H,4.
>0 >
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Noting that for any multi-index 7 and any real number s> |m|+d/2
107 u(t, x)—07 ¢(x)|
<1 <gy-remm dg 2 w()— 4l
we have 87 4 (£)—07¢ uniformly on R? as t—0. Similarly, we have 8,u(¢)—Lo¢
uniformly on R? as +—0. These facts imply that u=C}*([0, T]x R%). Put
f(s, x)=u(t—s, x) (0<s<2). Then, f€C}*([0, t] x R’) and f satisfies
{&f@x%=—imﬂa@ (0<s<t)
ft, %) = (=) .

Let P, be a solution to the martingale problem for Lo starting at x. Then

(1.55)

(1.56) £t X)—f©0, %) = || 0.£( X)
+Lo f(s, X)} ds-+a P,-martingale.

Using (1.55) and (1.56), we have
(1.57) u(t, x) = EJ[p(X,)] .

On the other hand, from Theorems 1.3 and 3.3 in Chap. 2 of [7], it follows
that

(1.58) u(t, x) = S Kt 2,y)d(y)dy for t>0 and xER’.
R

Since (1.57) and (1.58) hold for any ¢=C7(R?), we see that the function
K(t, x,y) (t>0, x, yER?) is a transition density of the Markov process Xo.

Theorem 1.7. Let {P(t,x,T); >0, x€R?, T € B(R?)} be the transition
function of the stable-like process with exponent a(x). Then, for each (t, x)E (0, o)
X R?, P(t, x,dy) has a density with respect to Legesgue measure.

Proof. We first show that the short time behavior of the process X co-
incides with that of the process X,. Using polar decomposition, we rewrite
v and v, in the following forms:

v (x5 dy) = 1(g,p1(r) 222 drs(d9)+1<,0,w)(r)%drs(de)

r1+u(x)

and

vo(%, &) = Li,1(r) 222 dr 8(d0)+10,= () wate) D) 4y 5 (a0),

rl+a(x) rl+a(x)

where 7, is the same constant as in the definition of the cut-off function &®.

We set
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Gy(x;0) = SA Yats) gp  (A>0),

pi+a)

G ) = e B ar (n>ro)

and

Goo(x50) = Smge(x)“ Wa(s) D7) dar (A>r),

rl+w(x)

where g(x)=sw Wo(ny[T % dr and go(x)= Sm Wy(ry D(r)[r' 7% dr. In the follow-

10
ing, é(x, +) denotes the right continuous inverse function of G(, -), that is,

G(x, 1) = inf (A>0: G(x,\)<1} .
Let
U, = (0, ©)x 8!, U,=(—1,00x8%! and U=U,UT,.

We denote a generic element of U as w=(/, §). Now, let {p(¢)} be a stationary
Poisson point process defined on a probability space (2, &, P) with values in U
and the characteristic measure 7 (du)=dl s(d0). N,(dsXxdu) denotes the count-
ing measure defined by {p(¢)} and N,(ds X du)=N,(ds X du)—dsn(du). If we set
a(x, w)=a(x, [)=G\(x, ), b(x, u)=>b(x, [)=g(x) Gy(x, I4+1) and bg(x, 4)=bo(x, )=
Zo(x) éq,_z(x, I+1), then the processes X and X, starting at x are respectively
realized as solutions of the stochastic differential equations with jumps:

x(0) = v+’ SUl a(X (s.), ) Ny(ds X du)
+, SUZ B(X (s-), ) N(ds X du) ,

Xo(t) = 5+, SUI a(Xo(s-), u) N(ds X du)
+. sz bo(Xo(s-), ) N,(ds X du) .

Since the coefficient a(x, u) satisfies the Lipschitz condition with respect to the
measure 7(du) (see [12]), they have unique solutions in the pathwise sense. For
specifying the starting point # of the processes, we denote them by X (¢, x) and
Xo(t, %), respectively. Let o=inf {t>>0: N,((0, ] X U,)=1}. Then for <o

t
0 JU;

X(t)=x+§ S a(Xo(s-), #) Ny(ds x du)
and

Xo(t) = x—l—S: SU a(Xo(s™), u) Ny(dsx du),

because, for 4,CU, and 4,CU,, the Poisson processes N,((0,%]xA4,) and
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N,((0, £] X A;) almost surely do not jump simultaneously. Therefore
P(lycq X(8 %) = Ly Xo(t, %), t=>0) = 1.

We next show the absolute continuity of the transition probability of X. Let
oo=0and

o, =inf {t>0,;; N({t} XU) =1} (n=1,2,).

Then o,=0 and P(c,=t)=0 for each 1>0. Therefore, for each t>0, xER*
and Borel set T of R?,

P, xT)= P(X( x)ET)
= 3 P(X(t, ) E€T; 0, <t<op1)
= 31 P(X(t, ¥)ET; 0, <t<ops1)
= % Ell,<n P(X(t—s,V)ET; t—5<0) |0, y=x(0p,0]

= "go E[l(a-,,<t) P(th(t_'sy y)EP, t—S<a‘) ls=tr,,,y=X(o-,,,x)] .
Hence, if the Lebesgue measure of T is equal to zero,
P(t,x,T)=0

for any £>0 and xE R?; consequently we have the conclusion.

2. The Behavior of Sample Paths near {=0

In this section, we investigate the behavior of sample paths of the stable-
like process X=(X(¢), P;) with exponent a(x). At first, we state the main
result in this section.

Theorem 2.1. Let x be an arbitrarily fixed point.
(1) If a(x)<B, then

2.1) P,(lim | X(1)—x| [t = 0) = 1.
(2) If a(x)>RB>0, then
(2.2) Px(lirgosup [ X(#)—x|[ff = o0)=1.

We provide two lemmas for the proof of this theorem. The first lemma
is a modification of Khintchine’s result [6]. It is obtained only for processes
with stationary independent increments. However a stable-like process is
pot such a process in general. Accordingly we modify Khintchine’s result in
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the following form, where, for simplicity, we restrict the consideration to con-
servative processes.

Lemma 2.1. Let Y=(Y(¢), P,) be a standard process on R* and let h be a
non-decreasing positive funciton on (0, \) with lim, ., h(t)=0, where X is a positive
number. U,(x) is the open ball with center x and radius r. PYr)(+) (c>0) s the
function defined on (0, \) by
(2.3) PI(t) = sup Py|Y()—y|>ch(?)).
yeU ,(x)

Let x, be a point of R®. If there exist positive numbers c, and r such that
A

(2.4) [, prreveye dr<eo
0

for any c€(0, ¢,), then

(25) P, (lim | Y ()~ /() = 0) = 1.

Proof. Let U; be the open ball with center x, and radius jr/3 (=1, 2, 3).
It is clear that, for any positive number @ and #, [0, #],
P(|Y(t)—x|>a)
SP(|Y(t)—x|>a/2)+P,(|Y()—Y ()| >a/2, | Y (t;)—x| <a/2).

By the Markov property of Y, we get
(2.6) sup P,(| Y(¢)—x|>a)
xElTj
< sup P,(|Y(t,)—x|>al2)

(=7
* j+1

+ sup P Y(t—t)—x|>a/2)

xEU’J.+1

for any a€ (0, 7/3), t,€[0, ¢] and j=1, 2. In particular,
(2.7) sup P,(| Y(#)—x|>a)<2 sup P,(| Y (¢/2)—x|>a/2)
zEUj x j+1
for any a€(0, 7/3) and j=1,2. In the same way as the above, we have, for any
a>0 and t,, t,, [0, £] (L, <t,<1y),
P(|Y(t)—x|>a)<P,(| Y (t,)—x| >al4)

+P(| Y () —Y (1) | >al4; | Y (t:)—x| <af4)

+P|Y ()= Y (t) | >al4, | Y (t,)—x| <al2)

+P(|Y(t)—Y(t;)| >al4, | Y(t;)—x| <3a/4).
Furthermore, using the Markov property again, we obtain

(2.8) sup P(| Y(t)—x|>a)
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Sz:up P(|Y(t)—x|>al4)

—l—xsugIP,(I Y (t,—t)—x| >al4)
+xsui>ﬂP,,(| Y (t;—t,)—x| >a[4)
_|_z:1;jp“P,(| Y (t—1t;)—x| >al4)

for any a€(0, 7/3), 4, t, 1[0, £] (£, <?,<t;) and j=1, 2, and particularly
(2.9) sup P(|Y(t)—x|>a)<4 sup P,(|Y(¢/4)—x|>al4)
*€U ,

j+1

for any a=(0, 7/3), and j=1, 2. Next, we will show that, for any positive num-
ber ¢ less than ¢,

(2.10) sup Py(| ¥ (f)—x| >ch(t/4)) > 0 as t—0.

In fact, let ch(t)/4<r/3 and ¢ (0, \). Then, it follows from (2.6) that

(2.11) P (t) = sup P.(|Y(t)—x| >% h(2))
Swpnunm—m>imm

ﬂ@mwamm>hm

IE€ET,

< sup Py(| Y(t)—x|>< h(tl))

I€ETUg

+supP(lY(t—t1)—xl> h(t—1,))

for any ,[0, #]. Hence, if (0, 1) and ch(¢)/4<7/3,
(2.12) P”“(t) <PHt)+PL(—1t) VuE[0,1].
Moreover, if £&(0, ) and ch(¢)/4<<r/3, then

(2.13) Pﬁ'ﬁ,(t)

1 t

= tog2 b PO =5 c,8<s>+Pc,s(t 9L
1

< — = —

< 1og2 bua PO Tt [, P9 2
1

< \'pun®.

~10g25 (o2

Thus
4 (v ds
—_ < 3 =
sup PV ()l >chei) <5 | PO S
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for t&(0, \) with ch(t)/4<r/3. Under the condition (2.4), this means (2.10).
Let ¢ and ¢ be positive numbers satisfying ch(t/4)<<r/6 and t€(0,7), and let
o, be the hitting time defined by

o, = inf {s>0: | Y (s)—xo| >ch(t[4)} .
Then, the strong Markov property of Y yields that

(2-14) Po(| Y ())—0] > 2 h(t4) 2 Pay(00,<t, | Y ()= Y (00| <3 h(t4)

) —y| <
o 2y PoUY =) —3] S-S BEH)|smrusy-rice 4P

>

Py|Y (t—s)—y] s—; CTE)) | P )

S (0,11, ¥ (vc,)EU)
On the other hand, by virtue of (2.10), we can find a sufficiently small £>0 satis-
fying

(2.15) inf P(|Y()—%| <5 h(t))>% .

Therefore, from (2.14) and (2.15), it follows that for sufficiently small >0
(2.16) P, (c.:<t, Y(o.)EU)S2P, (| Y(2)—| >_c2_ h(t/4)) .

Set 7=inf {s>0: | Y(s)—Y(s-)|>7/6}. Then

(2.17) Py (o, <t<T)
<P,(o.,.<lt<t, Y(o. )€U
Son(o'c,t <t, Y(o-c.t) e Ul) .

It follows from (2.16) and (2.17) that if ch(t/4)<<r/6 and ¢ is sufficiently small,
then

(2.18) P, (0., <t<7)<2P. (| Y (£)—%,| >% h(2/4)) .

Now, put
W, = P, ( sup | Y (8)—ux,| [A(t)>6, 27"<1),
2-(m+1)$ts2—m

where & is any small positive number. It follows from the increasing property

of £ that

(2.19) w,<P,(  sup | Y (2)—x,| >ER(2-m*D), 2-mH1<7)
2'('”+1)StS2'"‘

Let m be a sufficiently large integer and choose 6,, as any number greater than

27", The relationship (2.19) implies that
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Wy <P, ( sup | Y (8)—x,| >ER(2-™D), 2-m1< 7).
0si<o,

If 0, (27", 2-*1), then

(2.20) w, <P, ( sup | Y(£)—x,|>Eh(0,/4), 27" <T)
o<t<o,
SP,(0¢,0,<0,<T).
Therefore, from (2.9), (2.16), (2.17), (2.18) and (2.20), we have
Wy <8P 2 (0]4)

for any 6,(2°",2-"*"). Let 6,=2"* and integrate both the sides of the last
inequality with respect to & from m—1 to m. Then, for sufficiently large in-
teger m, we have

n g (2= dz
< U,y -z S PU2 .
W, <8 Sm_l Pe/a (27%[4) dz = log 2 e/8 () u

2-(m+2)

Under the condition (2.4), this relationship implies that the series >} w,, con-
verges. By virtue of the Borel-Cantelli lemma, this means that

(2.21) P, (lim sup { sup | Y (&)—x| [h(t)>E, 2-"1<7}) = 0.
m-»o2 2—(m+1)StS2—m .

Accordingly, for convenience sake, set

F,=1{ . sup | Y (£)—x,]| [R(£)>&}, and G, = {r>2"""1} .
2"(’"+‘)St£2"”‘

Then, noting that
P (lim inf (F,, N G,)) = Py(UFaol(Nwsn(Fa NGR)U(Nmsy Ga)})
and P, (lim inf, ,. G)=0, from (2.21), we obtain
P,,o(lir':l+ inf F,‘,,)zP,o(lir’g inf F.NG,)=1;

hence (2.5) holds. The proof is complete.

Lemma 2.2. Let v be a positive number. The characteristic function
®1(x, ) of the random variable t~*(Xo(t)—x) admits the representation

(2.22) bU(x, 7) = e(t, %, 277 )
for any (¢, x, 7) E(0, o) X R X R?, where e(t, %, £) is the symbol of E(t).
Proof. From Theorem 1.6, we get
bi(x, 7)
= | exp im0y —) K (t, %,5) dy
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= 0s-S S exp (—iz-p)e(t, x, p+t" n) dzdp

for any (¢, x, 7)) €(0, o) X R? X R®. Using the fact that Os [exp(—iy- r) a(y)]=
a(0) for any aE A, we obtain (2.22).

Proof of Theorem 2.1. As is shown in the proof of Theorem 1.7, the
short time behavior of sample paths of the stable-like process X coincides with
that of the process X,. Hence we prove the theorem replacing X by X,. At
first, we will show (2.1). Choose real numbers v, « satisfying a(x)<v<<k<p.
Let T be a positive number and let g, be the continuous density of d-dimen-
sional symmetric stable distribution of index #, (0<x<2), that is,

(2.23) exp(—lf[")=SRdexp(iy-E)g,‘(y) dy for ESRC.
Set
(2.24) A0 = | exp(—|y—x1) K(t,%5) dy

for any (¢, x) (0, o) X R?. From the definition of K (¢, x, y), (2.23) and (2.24),
we have

A(t, %) = SRd e(t, %, ) g(£) dE for V(t,%)€(0, o)X R .

From (4) in the Theorem 1.3, we see that for any (¢, x, £)€(0, T] X R* X R*.

(2.25) | 1—exp (tpa(x, E)) | [£<| po(x, )| <C KEX*®
and
(2.26) [7(2, %, E)| [t < CLEY*™ .

Put 9,= {z: a(2)<<v}. Then, from (2.23), (2.25) and (2.26), we obtain
% [1—A(2, 2)]
<c| eon@a<c| <& a@dE=r<e
R R

for any (¢, 2)€(0, T]1X 9, Using the same argument as in [3], we have, for
sufficiently small 3,

2.27) Py(| Xo(t)—2| ~>8)32—A§'i
for any (¢, 2)€[0, T]1X D, Let
(2.28) P9y(t) = sup P,(| Xo(t)—=|>ct?).

ze 9,
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Then, by (2.27), the relation (2.28) implies that for sufficiently small >0
PPo()<2A, , c7" "7
By Lemma 2.1, this means that
P,(%iﬁ) | Xo(t)—x|[tF=0)=1 if a@x)<B.

Therefore, the assertion (2.1) holds. Next, we establish the relation (2.2).
Choose 7 satisfying S<v<a(x). Let {£,},>0 be a sequence of points in R?
with |E,|—>cc as n—>co. Put t,=|E,|"?, and ,=£,/|E,| (n=1,2, ). Not-
ing that |£,| ™| pe(x, £,)| =0 as oo, from (4) in Theorem 1.3 and Lemma
2.2, we see that

(2.29) lim ¢7 (x, £,) = 0.
Using the same argument as in [3], we also see that (2.29) implies
P (lim sup | Xo(t, x)—x|[f/F = o0) =1 if B<a(x).
t->o0

Hence, the assertion (2.2) holds.
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