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Abstract

The notion of the negative slope algorithm was introduced SiyFerenczi,
C. Holton, and L. Zamboni as an induction process of threerial exchange
transformations. Then S. Ferenczi and L.F.C. da Rocha devexplicit form of its
absolutely continuous invariant measure and showed thatdatgodic. In this paper
we prove that the negative slope algorithm with the abshiutentinuous invariant
measure is weak Bernoulli. We also show that this measurerigedl as a marginal
distribution of an invariant measure for a 4-dimensionat@nal) extension of the
negative slope algorithm. We also calculate its entropy bhlR’s formula.

1. Introduction

The negative slope algorithm (n.s.a.) was introduced by e®eriezi, C. Holton,
and L. Zamboni [1] to discuss the structure of three-intemechange transforma-
tions, see also [2] and [3]. It is a kind of multidimensionantinued fractions al-
gorithm and some arithmetic properties were discussed Jin Recently, S. Ferenczi
and L.F.C. da Rocha [4] discussed its ergodic propertiesledd, they showed the
existence of an absolutely continuous invariant measutéchwis ergodic. In this pa-
per, we show that the n.s.a. satisfies conditions given by Mi ], which imply
Rohlin’s entropy formula and weak Bernoulli property witbspect to the absolutely
continuous invariant measure. We also derive the absglat@htinuous invariant mea-
sure given in [4] from a 4-dimensional representation of tla¢ural extension of the
n.s.a. and compute the explicite value of entropy of theanlsy Rohlin’s entropy for-
mula and give the exponent constant of the denominator ohitie convergent of si-
multaneous approximations arising from the n.s.a§2n we give the definition of the
n.s.a. and some basic notions related to the n.s.a. The§B, inve explain some suf-
ficient conditions by [7] for multi-dimensional mapk to be weak Bernoulli. 1ng4,
we prove Rohlin’s formula and the weak Bernoulli propertytbé n.s.a. by showing
a number of properties which implies that Yuri's conditionlds for the n.s.a. Final-
ly, in §5, we construct a 4-dimensional map, which is the naturatresion of the
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668 K. ISHIMURA AND H. NAKADA

n.s.a. and derive the absolutely continuous invariant oreafor the n.s.a. as the mar-
ginal distribution. Then we calculate the entropy of thea.®y Rohlin’s formula.

2. Basic notions of the negative slope algorithm

First we define a ma@ on the unit square, which is called the negative slope
algorithm. For k,y) e X=1[0, 1P\ {(x, y) | x +y =1}, we define

((x+;//)—1_[(x+;//)_1:|' (X+))/()—l_[(x+;/()_1:|) if x+y>1

(o (e may - [Ewm)) o=t

We put

T(x,y)=

y .
o) Ty
n(x, y) = 1y
ey frever
X if x+y>1
(x+y) -1 Y=
m(x, y) =
17X | i xey<1
1-(x+y) ’
and
|1 ifx+y>1
#(x.) {+1 if x+ty<1
Then we put

mi(X, y) = m(T*(x, y))
ek(X, y) = e(T*2(x, )

for k > 1. Then we have a sequence

{nk(x, y) =n(T*Y(x, )

((81()(! y)! nl(X1 y)! ml(X! y))! (82(X! y)! nZ(X! y)! mZ(Xv y))! e )

for each &, y) € X. We note thahy, my > 1 for k > 1 and for any sequences{(n;, m;),
i > 1), there existsX, y) € X such that £ (x, ¥), ni(x, y), mi(X, ¥)) = (&, nj, m;) unless
there existsk > 1 such that £, m;) = (+1, 1) fori >k or (&, n;) = (+1, 1) fori > k.
By [1], we see that

{(gk( ' )! nk( . )1 mk( . ))1 k > 1}
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separates points. Indeed, [1] showed that the sequenceayitd deparate$(x + vy, x —

y)}, which is equivalent to the above, i.e. ik, (y) # (X, ¥) € X, then there exists
k > 1 such that

(1) (Sk(X, y), nk(X1 Y), mk(X! y)) i (Sk(X/y/), nk(x/! y/)v mk(X,1 y/))

Now we introduce the projective representationTaf We put

n n—-1 1-n
Attpm = mM-—1 m 1-m
-1 -1 1

and

—n —-n+1 n
Acinm=| —-m+1 -—m m
1 1 -1

for m,n > 1. Then we see

1 0 n-1
Acinm=10 1 m-1
1 1 ntm-1
and
0 1 m
Abam=l10 n
1 1 n+m-1

aX
We identify (x, y) to (ay) for « #0. ThenT(Xx, y) is identified to
o

X
Aertxy).mexy) mexy) | Y
1
and its local inverse is given by
A—l
(e1(x,y), (X, y),m1(x,y))"

In this way, we get a representation of, {y) by

-1 -1 -1
A(Elvnlvml) A(Ezynzymz) A(e3,n3,m3) Y
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and T is defined as a multiplication by, n, m,) from the left and acts as a shift on
the set of infinite sequence of matrices

-1 1 -1 _
{A(al,nl,ml) Aeanzmy) Aeans,ms) | ek = £1, ng, mg > 1 for k > 1}'

For a given sequencesf( ni, My), (&2, N2, My), ..., (e, Nk, Mk)), we define a cylinder
set of lengthk by

((e1, N1, My), (g2, N2, M2), ..., (&, Nk, Mk))
= {(X! y) | (Si (X, y)! n; (X! y)! m; (X! y)) = (Eir n;, mi)i 1 < [ < k}

For (X, y) € ((e1, N1, M), (g2, N2, My), - .., (ek, Nk, MK)), TX(X, y) is expressed as
X
A(Sk,nk,mk) T A(€1,n1,m1) y
1

and its local inversel (., n, my),(e2.n2.ms),.... (. my) 1S €Xpressed as

-1 -1
A(sl,nl,ml) T A(ﬁk,nk,mk)'

Since

y X .
{<(X+y)—1' (x+y)_1>-(x, y) € X, x+y>1}
:{( 1-y 1-x );(X,y)EX,x+y<1}

1-(x+y) 1—(x+y)
(e, B)ra =1, p=1},

we see that for any(eg, nk, my), 1 <k <I}, eg =+1 or =1, n,, mx > 1, we have
@ T Y) e XiadX, ) = e M, Y) =N, (X, y)=my, 1<k=<I}=X ae.
3. Multi-dimensional maps

In this section, we summarize results of [7], which we shak in the following
section.

We consider a maf of a bounded domaiX of RY onto itself with its countable
partiton Q = {X,: a € 1}. We assume the following:
(i) Each X, is a measurable and connected subseéX efith picewise smooth boudary.
(if) There exists a finite number of subsetsXf Uy (= X), Uy, ..., Uy such thatU;,
1< j < N are sets of positive measure and for amy..., a, € |

T"Xa, N T X, N---NT- DX, )=U; ae,
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for somej, 0< j < N wheneverX, N T 1X,, N---NT- VX, is a set of positive
Lebesgue measure.
(iii) For anya e I, T|x,, the restriction ofT to X,, is injective andC?.

We write

@1, ...,80) = X, NT Xg,N---NT DX,

which we call a cylinder set (of length). We only consider cylinder sets of positive
Lebesgue measure. From (iii), the restrictionTofto (ay, ..., a,) is injective, we can
define |, o)) Of Uj for somej, 0<j <N, onto(a,...,a,), which we denote

R(T) = {(al, ..., a8n): sup |detDW,,, .. a,) (X))
xeT™ay,...,an)

<C- _inf )|detD\I!<al an)(X)I,nzl}.
an

=C it ldetb¥a,
Moreover we put
Dhn={{as,...,an): (a1, ..., ;) ¢ R(T) for 1 < j <n},
D= (J (e ... &),

Bn = {(all LRI | an) S R(T) (al! sty anfl> S ,anl}y
and

Bn: U (a]_,...,an>.

Then we consider the following conditions:
(C.1) (T, Q) separates points, that is, for any x’ € X there existsn > 0 such that
T"(x) and T"(x’) are not the same elements @
(C.2) For eachj, 0< j < N, there exista, ..., as;) C Uj such that(ay, ..., as) €
R(T) andT®% (&, ..., &) = X.
(C3) If (a,...,an) € R(T), then(by,...,bm, a1,...,a,) € R(T) unless(by, ..., bm,

ai, ..., a,) is a set of Lebesgue measure 0.
(C.49)
o0
Z A(Dp) < o0
n=1

where A denotes d-dimensional Lebesgue measure.
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(C.4y > p2; A(Dp) - logn < oco.
(C.5) For anyn > 1,

Z( Z ( sup [detDWy,, .., km)(y)|>> < +oo.
(K1, Km)

m=0 \ (ki,..., yeT™ky,..., km)m(UTﬂ Bj)
(C.6) t D1 < 0.
(C.7) There exists a positive integesuch that for alin > 0 and all(ay, . .., a,) € Dy,

Sug(eT"(al ..... an)|detD‘~I/(a1 ----- an)(X)|
iNfxen(ay,....a)) [dEIDW(a;, . a0 (X)]

=0o(n').

(C.8) logdetDT(-)| is Lebesgue integrable.
(C.9) there exists a positive integky such that if(as,...,a,) € DS and (ay, ..., an) €
Dn-1, then

(@, ..., an) C | JB;.

Then we have the following.

Theorem 3.1 ([7]). () (C.1)—(C.4)imply that there exists an absolutely contin-
uous invariant probability measurg and (T, u) is exacti.e.

[o.]
(T8
k=1

is trivial, whereB denotes the set of Borel subsets Xf
(i) (C.1)—(C.8)imply Rohlin’s entropy formuta

h(T) = /x log|detDT (x)| du(x).

(iii) (C.1)—(C.9) with (C.4) imply that (T, u, Q) is weak Bernoulli that is for any

e > 0, there exists g > 0 such that{Ay} and {A} are e-independent for any k 1,

| > k+n, and n> ng, where {Ax} and {A,} denote the sets of cylinder sets of length
k and | respectively and Two partition&; and F, are said to bes-independent if

>3 (AN B) - w(A)u(B)| < e

AeF; BeF,
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4. Ergodic properties of the negative slope algorithm

First of all, from (2), we can takg¢Uo} as {Uo, ..., Uy} in the previous section
(Uo =X). We show the following.

Theorem 4.1. There exists an absolutely continuous invariant probghitteasure
w for T and (T, n) is exact

REMARK 4.2. [4] discussed the explicit form of the density functidp/dA,
which we will see later, and showed its ergodicity. The ewas$ implies not only
ergodicity but also mixing of all degrees.

To prove this theorem, we will show that satisfies the conditions (C.1)—(C.4).
We define the seR(T) by

R(T) = {{(e1, N1, My), (g2, N2, M2), ..., (8K, Nk, MK)) | (ks Nk, M) 7 (+1, 1, 1).

In the sequel, we simply writé\ for a cylinder set

{(e1, N1, M), (g2, N2, My), ..., (ek, Nk, Mk))
if it is clear in the context. We put
(k)

() (k)

Pi° P27 P3
-1 —1 — K K K
A(sl,nl,ml) . A(sk,nk,mk) - ri) ré) ré)
K K K
0 o aff
for any sequence £(, n1, my), (€2, N2, M), . . ., (gk, Nk, Mi)), K> 1. Then it is easy to
see thatgl¥ = gf.
Lemma 4.3. For any sequencf(e1, Ny, My), (62, N2, My),. . ., (e, Nk, My)), & = +1,
ni,m>1 1<i <k, we see
(i) T*AW =X,
(ii)
1

|[detDWx, (X, Y)| =

.
(o + 5%y + o°)

Proof. It is an easy consequence of induction and calculatiespectively, see
also F. Schweiger [6], Proposition 2 for (ii). O

From this lemma, it is easy to see the following.
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Lemma 4.4. If {(e1, N1, M), (g2, N2, M), ..., (g, Nk, Mk)) € R(T), then

sup |detDW,, (x, y)| < 3® inf |detDW,, (X, y)|.
(x,y)ex (x,y)eX

Therefore R(T) is the set of Rényi cylinders
Proof. Since

-1 -1
Aernm) " Aeonem)

(k-1) (k—1) (k—1)
Py P2 Pz 0 ng—1
r ikfl) r ékfl) r ékfl) 0 1 me — 1 if e =+1
k— k— k— -
_J\a e gy A e
- (k—1) (k—1) (k-1) ,
P1 P2 Pz 0 1 My
r](-kfl) rékfl) r:g)kfl) 10 Nk if &g =-1
k— k— k— —
af ol gl AL L mermed
we see that
K oK) K
(@, o, o)
k-1 k—1) (k-1 k-1 k—1 k-1 k-1
(af P +af Y, af P gl Y, (k= 1af P+ (m— gl Y+ (nermic— 1)al )
B if ex=+1
= k=1 k=1) (k=1 k—1 k—1 k-1 k-1
(D +af ™, af P+ g, megl Y + gl + i+ my — 2)af )
if Ek = —1.

It follows by induction thatqik) = qék) for anyk > 1. If Ax € R(T), thenng+my >
3 orng+mg > 2 wheneg = —1 or +1, respectively. Thus we seék) < qék), i=1,2,
wheneverAg € R(T). By Lemma 4.3, we have

1 1
e < |detDW,, (X, Y)| <

(a9 + a9 + ) (a)*

Hence we get

1
——— < |detDW, (X, Y)| <

K3 = K)\ 3’
(305°) (a5”)
which implies the assertion of this lemma. ]
Let’s define the following:
Dy = {{(e1, N1, My), (g2, N2, M), ..., (ex, Nk, M)) |

((e1, N1, My), (82, N2, MR), ..., (&, nj, m)) ¢ R(T) for 1 <i <k},
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AxeDy
By = {{(e1, 1, my), (g2, N2, My), .. ., (ex, Nk, Mk)) € R(T) |
((e1, N, My), (2, N2, M2), ..., (ek—1, Nk—1, Mk_1)) € Di_1},

and

By = U Ak.
AyxeByk

It is easy to see that

D= {((+1, 1, 1),..., (+1, 1, 1)}.

k times

Now we will check the conditions of [7]. First of all, it is ce that the set of
cylinder sets separates points, see (1). Lemma 4.3 (i) amdmze 4.4 imply (C.2)
and (C.3), respectively. We see the following.

Lemma 4.5 ((C.4)). We have
Z A(Dk) < o0
k=1

where A denotes the?-dimensional Lebesgue measure

Proof. From the definition off and simple calculation, we see that

1 1
<(+1,1.1)={(x,y)‘05y<1—ZX. 0§y<§—§X}

and, in general,

((+1,1,1),..., (+1,1, 1)

k times
1 k+1 1 k
—{(X,y) 0§y<E—TX,O§y<m—mX}.
Hence we have
1
D)Yy= ———
(D) (k+ 1)(k + 1)

and get the conclusion of this lemma. ]
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This completes the proof of Theorem 4.1 by [7].
Next we show the following.

Theorem 4.6 (Rohlin’s formula). The entropy H(T) of (X, T, ) is given by
HM(T):/ log|detDT| du.
X

In the following, we show (C.5)—(C.8) in [7], which imply thitheorem.

Lemma 4.7 ((C.5)).

Wi :i > ( sup  |detDW, (X, y)|> < 0.

=0 AreD \ 6y B))
Proof. SinceA| € D, means

A ={(+1,1,1),..., (+1, 1, 1),

| times
W,, is associated to
1 0O 1 0O 1 0O
wa=10 1 0]---]0 2 0]=|0 1 0].
1 1 1 1 1 1 I 1 1
| times
Thus we see
(3) detDW,, (X, y) = 1
MY = I Fly + 18
On the other hand,
k
UBJIX\AK
j=1
and
. 1
min  X+y=

el B, k+1'
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see the proof of Lemma 4.5. Hence we get

1

Uiy I @ D+ 17

el B))

< (k+ 1P,
which implies the assertion of this lemma.
Lemma 4.8 ((C.6)).
gDy =1.
Proof. This is ovbious.

Lemma 4.9 ((C.7)). We have

sugx,y)ex|detD\IJAk(x, V)|

: =O(®
iNfx,y)ex |detD WA, (X, V)l (k%)

for Ay =((+1, 1, 1),..., (+1, 1, 1).

k times

Proof. This follows from (3).

677

O

Lemma 4.10 ((C.8)). The functionlog|detDT]| is integrable with respect ta.

Proof.

/ log|detDT|dA
X

:—// 3log(x +y) — 1)dxdy— // 3log(l— (x +y))dxdy.
XN{x+y>1} XN{x+y<1}

Then, there existX > 0 s.t.
2
/ log|detDT|dA < K/ logr dr < occ.
X 0

This completes the proof of the Theorem 4.6.

Finally, we show the following.

Theorem 4.11. The negative slope algorithm with the absolutely contirsuou

variant probability measure. is weak Bernoulli
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To prove this theorem we need the following two lemmas.

Lemma 4.12 ((C.4)").

> M(Dy) - logk < oo.
k=1

Proof. This is clear sinc&(Dy) = 1/((k+1)(Z+1)), see the proof of Lemma 4.5.

]

Lemma 4.13 ((C.9)). If ((e1, N1, M), (g2, N2, My), ..., (ex, Nk, MK)) € Df and

(2, M2, M), ..., (e, Nk, MK)) € D1, then we have((e1, Ny, My)) € By, that is
(61, N1, M) #(+1, 1, 1).

Proof. This is an easy consequence of the definition®,pfand By. |

SinceT satisfies (C.1)—(C.9) with (C.4) we can conclude the assertion of Theo-
rem 4.11.

5. Absolutely continuous invariant measure

In [4], it was shown that the density function of the absdiutsntinuous invariant
probabilty measure was given by

du 1 1
dr  2log2x+y’

This was checked by Kuzmin’s equation

fY) = Y F(Wenm( V) detWe o m(x, ¥)|

e=+1,n,m>1

for f(x,y)=1/(x+Yy).

In the sequel, we prove the same result by a different way,clwlis called a
“natural extension method” originally started by [5] for &ss of continued fraction
transformations. We start with a 4-dimensional area. Xet X x (—oo, 02. For
(x,y,z, w) € X, we define a mag on X by

T(X,Y,2,w)
y X w z
(G20 Gragyg 06 g 0 m;m“y’)l
= I X+y>
- 1-y 1-x 1—w 1—z7
(m—”(*y"m—m(x,v%m—n(x.w, m—m(x,y))
if x+y<1.
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Then it is easy to see that is bijective onX except for the set of (4-dimensional)
Lebesgue measure 0.

Proposition 5.1. The measurgr defined by

7 _ 1
dr  {(x+y) —(z+w)P

is an invariant measure foll, wherex denotes thed-dimensional Lebesgue measure

Proof. We put

1
{(x+y) = @Z+w)*

h(x, y, z, w) =
It is enough to show that
h(T(x, y, z, w)) - |detD(T(x, y, z, w))| - h™X(x, y, z, w) = 1,

which follows easily by simple calculation.
CASEi. x+y>1

h(T(x, y, z, w)) - |[detD(T (X, y, z, w))| - h7X(x, y, z, w)

_ 1
T (/X +y) = 1) = (w+2)/((z+w) — 1))
“) 1 1 -1
x+y—1R@E+w — 1) '(((x+y)—(z+w))3>

=1.
Caseii. x+y<1

h(T(x, y, z, w)) - |detD(T(X, y, z, w))| - h™X(x, y, z, w)
_ 1
(A=Y FA-x)/A-(x+y) — (1 - w)+(1—2)/(1 - (z+w))?
1
= (x+y)3(L— (z+w))?
=1.

®)

1 -1
' <((1— (x+y)—(1— (z+w)»3>

(4) and (5) imply the assertion of this proposition. ]



680 K. ISHIMURA AND H. NAKADA

Corollary 5.2. The measurq. defined by

de_ 11
dr ~ 2log2(x +vy)

is an invariant probability measure for.T

Proof. It is easy to see that the projectionofto X is an invariant measure for
T. We have
1 1 1
/ 3 dzdw = = ,
(—00,0)x(—00,0) L(X +Y) — (z+ w)} 2(x+y)

which is the assertion of this corollary.

From this formula, we can compute the entrody(T) from Theorem 4.6.

Proposition 5.3.

7'[2
4log 2
Proof. From Theorem 4.6, we have

3 // 1
—— log((x +y) — 1)dxd
21092 ) Jieyoy Xy 9((x +y) — 1)dxdy

3 // 1
— log(1— (x +y))dxdy.
21092 ) Jieyy Xy 9(1~ (x+y)) dxdy.

The right side is equal to

H.(T) =

H,u(T) ==

3 /zz_tlo t 1)dt+/1lo (1— 1) dt
2log2|J; t g 0 9

= 8 /l ! logt dt
" Tilog2| Jy Tt 9

72

4log2 =

From this proposition, we can get the exponential divergenicgl) ask — oo.

Proposition 5.4.

. 1 K 772
lim ~ logqd) =
e k 09%7 T 15 log 2
for r-a.e. (X, ).
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Proof. From the Shannon-MacMillan-Breiman theorem, we have
2

T
4log 2

lim 1Io (Ag) = a.e
Mo g ulAg) = p-a.e.

where Ay is defined by £, nj, m;) = (si(X, ¥), ni(x, y), mi(x,y)) for 1 <i <k. We
take &, y) so that (4) holds. Then we choose a subsequenge k> 1) by

Il = mln{l >1 | (Sl (X, y)! n (X, y)! m (X! y)) # (+1| 1, 1}
and

Ik+l = mln{l > Ik | (€| (X1 y)l n (X! y)! m (X, y)) ? (+1v 1, 1}

for k > 1, which means that we choose all cylindexse R(T). Since A, is bounded
away from 0, there exists a consta®t > 1 such that

1
C_)“(Alk) < I’L(Alk) < Cl)\'(Alk)'
1
On the other hand, there exists a const@nt> 1 such that

C

ZQ3 Q3
wheneverA| € R(T), see Lemma 4.3. Thus we get
o1
lim —
k— o0 |k

logal =
9% = 121092

for p-a.e. & y). Itis clear thatgd™? = g if (ex(x, y), nk(X, y), M(x, ¥)) = (+1, 1, 1).
Since the indicator function of(+1, 1, 1) is ovbiously integrable with respect {o,

e —lke1

lim 0
k—o0 K
for u-a.e. &, y). Hence we have
1 b/
lim = logq)’ =
T 99% T 127092
for u-a.e. &, y), equivalentlyxr-a.e. ]

REMARK 5.5. It is easy to see that

k)’ (3 ! Kk k) ’ (3 3 ! 3 k)’ 3 3 !
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and

K 3 K 3 K K
<p§)+p2()+p3() r]()+r2()+r3()>
K K k)’ 3 3 K

are Wy, (0,0), Wa, (1,0), WA, (0,1), andW,, (1, 1), respectively. Then it is also possible
to show that

1 ) Q] )y =
Jim ¢ (logaf? +logaf? +logef?) = 17—

for A-a.e. &, y) by the same way. We note that these four sequences conve(geyd
because of (C.1). Suppose that

d(k, x, y) = diameter((e1, N1, M1), (€2, N2, M), . .., (e, Nk, MK))).

Then the convergence rate of the above four sequences,tg) (is bounded by
dk, x, y).
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