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1. Introduction

It has been studied by many authors to give natural conditiomder which the
law of the solution to a stochastic differential equatiométd a smooth density. There
are many approaches to this problem in the theory of pariffdrdntial equations, and
it is well known that the smoothness of the fundamental smiufor a parabolic dif-
ferential operator holds under thedkinander condition which is a condition on the
dimension of the Lie algebra generated by the vector field®aated with the co-
efficients of the differential operator (cf. [8]). In [17] dn[18], Malliavin introduced
differential calculus on the Wiener space, and applied ia torobabilistic proof of the
Hormander theorem. It is well known that the Kusuoka-Stredckris lemma plays an
important role (cf. [3], [9], [14], [19] and [20]).

On the other hand, Bismut discussed the case of jump precésdd]. He used
the Girsanov transformation, and proved formulas of iraégn by parts. A gener-
alization to stochastic differential equations with jumipas been done since Bismut
(cf. [2], [7], [10], [15] and [16]). Picard introduced newIcalus on the Poisson space
in [21]. He considered, what is called, the duality formulgheut using the Girsanov
formula, instead of formulas of integration by parts, angliggl his calculus to the
existence of smooth densities. In [12], Komatsu and theepteauthor gave a new
approach to the existence of smooth densities. There thea@iv transformation is
used, and the formula of integration by parts is consideradom the Poisson space
but on the &d-lag space. It is essential to discuss the integrability ofitkierse of the
Malliavin covariance matrix via the Sobolev inequalitiegr Ehis problem, certain fun-
damental inequlalities about semimartingales are coraijeand the exponential decay
of the Laplace transform for the law of the Malliavin covagdeanis proved. This in-
equality can be proved by an elementary stochastic calcthuparticular, in the case
of diffusion processes, the fundamental inequality can lmved so easily that a sim-
ple proof of the Hirmander theorem is obtained ([11]). Moreover using the éinmeh-
tal inequality, a generalization of thedrmander condition is obtained for SDE with
jumps ([12]). In [13], Kunita discussed the case of candnatachastic differential
equations with jumps by using Picard’s method and certamddmental inequalities
on semimartingales obtained in [12].
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In this paper, we shall consider the smoothness of the gefwitthe image of the
solution to a stochastic differential equation with jumpsough a smooth mapping on
a Euclidean space. The smoothness of the density for imagsegses is often called
the partial hypoellipticity. In the case of diffusion preses, Bismut-Michel ([5]),
Stroock ([24]), and Taniguchi ([26]) have already studiedyi using the Malliavin cal-
culus. Their results are a natural generalization of wetiin Hormander’s theorem.
Taniguchi considered the partially hypoelliptic problem Biemannian manifolds. Our
main purpose is an attempt to generalize their results fifusibn processes to jump
processes on Euclidean spaces. We shall discuss the Igantyaloelliptic problem by
using the Malliavin calculus on thead-lag space, for which we have to investigate
the exponential decay of the Laplace transform for the lawthef Malliavin covari-
ance stated above. Hence the crucial point is to use censidafmental inequalities
about some semimartingales considered in [11] and [12]. We apply the funda-
mental inequalities, we are faced with a difficulty how toatreandom variables at a
terminal time of processes included in the Malliavin covac® In order to overcome
the difficulty, we use time-reversed stochastic differ@néiquations. After all, we need
to consider an estimate similar to the one considered in &htf] [12]. It might be ex-
pected that the partial hypoellipticity for stochasticfeiéntial equations with jumps
holds under a condition similar to the one obtained by BisMighel, Stroock, and
Taniguchi. However, we have to give some additional cooditio the coefficient of
the jump term in stochastic differential equations. Theditton may seem to be tech-
nical, but it remains open to remove the condition. Adding tondition, we obtain
main results on the partially hypoelliptic problem for dtastic differential equations
with jumps. The non-degenerate condition in our main th@oeeems to be compli-
cated, but it is essentially a generalization of the one fiuslon processes.

The organization of this paper is as follows: in Section 2, stmll give some
preparation and state main results. In order to understaeddsult for general pro-
cesses with jumps, we divide into two cases. In Section 3, wal study time-
reversed stochastic differential equations. In Sectiorwd, shall give a proof of the
result for diffusion processes. This yields a new proof ofigachi’'s result ([26]). In
Section 5, we shall finish the proof for general processehl jitnps.

2. Preliminaries and main results

Let  be the ad-lag spaceD R, — R?). Forr > 0, let X, be the projection from
Q to R? such thatX,; ¢) = w(r) for w € Q. Put o-fields W, = Neso0lXs: s <t +e]
and W = \/,. W, as usual. SetAX, =X, — X,_ and v(df) = |0|7¢~>do
for 0 < o < 2. We shall consider a probability measure on the measurgidee
(€2, W) such that

J(dt,dO) =4{s €dt ; 0% AX, € db}
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is a Poisson random measure Bnx R? with the intensityr(d6)dt, and that process
{w,}, defined by

1 t
0Jlo1<1 0Jj6|>1

is a d -dimensional ¥;, P)-Brownian motion starting at @ R?, where
J(dt,dd) = J(dt, dO) — v(db)dt.

We remark that the measutd(dr, df) generatesW,, P)-martingales.

Throughout this papek. ’s denote certain positive absatotestants, which may
change every lines. LefA; = a;(x) - 0, }%, be a family of smooth vector fields oR"
such that derivatives of all orders af are bounded, where the symbotenotes the
derivative with respect ta € R", that is,

¢(x) = (%(x))

1<), k<m

for any R”-valued C!-mapping ¢(x) defined onR™. Let h(x, ) be an R"-valued
C'-mapping onR™ x R¢ such thatb £, 8) and dyb(x, ) are smooth inx € R”. More-
over, we assume that it satisfies the following conditions:

b(x,0)=0, |b(0,0)<c., x- /b(x,e)u(da) <ec. (1+|x]?),
bt O £ @+ 1P} va) < c. (@),

6" (x, 0)|| <c. <1, H/b'(x, ) v(db)

" /(||b’(x, B2 A 1) v(dh) < c..

R" 5 x — /b’(x, 0) v(df) € R" ® R™ is continuous

10b(0, O)[| + 110 (0 - D)) (x, O)|| < c.,
0pb’(x, 0) is bounded and continuous,
R" 5 x — x +b(x, 0) € R" is a homeomorphism

where integrals by the measuréd) are defined in the sense of the principal value:

/ v, 0) viao) =tim [ (e, 0) v(ao)

10| >e

for any R”-valued mapping)(x, #) defined onR" x R?. Let f (x, #) be theR"-valued
mapping onR” x R¢ satisfying

y=x+bx,0) <= x=y+ f(y,0).
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Let ®, = R"\{O} and® =0,J{0, 1,...,d}. Define an operatopy (0 € ®) by
©o® (E (@9¢)(x)’3x)
1 d
[49, 2]+ 5 ;[A,-, [A:. 2] it 0=0,

[Ag. @] it 0e{1....d},
{1+ 76.0) T o(x+ £(.0) = 600} -0 if 9 € O,

for any vector field® =p(x) - 0,, where Ay, @] = Agd — @ Ay.
For xo € R", we shall consider the following stochastic differentigluation

t t d ) t
Q) X :xo+/0 ao(xs)ds+/o ;ai(xs)oclws+/o/b(xs,6) J(ds, do),

where o dw' denotes the stochastic integral in the Stratonovich sereee we give a
remark. The precise meaning of the last term of (1) is theofalig sum:

/Of/lgglb(xs_, 6) T(ds. do) + /Ot/lblb(xs_, 6) J(ds. do)

+/0/|9§1b(x5, 0) v(df)ds.

From now on, we often make use of such simple representatigth®ut any com-
ments. Using the stochastic integral in the Ito sense, wereanite (1) as follows:

' ¢t d t
vz [(ao)ds+ [ S ae) dui+ [ [ b.6) sas.ao)
0 (e 0

where
1 d
ao(x) = ag(x) + > z; al(x) a;(x).

From the assumption on the coefficients of (1), there exigtathwise unique solution
x;(xg) = x;(x0, X). Fors < ¢, define

-xS,I ('x5 X) = -xl—S(xa GSX)7

where 6, is the shift operator o2 such that &), = X,+. By a discussion as
in [6], we see that the mapping;, defines a stochastic flow ofediifforphisms
on R" (cf. [25]).
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Let 7 = n(x) be anR"-valued smooth mapping oR™ such that all derivatives
of any orders are bounded, wheve > n. We shall call{=(x,)}, the image process
of {x,}, by the mappingr. Our main purpose is to study the partially hypoelliptic
problem for jump processes. The main theorem on the problay seem strange at
first sight, and its proof also seems to be complicated. Heweasonsidering the theo-
rem only for diffusion processes, it will be understood tttee theorem is essentially a
generalization of well-known Bfrmander’s theorem, and the proof is simple and natu-
ral. So we shall give a proof of the result restricted to theector diffusion processes
before doing it of the general result. This would make ourhudtof the proof clear
and our main theorem easy to understand.

First we shall mention the result about diffusion processesich yields a new
proof of Taniguchi’s results ([26]) on Euclidean spacest Mg (k > 0) be families of
vector fields onR" defined by

Aoz{Al,...,Ad},
Ak:{@iq);@EAk_l, i=0, L...,d} (k > 1).

Theorem 1. Assume that there exist non-negative intefer such that
! 2
2 i -7
() it >0 Y (T @ew)” >0
k=0 ¢(x)-Oy € Ag

for any x € R™. Then the law of random variable(x;) admits a smooth density with
respect to the Lebesgue measure Rfn

The proof of Theorem 1 will be given in Section 4.

Remark 1. Condition (2) in Theorem 1 is called thedkinander condition for the
partially hypoelliptic problem. It is equivalent to the kmlving condition:

4]

k=0

(3 dim dn), £

=n
x

for any x € R", where (), denotes the differential of mapping at x and £[.A]|,
denotes the linear space generated by a fawdilpf vector fields atr .
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ExampLe 1. Letm = 3,n = 2,d = 1 andr((x1, x2, x3)*) = (x1, x2)*. We shall
consider the following stochastic differential equation:

t
mm:tﬂ/nwwd%,
0

mm:Axwwdm,

x3(t) =t +/0 (xg(s) + xg(s)) o dw.

Since x3(t) = x1(¢) + x2(¢), it is clear that the law of T ) doesn’t admit a smooth
density. In this case

AO:(la 05 1)k'a.xa Al:(x27 .XS, x2+x3)*'3xa
©A1=(0,1 1) - O, p190A1= (=1, -1, =2)" - 0,.

Since the dimension of the linear space spanned by the gector
(07 1)* = ﬂ-((07 -’L 1)*)7 (715 71)* = 71—((715 717 72)*)

is equal to 2, the law of random variabi€x(7')) admits a smooth density from The-
orem 1 (cf. Remark 1).

It may be expected that adding a certain regularity condgita b (x, 6), the par-
tial hypoellipticity for SDE with jumps holds under a coridit corresponding to
Hormander’s one. But this conjecture remains open. Here \aé sbnsider the case:
the coefficients £, ) of the jump term of (1) has the following expression

_ bl(xl, 0 N 9)
bl x2. 0) = (bz(xl, x2,0))’
wherex = f1, x2) € R*xR"™", by(x, 6) is anR"-valued mapping defined oR™ x R,
and b(x, 0) is an R""-valued mapping defined oR" x R?.
We say that arR”-valued mappingh X, 6) defined onR™ x R¢ belongs to the
classC*? if the mapping

hyr (x, 0) = (Ox)" (0 - 9p)"h(x. 0)

is bounded and continuous for apye Z}' and any~y € Z,, and satisfies that

2
sup{’/hw(x,é)) v(db) +/|hw(x,9)\2 y(da)} < 00,
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where 0,)* = (O )" - - - (O, ) for p = (u1, ..., um) € ZY. From now on, we always
assume the following condition.

AssumpTion ([R]). Each component ob’(x, 6) belongs to the clas€>>?.

We shall introduce some notations. Chogssuch that 0< p < ((2a) A 1)/4. Set
T=2a/(a+2),

0= @4/ if9c{01....d},
? _{(a—Zp)/(a+2) if 0 O,

and 7(0y, ...,0;) = o(01)---o(O )T for 64, ..., 60, € ©. Define a probability measure
v(df) on ® as follows:

d
v(df) = c. { Z Licaoy + 5(d9)1{9e@z}} ,
i=0

where 7(d6) = (|6|> A 1) v(d6). Let pg()) be an operator acting on vector fields on
R™ such that

i@ (= (o)) - o)

_ | pe®@ if 0 {0,1,...d},
A=) ©o/ -0 @ if 0 € O

For 6o € ©\{0}, and by, ....0; € O, let @3, , = ¢y, 4 (x)- O, be the vector
fields onR" defined by

or o] Aw e {l. . d},
9" Ay if e O,

d)g\oGl--ﬁk = e, ()\7'(91,--4-9A71)) o p, ()f)d)é‘o,
where fo(x) = 85 f(x, 0)0 and A) = N7 f, y2--(x) - ;.

Theorem 2. Assume that there exist non-negative integer and threetiyp®si
constantsk, € and o with o + 5¢ < 2¢; such that

l
4 inf inf v(dO v(df) - --v(d0
(4) XIQEZGISH;/QO?OV( o)/v( 1) -+ v(doy)

XA { (27 () g0, () T ALY > € A2
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for sufficiently large), where
T 1-4p a—2p !
61_5{( 4 )A(a+2)}‘

Then the law of random variable(x7) admits a smooth density with respect to the
Lebesgue measure d®l'.

Let {A };1:1 be the vector fields oiR" defined by

_of

Agsi (= agri(x) - 0x) = 200

(x,0) Oy.

Set 4@ = [Ag+i, @] (i = 1,...,d) for any vector field® , and letd, (k > 0) be a
family of vector fields onR™ defined by

fio = {Al, oo, Ag, Aast, ...,Agd},
Ac={p®:i=0 1....d, d+1,....2d, ® € L_1} (k>1).

Corollary 1. Assume that there exists a non-negative intédger such that

l
(5) inf inf > S (27 (0)e)” > 0.
TR e

Then the assumption dtheorem 2is satisfied and the law of random variable(x7)
admits a smooth density with respect to the Lebesgue measurg.

In Section 5, we will prove Theorem 2 and Corollary 1.

Remark 2. We remark that condition (5) is a generalization of cdndit(2)
in Theorem 1 and the conditions obtained bgahdre in [15] and [16].

ExawpLe 2. Letm = 4,n = 3,d = 1 andr((x1,x2,x3x49*) = (x1, x2 x3)"
Let 6 > 0 be a sufficiently small constant, and ggt= 1 +¢. We shall consider the
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following stochastic differential equation:
t
0=~ [ [ 0a0) s(as. a0)
0
t 1
)= [ @)+ [ nl)odu,
0 0

xa(t) = — /O / xals—)ba(6) J (ds. db).

x4(t) = /0 / (—x2(s=)b1(0) + 27 *b1(6)* — x2(s—)b3(0)) J (ds, d6),

where b1(0) and b3(f) are certain bounded functions ¢ such thatb;(0) = 271|9|°0
and bz(0) = 2710 for |9] < 1.

Since x4(r) = 27 Yx1(r)? + x3(¢), it is clear that the law oft T ) doesn't admit a
smooth density. In this case

A1=1(0,x1,0, 0)" - O,

fx,0)=27(01°6, 0, Oxz, |0]°0x1 + Oxz + 472|9]2*2)*,

Ag = fo(x)- 8, = 271(61]0/%6, 0, Oxz, 61|0|%0x1 + Oxz + 27261]0]20%2)* - B,
Az =0y f(x,0)- 0 = 2710, 0, x2, x2)* - O,

0140 = 2710, —6116|°6, bx1, Ox1)* - Oy,

onp14g =4 151101 +[n°)0n (0,0, 1 1) -0

for 0], |n| < 1. This example doesn't satisfy condition (5) in Corollaryhlt satisfies
the assumption in Theorem 2. In fact,

I; /966 {(? ¢é\(x))2 A 1} v(d0)
" /Be@ {(Z ¢é\1(x))2 A 1} »(d0)

+/9€(_)2 /776(_)2{(5' ¢317,(X))2 A 1} (dn) v(db)

c. / {(x<2*f>551\9|5zl +x2z3)2A1}|9|4 (d0)
o]<1

Y

+c. / {(—A—<2—T>551|9\52,2+xlz,3)2A1}|9|4 v(d0)
lo]<1

e /|9<1/| |<1{(A_‘~’5(51|9\5 +nl")zs)° A L}10/%n]* v(dn) v(d6)
= n=

Y

e ATHETR (2024 75?) (61017 A 1)|01* v(d0) (110}
[0]<1
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rex @izt [ [ {6l + 'V A L}61nl* vidn) 8o
0|<1J|n|<1

¢-(Izym0p + 2870 A ™27

whereg = (2—7) V {r(u+2)/(a+2)}. If 0 < § < o/5, condition (4) in Theorem 2

is satisfied. Hence the law of random variahklec(7)) admits a smooth density.

Remark 3. Let Ai (k >0, 0<j <k+1) be a family of vector fields o™
defined by
AS= Ao, A5=1{A}}
Al = {oi WOy =0, 1. 2d, B =, W oe Al
ULpsOW @0 5 0 € @, 8(k)=j — 1, & € A1} (k > 1),

where fi(k) = t#{h € {1,. —1}; 6, € ©,}. Then vector fieldcbeog g, Is an el-

ement in U"+l Al Theorem 1 and Corollary 1 corresponds to the casgJpf,Ap.
Theorem 2 says that it is possible to extend Theorem 1 andll&grd to the case of

k l
Uk>OU +

Theorem 1 /

Corollary 1 ,

//
\

~N

A3 Theorem 2

We shall prove Theorem 1, Theorem 2'and Corollary 1 by using Malli-
avin calculus. The Jacobi matriX, :8(((8x’5)x{)’,(x0, X))1<;, k<m Of diffeomorphism
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X0, (x0, X) satisfies the following linear SDE:
t t d .
(6) Z, =1 +/ ab(xs) Zs ds+/ Zaf(xs)ZS odw;
0 0 =1
1
o [ [0z, s a0,
0
wherel = 6,{)19,,(91. Let U, be the solution to the linear SDE
' t d '
(7 U =1 —/ Usag(xs) ds —/ ZUSa,{(xS) odw!
0 0 =1

!
+//US,{(I+b’(x5,,9))_1— 1} J(ds, do).
0
From the Ito formula, we see that
Z;U, =U,Z;, = 1.

Sincea), {a/, a/'}L, and b’ are bounded, it is a routine work to prove that

®) Ep | sup (x| +[1Z])” +1|U]17)

0<s<t

< o0

for all p > 1 andt > 0O (cf. [25]). For a matrixB , we will denote its transpose by
B*. Define an fn x m)-matrices valued procesg & X( ) as follows:

A .
V, = Z, /O A { 3 (Usai(x,)) (Usai(xs)) " ds

+ /(Usfﬂl;Q(xsf)) (Usiﬂl;e(xsi))*](ds, dg)} P
where A, = (14x,2)(1+[|Us|[?) and be(x) = (1 +5'(x, 0)) " L0pb(x. 0)0. Let K, =K, (X)
be a non-negative definiteg ( n)-matrices valued process defined by

K, =7'(x;) Vi [7'(x,)Z,]".

We call K, the Malliavin covariance matrixor the functionalr(x,(X)) on €.
Finally we shall consider a variation of the process {X5},. First we shall in-
troduce some notations. Set

Li(t, X) = A7 U ai(x)), I(t, X) = ((t, X), ... L(t, X)),
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h(t, X,0) = A7 Ube(x,),  HEy(0) = exp{€ - h(t, X, 0)}0

for ¢ € R™ such that/¢| < 1. Define a perturbed proces& = {Xf}, by

13 13
xf:xo+w,+/ I(s, X)*gds+//H§X(9)J(ds, do).
0 0

Then P and the lawPé = Po(X¢)~! of the processx¢ are mutually absolutely contin-
uous ([23]). We shall denote the conditional expectatiothef Radon-Nikodym deriva-
tive Ep[dP¢/dP | W,] by MF. Set

x& = x (v, X9), ZF = Z,(X9), Uf =U,(X9),
VE = V(X9), KE =K (X5).

Lemma 2.1. For T > 0, if (detk; )™ e ﬂp>1L1’(Q, P), then the law ofr(x7)
admits a smooth density with respect to the Lebesgue measurg.

Proof. We shall give an outline of the proof. From the absolabntinuity be-
tween P andP¢, the equality

© B[ £(rten)) [(Wn)2r) K7, ]
- EP{ £ [(7'($Z8) (k5] Mﬂ

holds for any test functiory oR", 1< j <m and 1< k < n. By using the same
argument as stated in [12], we see that random variables

0 , y o
5 1 () (76 Z5) " ey v

are integrable byP uniformly ir¢. Taking the differential of both sides of (9) at
£ =0, we see that

0 [(1) (rter)]

m 8 . .
e IG LN GO

= —Ep [f(ﬂ'(xT)) =0
Define operatorsD(t) = (D4(t), ..., D,(r)) acting for smooth functionalg X( ) oR
by

m

8 ’ * _ j
(De(t)F)(X) = ; a_gj{[(” (x7)Z5)" (K3) 1]lM§F(X5)}LIO-
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Then equality (10) is expressed as follows:

Er | (52) ()] = B [ (r6en) (-DUTI )|

SetF, X)=Di(r)1)(X) andg ) = 0/0x;) f(x). By an argument as in [12], we
see that random variables

d ) e e
g {1 () (728 (<) )] ) mef

are integrable by? uniformly irf. Hence we have

Ep {(%) (W(XT))} = £y [(S—fl) (W(XT))}
= Ep [g(n(xr)) (=D(T))1)(X)]
= &0 | (32) (ater) (DA 0]
= Ep [f(mer))(=D(TH(=Di(T))1))(X)] -
We remark (6D (T)(—D,(T))L)(X) € ﬂp>lL1’(S2, P) by the same method as
stated in [12]. Repeating such arguments, we obtain
Ep [0 ) (x(er) | = Ep[ £ (xen) (PO 1) (X)),
(D@ 1)(X) € (] L7 (R, P)

p>1

for any multi-index . € Z;. The assertion of the lemma follows from the Sobolev
lemma. ]

3. Time-reversed processes

In this section, we shall give some remarks on time-revestedhastic differen-
tial equations. Fix 0< r < T. Let X, = Xy — X(r—n—. Then {)A(,},E[O’T] is also a
Lévy process, and the law ({ﬂ?,},e[oj] coincides with that of X, },cjo,77. In partic-
ular, {w, };cpo,r) defined byw, = wy —wr_, is also ad -dimensional Brownian motion
starting at 0= R?, and N (i1, d6) defined by

N([0,1);A) =J([T —¢t,T);A) (t€[0,T], A€ B(R")

is also a Poisson random measure with the intensiyf)d: (cf. [1], [22]). Put
N(dt,df) = N(dt, dO) — v(db) dt.
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For x € R", let x; be the solution to the following SDE:

' t d ) t R
(11) x,:x—/o ao(xs)ds—/o ;a,-(xs)oclwx+/o/f(xs,9) J(ds, db).

From the assumption on the coefficients of (11), there exisfathwise unique solu-
tion x;(x, X). For anys <t (< T), let

Xo (0, X) = X5 (x, 05 X).

Then the mapping; , defines a stochastic flow of diffeomorphisms Bff as in [6].
The Jacobi matrixZ, = ((9/0x*) E{)J(x))lgj, k<m Of the mapping of diffeomorphism
x;(x) satisfies the linear SDE:

7([

1
12) Z, =1 f/ ab(xs)Zs ds f/ Za,{()/c})Zs odw!
0 0 =1

+/0’/ FG, 0)Z, J(ds, db).

Let U, be a solution to the linear SDE:
o~ t o~ t d —~ .
(13) U =1+ / Usal(x,) ds + / > Ua)(x,) o duw!
0 0 =1

. [0+ £y 1y s, ao)

Since ( +f/'(x,0)"t =1 =b'(x+ f(x,6), ), equations (12) and (13) are parallel with
equations (6) and (7). By using the Ito formula, we can eadiigck that

ZU,=UZ =1
Moreover, the following proposition holds.

Proposition 3.1.

(14) supEp | SUp{ |(9,)"%-(x)|” + @) U-@)||” } | < epC?

lx[<¢ T<
forany p>1,t€[0,T], p€Z} and ¢ > 1.
Proof. The continuity and the differentiability (ﬁ,(x) with respect tox can be

proved by a method as in [6]. From the assumptions for theficaafts of equations,
the assertion of the proposition follows. Ll



THE MALLIAVIN CALcuLus FOR SDE 537
Lemma 3.1. For almost allw, the equality
(15) xi- (¥, X) =% (xr (x, X), X)
holds for anyr € [0, T] and x € R".

Proof. Forn =1, 2..., define processes, ¢ () and,(t) by

= 2 {(522r ) u(Er)+ (- Er) w220}
=2 {(S2r ) (lr)+ (- by a2}

for t € [(kT)/n,{(k+1)T}/n) (k=0,1...,n—1). It is easy to check that

wa (1) = w(T) — w(T — 1)

for t € [0, T]. We shall consider the following ordnary differentiadjieations:
! ¢ dw'
W) = x+ /0 ao(3n()) + 3" ai (3uls)) S (s) s,
i=1
~ ! = ¢ . dw’
yn(l) =X _/0 aO(yn(s)) + Zai (yn(s)) dSn (S) ds.

i=

Denote solutions of the above equations Rys, x(X ) afd x, X), respectively.
From the uniqueness of solutions, it is easy to see that fopstl allw € Q,

(16) Yut,x, X) =5, (T — 1, y.(T, x, X), X)

for anyt € [0,T] and x € R™. Note that when proces¥  =X( ) is replaced
by processf( = ()A(,), system{X, (w,), J(ds, df) etc} shall be replaced by system
{X, (W), N(ds, df) etc}.

Let {¢;};, be a decreasing sequence of positive numbers suchthdd as/ — oo.
Secondly we shall consider the following stochastic défeial equations:

nl,n([) =X +/ { m, n(s) 201(77/ n(s)) O (S)}

- [ [, plmats2.0) Jtas. o)
10]>¢
ﬁl,n(t) = x_/O { (nl,n(s)) Z (77111(5)) n(s)}

i=1
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+/0/|0>q f(Tia(s—), 0) J(ds, db).

Solutions will be denoted by, (7, x, X) and 7, ,(¢, x, X), respectively. Then it is easy
to check that for almost alb € €,

(17) Mn(t— %, X) = i (T — 1, 0T, x, X), X)

for all r € [0, T] and x € R™.
Thirdly we shall consider the following stochastic diffetial equations:

t d
x;(¢) —x+/ ao(x,(s) ds+/ Za, x,(s) odw!

// x,(s ), 9) J(ds, db),
10]>¢
x,(7) —x—/ ao(x,(s) ds—/ Za, x,(s) Odw

//9|>C, £ (@(s=). 0) J(ds. do).

From the assumptions for the coefficients, there exist wnisplutionsx; (, x, X ) and
x;(t, x, X) in the pathwise sense. For a positive integér , set

(M) = inf{t >0; /OI/WM J(ds, do) # o}.

By an arguments as in Chapter VI, Section 7 of [9], we can shwat for N > 0O,

sup sup Ep sup Q) mia(r, x, X) — (O)xi(7, x, X)|P | — 0,
lx|<N T<ING(M)
sup sup Ep sup (O ) (T, x, X) — (0 )*xi(7, x, X)|P | — O
Ix|<N 1 T<INC(M)

asn — oo foranyp > 1,¢t € [0,T], and p € Z} . It follows immediately by the
Sobolev inequality that

sup Ep | sup  sup [(O)*ma(r, x, X) — (Ou)'xi(7, x, X)|” | — 0O,
l [x|<N  T<IA((M)
sup Ep | sup sup (O ) (T, x, X) — (00 )*xXi(7,x, X)|P | — O
! x| <N T<IAC(M)
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asn — oo forany p > 1,r € [0, T], and . € ZI'. By taking the limits in (17), we
can obtain that for almost alb € {w ; ((M) > T},

(18) X 0= x, X)=%(T — 1, (T, x, X), X)

for all r € [0, T] and x € R™.
Finally by the same argument as stated above, we can prove tha

EP[SUIO sup (@) xi(r, x, X) — (O)!'x(7, x, X)|P | — 0,

[x|<N T<in((M)

Ep| sup sup |(O)'xi(T,x, X) — (O )*x(T,x, X)|? | — O
[x|]<N  T<iAG(M)

as/ — oo forany p > 1,r € [0,T], and p € Z}. By taking the limits in (18), we
can obtain that for almost alb € {w ; ((M) > T},

(19) x(t—,x, X)=%(T —t,x(T, x, X), X)

forall t € [0,T] and x € R". SinceP [(M) < T] — 0 asM — oo, the assertion of
the lemma holds. U

By Lemma 2.1, our goal is to find sufficient conditions underichih

(detk7 )™ € () LP(Q. P)

p>1

is satisfied. Since

Ep|[(detKy ) "]

IN

Ep [( inf (z- KTZ)) _p"}

zesn—1

IN

c. Sup EP |:(Z . KTZ)_(I’II+4II—4):| +c.
zesn-1

and
Eplz-Kro) "] = (p) / N LE [exp{ A - Kr2)}] dA,
0
it suffices to find conditions under which

(20) sup Ep[exp{—Az- Kr2)}] =o(A?) (A — )

zesn—1

is satisfied for allp > 1.
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First we shall give some notations and remarks. kos 1, z € §" 1, x € R",
and a vector fieldd , we shall introduce the following notasion

T
Q(x. A @) = X / (2 7 ()T, (¥)6(, (1)) ds,
0
- T L~ N 2,1
G50, 9) = x* [ { (- X0 1 35 | .
~ T - y;
NE@x, A A) = >\4/0 /(Z : 7r'(x)Us—(Jf)fe(fs—(x)))2 N(ds, do),

where Ay = }"9(x) - 0,. Define an £ x n)-matrices valued procesET by
~ T d
Kr = (W/(XT)ZT)/ {Z(Usai(xs)) (Usai(x,))" ds
0

i=1

+/(Uc_ze(x.v_))(Uv_’l;e(xx_))*f(dsv d9)} (' (er)Zr) "

Since we see that
ZrU,_ = Ur_,
from Lemma 3.1, we can express as follows:
d
2 Krz=)Y Q5(rr. 1 A) +Ni(xr, 1, A).
i=1

In order to give a lower estimate af K7z, we shall prove the following lemma.
Though this lemma is elementary, it plays an important roleour argument. For
¢ > 1, define random variables;  arld; by

T d

Lr=sup [ Y
i=1

0r (2 7' ()0 ()i (55 (49)°] ds.
lx|<¢ /O

_ T
Lr = sup//
[x[<¢ /0

PutB(@¢Q={veR"; [v| <(}

0n (z - 7' ()05 () o(%s— ()| N(ds, db).
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Lemma 3.2. Let p be a positive constant. There exist a positive intetyer  and
points {x; }/2; in B(0, ¢) such that
d d
inf Y Q5(x, 1 A)> > Qi(x; 1 A)—p Ly,

<
¢ i=1

‘ i‘nf Ni(e,1,A) > Ni(xj,1,A) — p Lr.
x|<¢
for somel < j < N, and furthermore that

Ep[LY]+ Ep[L] < ¢, ¢

Proof. Putx?(x’) = x +o(x’ — x) for 0 € [0, 1], andx ,x’ € B(0, (). It is easy
to see that

d
> {50 1. 4) - Q5.1 A}
i=1

Td g o
/o/o ;’E(z.ﬂ(x ENU(x (x))a; (c, (x7 (x )))) ‘dgds

IN

Lr|x — x|
and
\N%(x, 1LA) - Ni(x', 1, 74_)]
< [ e e wnB o DT oW Vs, a0y do

Ly|x —x'|.

IN

Since B (Q¢) is compact inR™, there exist a positive integedd ~ WitN < c.(¢/p)" !
and points{x;})_; in B(0, ¢) such that

N
B(0,Q)={ J{ve BO,Q) ;

j=1

v—x;| < p}

Hence we obtain

d d
S Q01 A) = S Q5,1 A) — Lalx — )
=1 i=1
d
> Y Qi(xj L A)—pLr

i=1
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and

Ni(x, 1, A) > Ni(x;, 1, A)—Lr|x — x|
> Ni(x;,1,A)—pLr

for some 1< j < N. Moreover, from Proposition 3.1 and the Sobolev inequalitg,
see that for any positive integér

Ep[L7]

T d P
(3 s [ 3 [00 e o mac )] as) |
i=1

<1 Ixl<cJo

IN

[

[PHTNRE™>

d
sup <
[/lxlgc s<T ,z:l:

cpvol{x; |x| < ¢}
d
x > sup Ep{ sup (Z
lul<! [x]<¢ s<T \';1

2p+m
< cp ¢PT

o)y

0 (2 7 ()0 (xda (fs(x»)zD p dx]

)]

~ - 2
0 (2 7' (00, e (7))

IN
o

<
!
NU

AN
o
g

_EPJ

IN

@ (2 7 00w (7.60) )

Similarly we can prove that
Ep[L}] < ¢, (3.

The proof is complete. O

We shall consider estimate (20). LetOes < (2¢;)/5, where we consider; = 2=4
in the case of diffusion processes. At first we see that

1:=Ep [exp{—)\““e(z : KTZ)}}

E} [exp{—)\“(z : I?Tz)}} + P[Q1] + P[Q2] + P[Q3]

I+ 1+ I3+ Iy,

IN

wherey >4+ 3, 3 < g <~v—4, and

Q= {w ;osup (1 +|x |2+ ||U|1D) > )\2‘3} ,
0<s<T

Q={w; Lr >N}, ng{w;zr>/\5},



THE MALLIAVIN CALcuLUS FOR SDE 543
E;[-1=Ep[ - ; QINQ5NQ5 .

From the Chebyshev inequality, (8) and Lemma 3.2 with A\, we see that

I = AizngP sup (1 + |xs|2 + HUYHZ)p = O(Aizgp)a
0<s<T

]3 < )\—BIIEP[LIT’] - 0()\—]}(6—35))’

I < A PPER[LE] = O(A—PP—3%))

for any p > 1. Moreover, from the Schwarz inequality, inequality (14)ddemma 3.2
with ¢ = A%, p = A~7, we obtain the estimate

d
exp{_ ‘;‘néfm (; Q5 (x, A, A)) + NE(x, A, A.)) }
d ~
exp{_ 1§r}]i§r}\’>\ (; Q;(Xj, A A) +N1Z~(Xj, A, A)) + 2)\4—’y+ﬁ}‘|

N,\ M d
c.> Ep exp{— (Z Q7 (xj, A, Ap) + NF(xj, A, Z‘)> H
j=1 L

i=1

I < E}

IN

Ep

IN

IN

d 1/2
exp{c. (Z Q5 (xj, A, A)) + / Q3 (xj, A7, Ap) u(d0)> H
i=1

N r . 1/2
> Ep exp{c. Q5 (xj, A7, D) F(dGO)H
= L 0070

N

1

c. E Ep
Jj=1

IN

N

> {51% {EXP{C- 35 (xj, A7, @) F(dGO)H
j:]_ 90}"0
}1/2
M~ R 1/2
>3 {E% [exp{—c- Qi (x;, A7, @) F(dGo)H +o(/\‘51’)} ,
6070

Jj=1

IN

+P

sup(1+ [, + [ T]12) > A%

s<T

IN

where N, is a certain positive constant satisfying, < c¢.AE=1) j is a certain
positive integer less tharw,, and

£H 1= £

-5 osup(L+ %2+ (| U7 < )\45] :
s<T

Hence we have the following lemma.
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Lemma 3.3. If there exists a positive integetr less thah, such that
Nx

(21) sup > E} [exp{—c. Q% (x;, A7, @) ‘T(deo)H =o(\77)

zes Ly 6070
for any p > 1, then estimatg20) holds for anyp > 1.

4. Proof of Theorem 1

In this section, we shall give the proof of Theorem 1. Por 1, define a subset
() (k=0,1...,1) of Q by

0 (k=0),
_ d
=Yy {Z(Hp,-cbz+ 019002 > A} (<<,

DPCAr_1 i=0

where [|¥[12 = sug,<; |7’ (»)Us ()%, (v))[2 for any vector field® =y(x) - d,. We
shall introduce the fundamental estimate on a certain goatis semimartingale con-
sidered in [11]. The following lemma plays an important ragdeour argument.

Lemma 4.1. Let F(¢t) = F(t,w) be a continuous semimartingale such that

d d
dF(s) = fo(s)ds + > _ fi(s) dwi . dfo(s) = fools)ds + > _ foi(s) dwi.

i=1 i=1

Then there exist a positive random variabke with E[M{V] < 1, and positive con-
stantsCy, C1, C» independent o\ and F(-) such that the inequality

T T d
Co / MNF(s)2ds + A" Y8logMP > ¢4 / A4S fi(s)P ds — Ca.
0 0 i=0

holds on the complement of the set
d
{W YA+ foll > Al/“}
i=0
for sufficiently large, where ||i|| = sug,<7 |h(s)| for any function’ = h(s).

We shall consider estimate (21) in Lemma 3.3. For the sakdnaplEity of no-
tations, put

Q7 (xj, A, Ao) = Z Q7 (xj, A\, @), (=25 —o0,

decAg
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where 0< o < 2¢; — 3e. Then we have
E} [exp{—Q5 (3, A, Ao)}]

l
Uno

k=0

+ P[S~2]

IA

E2 [exp{—QZT(xj, A, Ao)}} +P

71 +72 +73,

where 2 < § < ( —¢ and

0<s<A—2%¢

Q= {w ;osup (JR()) — x| + 10— 1) > /\‘5},

l
;N
k=0

E3[ -1=E}

From the Chebyshev inequality, the Burkholder inequalitg #roposition 3.1, we ob-
tain estimates

l
72 < Z Z )\—2]78k Ep
=0

k=0 @A

— 0()\—21)(&,-2&))

{zd:(llpiﬁbllz + ||pfpo¢>||2)}

i=0

and

<M Ep | sup (I%(x) —x;|? +[|Us — 1]|P) | = O(A"€=079P)

0<s<A—2¢

for all p > 1. Finally we shall consider the estimate bf From the Ito formula, we
see that

d
d(z- 7' (x))UPs) = (2 7' (@) Us(po®)s, ) ds + Y _ (2 7' (x))Us(p1P)s,) duw
i=1

for @ = @, € A;. From Lemma 4.1, there exists a positive random variasfé )
with EP[M(T"”ZA)] < 1 such that the inequality

(22) Q5 (x;, N1, A1) > — A log M) + 0,05 (x;, A%, Ay) — c.
holds onl} Q)°. Put.A) = UZ:OA/{- By the iterative application of (22), we have

. Q5(x;, X%, Ao) > —A"FLlog MY + .05 (x;, A, AY) — .
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1
= = D A log MY + e Q5 (1, X7, A — e
k=1
on Mo Tk(A\). We remark that if

sup (1+[%,2+[|T]12) < A%, sup  (I%(x;) — x| +[|Us — 1]) < 179,
0<s<T 0<s<A—2%¢

then the inequality

(23) (z- 7' () Uy (x)(Ee (x)))
= % (z- 7)) — 2l |PA=(Cle] + Lig])

holds for anys € [0, A=%], where for anyR™-valued mappingy on R”, C[v] and
L[vy] denote the best constants satisfying the inequality

(W) < ClYT @+ xP), () = )P < L[YD v — '
for x, x’ € R". From the Jensen inequality, we see

4 1

H (k/\) 22~ Zskl H [ (k>\) 2N~ Zfzr/’ <1

k=1 k=1

for sufficiently large. Hence from (2) and (23), we have

! —2¢;
I1 (M%’f’j)) ’ exp{—c.Q%(x;, \*, A;)}]

k=1

I

IN

2
c. Ep

< c. E3 [exp{—c.Q5(x;, \7, A))}] v

< c. E? [exp{fc.Qf\_ZC(xj, A% Af)}]

<c. exp{c.)\z" (76|?”f Z (z-7 (Xj)¢(xj))2 /\4526) }

DA

1/2

O (exp{—c.\*"}).

Therefore we obtain the estimate

Nx

> sup E} [exp{~Q5(x;. A\ Ag)}] = o(A7)

j=1 zesn—1

for any p > 1. From Lemma 3.3, the law of random variabtéxr) admits a smooth
density. Ll
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5. Proof of Theorem 2 and Corollary 1

In this section, we shall discuss the case of general presasih jumps. At first,
we prepare the following lemma on a certain semimartingall yumps considered
in [12], which plays an important role in the proof of Theor&n

Lemma 5.1. Let F(t) = F(t, w) be a semimartingale such that

d ~
dF(s) = fo(s)ds+i:21f,-(s) dw;+/9|<lg9(s) dJ+/9 go(s) dJ,

[>1

d
4fo) = foos)ds + Y fols) dut + |
i=1

8oo(s) d7+/ goo(s) dJ.
0|<1

[0]>1

For 0 < p < ((22) A 1)/4, there exist positive constants, {C;}3, independent of\
and F(-), and a positive random variablM(T’\) with EP[M?)] < 1 such that

T
A2 / (AF(s))? A 1ds +Cor " logM + C
0
T T d
> CIA* / fo(s)?ds + Co0*% / > fils)*ds
0 0 =1

+Ca\ ™ / ' / (A\go(s))? A1 v(dO)ds
0

on the complement of the set

d
{w; Szl [

l|go® + g0o”|| ¥(d6) + sup ||gos?|| > Azp}’
i=0 [0]< |6]>1

for sufficiently large), where ||i[| = sug< <7 [h(s)| for any functionk = A(s).

Define a subsef” X, ¥) as follows:

d

ree.w) = {‘”; > (o + oo %) +‘S|UP||@71@O‘1’H2
i=0 n|>1

+/ (lea® 12 + lonoo¥ ) V(dn)>/\2”},
[n|<1

where [|®||? = sup,<, [ (x)Us (x) (%, (x)) |2 for any vector field® =p(x) - 9. By
using the Ito formula, we see that far v

d(z-7'(x))U%,) = (z-7'(x;)Us(po®)z, ) ds
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d

+ Z(z . W/(Xj)ﬁs(@i‘p)?x) dw,
i=1

N / (- 7' ()0 (pg®)s. ) T(ds. d).

From Lemma 5.1, there exists a positive random variable , A\, ¥( satisfying
Ep[Mr (A, ¥)] < 1 such that

(24) . Q5 (xj, \, W)+ e AP log My (A, W) +c.
> . [ G50 X0, 0, (09) s(di)
holds on the complement df' A\{, ¥). Set I:o(p, A @) =0 and

Li(p, A\, w)

k=1 6y---6

for [ > 1 and any vector fieldr . Far> 1, defineM; ; p, A\, ¥) by

logM; . (p, A\, ¥)
= \"PlogMr . (\, W)

[—1
ey / 5(d0y) - - 9(d0y)
k=1

From the Jensen inequality, it is easy to see that for amypl< \°e,
Ep[Mi(p. A\ ¥)'] <1
for sufficiently largeX. Hence by iterating (24), the inequality
(25) Q% (x;, A, W) +log M, . (o, A, ¥) +C,
> .05 (x;, \, u/)+c.zl: / 5(dby) - - - 9(d0y)
k=1
v @T (xj, A\LOL.... 0k)’ @BA(AI(GI ..... 9“1))"'@91(/\)‘1’)

holds on the complement of the sBt(p, A, ¥) for sufficiently large.
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We shall consider estimate (21) in Lemma 3.3.

E}, {exp{ —c. o Q5 (xj, A7, @3,) ‘7(6190)}}

< E2 {exp{fc. 05 (x;, A, 0)) \T(dGO)H +P || D A, @)
0070 6070
= 71 +72,
where

E3[-1=EL | - () Tilp N @4
6070

Sincea(x) ({ =0, 1,...,d) are bounded smooth mappings ahd, ) satisfies as-
simption [R], it is a routine work to show the estimate

1 d

A 2 A 2

(26) Z sup  sup Z(”@i‘peoel--.ek” +H@i@0‘p9091-.-9kH)
k=0 6070 01,..., 0r€O i=0

+/ Kl(\\@nﬁoelwekllzﬂ‘ |00 00Pop,...0,11%) v(d6)
n=

+ sup ||@n{00<bé\091-»-9kH2
[n|>1

< C(L+|x; ),

where C is a constant independent of From the Chebyshev inequality, Proposi-
tion 3.1 and (26), we can estimalg as follows:

’1\2 =p U ﬁ(p, AT, (pg\o) - 0()\7217(51725)).
0070

By using the Jensen inequality and (25), we have

27) I = B3 [expl—c. QO#O@;(@-,AT,%) "(d6o)}|

IN

c. E32 [exp{c./ log M; . (p, \", ®;,) F(deo)}
6070

!
Xexp{_c‘;/9070‘,(6190)/”([191).”v(dek)
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1
< c. E% |exp —c.Z/ F(d&o)/i(delyni(dek)
k=0 /0070
By, X >@>H |
where (04, ..., 60;) =7 for k = 0. Therefore it suffices to estimate
N)\ -
(28) sup Y E} {exp{—QZT(xj,M, tI/)}}
zes=1 oy

for v > 2¢, — o + 6 and a vector fieldr .

To simplify our argument, we shall consider = w(x) as a canonical projection
from R™ to R". In fact, it suffices to consider a diffeomorphisinon R" such thatn
elements ofr(x) is equal ton(x), that is,

7(x) = <”S‘)>.

Let Z,, l7, be the solutions to following linear stochastic differahtequations:

7([

— t — — .
Z=1- / a3 Zs ds — / S 4l Z, 0 du,
0 0 =1

[([

J— t —_ -_ .
U, =1 +/ Usaj(xy) ds +/ Z Uysa[(x;) o dw!.
0 0 =1

Then by using the Ito formula, we get

d
— l/},a()(}\,)Z, dt — Z l/},a,-’(f,)Z, odw!
i=1
J— ll J—
+Ugap(%)Z, dt + Y Usal(%)Z, o dw)]
i=1

+/l7,_{(1+f’(2,_,0))717I}Z_ J(dt, db)

d(U, Z;)

J O £ G 0) = 12, s a0)



THE MALLIAVIN CALcuLUS FOR SDE 551

that is,
—_ t ~ _ _ _
U =0, +//Us,{(1+f’(fs,,9)) Y 1}Z,_J(ds, d9)U,.
0

Furthermore, since), and {a/, a/'}%., are bounded, we see that

(29) El sup ([1Z.]1” + 1 0,]17) | < oo
0<s<t

foranyt €[0,7] and p > 1.

For any ¢z x m)-matrix A, we shall decomposg to four elements. Kétbe an
(n x n)-matrix, A2 an @ x (m — n))-matrix, A% an ((n — n) x n)-matrix, andA* an
((m — n) x (m — n))-matrix. Then we shall expres4 as follows:

Al A2
a= (b k)
=R Ul U2 _ 71 72 _ Ul y2
U, = /\’ /\’ , 7, = —r 1 , U, = il S | ,
’ (Uﬁ U,“) ’ (Z? z} v Ut

1
s =(5 ). 5= ()

Denote

In particular, we can expres[§,2 as follows:
U2 =02+ /0 t / [63,&,(9)(2}473 +22 U
+UZAT_(0)(Z;_UP+ 22U
+ 02 A% (0)(23 U2+ 2% 17,4)} J(ds, db).
Before giving an upper estimate of the higher order momerﬁf,ﬁfwe shall introduce

the following lemma. It can be easily proved by applying thelholder inequality, so
we omit the proof (cf. [25]).

Lemma 5.2. Letk be a positive integetand (s, #) a predictable process with

ke [ /o/”h(s’ 28 V(dg)ds} <o (j=L....k—1).

’/h(s,&) y(d&)HZk ds] < oo,
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Then the following estimate holds

J, e

sup
0<u<t

.
el
. iE ( /O ' / lis. 0)]* u(d@)ds)w] ;

wherec, is a positive constant depending /on

P

)

h(s, 0) v(d6)

By using the above lemma, we obtain the following lemma on ppeu estimate
of the higher order moment af?.

Lemma 5.3. For p > 1, there exists a positive constany  such that

(30) E7 | sup |[UF(I”
0<u<t
1/2
< cpQEp | sup |UZ1P| +E3 | sup | ZyUP + ZZUS||?
o<u<t o<u<t
1/2
+ntE2 | sup || ZIUZ + Z2UH|% sup |OL|2 e
0<u<t

wheren is a positive constant and

E3l - 1= E}

o sup | 2807+ 2404 < n] |
0<u<t

Proof. In this lemma, we may take %2 for a positive integer dém

sup [|Z3U7 + Z3U | <,
o<u<t

we see from the Blder inequality that

E} | sup |UZ|”
0<u<t
< cp{ Ep | sup [lUF]”
0<u<t
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u _ . p
+E%[ sup / UL AL (0) (zL U2+ 22 U} J(ds, db) ]
0<u<t 0
u _ _ p
+ E;’,[ sup / / UZ A3_(0) (L U2+ Z2_U}) J(ds, db) 1
0<u<t 0
_ _ _ p
+E} Sup / / U2 A% (0) (Z3_ U2+ Z*_UP) J(ds, db)
<u<t

0<u<t

< ¢ {E% sup U217
[ —_— — —_—
+E3 / / UFANO) (ZIUZ + 22U v(do)|| ds
0

t —_ — —_— —
+E3 /O / UZAX0) (Z}UZ + 22U v(do)|| ds

g3 [ ' [ G2at0) (2202 + 22T as) | as
k i ' _ 2
+ZE; [( /O / |UrAX0) (ZIU? + Z2U%) Zju(dH)ds) ]
j=1 , o o | -
D l( | [ 102430 (Z02+ 2252 12 taoyas ]

t o o ) 2k=i
+ZE13, l( /0 / |U2A%0) (ZZuZ+Z2up) Zju(dﬁ)ds> ]

p
ds
: o )
+E3 | sup ||ZXU2+ Z2U1|) / 02A%0)(d0)||” ds
0

0<s<r
p
ds

k o o 1 N ) k=i
+ZE2[ sup | 2207+ Z01” ([ [ 1030012 vianyas) ]
0

72
sup [[U; 17
o0<u<t

J— — —_— —_— t o~
+E3 | sup | 2202+ Z20%)" / / G2 ANO)A(d6)

0<s<t

- — — — t ~
v} | sup | 202+ ZiGH” | | [ D2akeyta)
0

0<s<t

=t 0<s<r

k o o 1 ) Zk_j
+ZE%[ sup || ZA02 + Z20¢ | ( / / U3A3(9)||2’u(de)ds) ]

= 0<s<1t 0
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k o o f R _ k=i
8| sup 12207+ 2001 ([ [ 102aK0)P vanyas)
=1 0<s<r 0
Scp{E% sup 2]
0<u<t
o r P
+E} | sup |ZA0p+ Z2G¢ [ |03 ds sup H [ Aowao
0<s<t 0 0<s<t
k
£SOES | sup | ZA02 + 2204
=i 0<s<1
- : ; 2/@-2y @2/
< [razrasd [ [1ao@van) ds
0 0
o r P
+E} | sup |20+ Z2G¢ [ |02 s sup H [ wxowao
0<s<t 0 0<s<t
k
+> E} | sup ||ZIUZ + Z2Uf|
=1 0<s<t
- : S 22y @22
« [z asd [ f1aso@man) s
0 0
o r P
veg | sup |Z02+Z20AP [ 102 as sup | [ adowtao)
0<s<t 0 0<s<t
k
+> E} | sup [|Z2U7+ ZlUf|
= 0<s<r
- ’ ; 2/@-2) @27
« [z asd [ ([ iao@man) s
0 0
1/2
< ey {BS | sup |GZ)P |+ ES | sup | ZH02 + 220
0<u<t 0<s<

1/2

t
+qES [ [ ez ds}

+ntES lsula 1Z}U? + 22U sup [T}
0<s<t 0<s<t

From the Gronwall inequality, we obtain inequality (30).
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Let us consider estimate (28). P(it= 2, — 0. Then we have

£3 [exp| - 051, X", )}
< E} {eXp{_@Zx?@ (xj, A7, W)H
£3 |exp{ = Q5 (e, X1 ) || + P[] + PI]

L+ lp+1s,

IN

where O0< 8 < (—2¢, 22 <0 < (— 3¢, and

&, = {w\ sup (|07 > N},

0<s<A—%

Q= {w ‘ sup ||Z3U% o + Z4US | > )\—ﬁ}’
0<u<A—2%

E3-1=E3[ - 5 Q). ER-1=ER[ - ; Qinejl.

By using the Chebyshev inequality and Lemma 5.3, we get

BswEﬂ sup 13217
0<s<A—2¢

sup [[UZ]”

po 3
<cepN Ep
0<s<A—2¢

1/2
5 wpnﬁﬁx+ﬁ@xwﬂ

0<s<A—%

FNTEER | sup (| Z}UR - + Z2US P

0<s<A—2¢

1/2
x sup [T | benh
0<s<A—%

— 0()\—17(4—36—5))‘

By using the Chebyshev inequality, we have

I3 < \PP Ep sup || Z3UZ o + Z2US o ||”
0<u<A—2¢

=0 ()\*p(C*B*ZE)%

555
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becauseZ,, U, are continuous processes. Finally we shall estinfateSince

inf  |(UY*z2>c.— A%

0<s<A—2%
we have
~ 1 ~ ~ ~ ~
(E- U@ 2 5(E 080 - 0@)" — (0.2708)" - (%)
1 Z*ﬁsl * ~\)? . 1y (2
> 5 0) ) (int L j@oyer )

|w@s)2( sup 1732)

0<s<A—2%

> c(( U} ,o)* .z/)(fs))z —2C[y] A2

(U2
under
sup (L+[% [+ [T <X, sup [|UZ| <A
0<s<T 0<s<A—2¢

Hence we see that

— r )\72< o~
L < E} exp{—w / (E-Usw(fs))zAldsH
L 0

IA

E}p :exp{—c./\z"Y /O v (1 - exp{— (- Usb(®))%}) dsH
E} :exp{c./\27
x /0A <1 —c. exp{—c.((|(§Slf)]ilZ , O) " ¢(}S))2}> ds}]

E% [exp{—c.w /OA_ZC ((55; , 0)* )2 A 1dsH

exp{c.AZVZC inf inf <(Z~1/J(y))2/\1>}.

ly|<As zesn—t

IN

—2¢

IA

IN

Therefore we obtain the estimate

(31) sup E32 {exp{—@‘}(xj, A7, ‘1’)}}

zesn—1

< exp{—c.AZ‘Y‘zC inf inf (G- () A 1)} +O0(\P).

ly|<Ae zesn—1
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We now consider estimate (27). From (4) and (31), we have

!
I < c E? [exp{—c.z / w(d0o) [v(d6) - - - v(d6y)
k=0 v 0070

IN

!
c.exp{—c.)\z" inf inf Z/ v(dBo) [ v(d6y) - - - v(dby)
k=0 70

s ” n—1
IyI<As zes"=1 4= Jgo70

(@ s, GV A 1)} L oM7)

o\™P).
Hence we get the estimate
N>\ . N
sup Z EL {exp{—c. Q% (x;, AT, ®gr) F(deo)H =o(\7P)
zesn—1 j=1 6070

for any p > 1. From Lemma 3.3, the law of random variabtéx7) admits a smooth
density. 0

Proof of Corollary 1. It suffices to check that condition (4) Theorem 2 is sat-
isfied under (5). Let 0< ¢ < (25,/5) A (1 — 02), and ¢, ¢ two constants satisfying
€< (< ((/2)<1—0y whereo, =0c(0) = (a—2p)/(a+2) 0 € O,). Putz =7'(x)*z,
and

Let ¥(x) be anR"-valued mapping orR". Sinceb f, 0) satisfies assumptionr[ ], we
see that

2d
- (peN) () = D7+ (i) () 910, i1+ O C72) ace. 0 (¥)

i=0

for sufficiently largeA. Hence it is a routine work to check that

/ { @ (pe) ) A 1} 7(d0)

d
e Y {E ) A1) e /
i=0

o]<A-¢

Y

(- (o)) itat)

V

> c.i{(z- (pi))* A1}
i=0
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2d 2

C. > (o) x)) g4 7 L 2—0)—2(1- o)
¥ /‘,IQC{Z(Z (pi)(x))0 } dh) + 0(\ )

i=d+1
d

= e > {E () a1)

=l

2d
ve. ) (& (@f¢)(x))2/ L i CON 0 (\—CC-0)-201-02))

i=d+1 [0]<
2 2
> eI S (E (o)) A1
i=0
Similarly we obtain

/9 ﬁoi(deo) / v(d61) - - - v(d6;) {(? g0, ) A 1}

2d 2d
> .\ 2e0C(4—0) Z Z {(g. i, - maio(X))z A 1}.

i0:l [ET ik:O

Choosingo such thats > (((eo+1)(4—«)/2), we see that condition (4) in Theorem 2
is satisfied under condition (5). The proof is now complete. ]
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