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A PAIR OF SUBALGEBRAS IN AN AZUMAYA ALGEBRA

KENJI YOKOGAWA

(Received January 26, 1981)

Introduction

It was shown by A. A. Albert [1] that a cyclic central simple (Azumaya) p-algebra has a purely inseparable extension field as a subalgebra. Hence such algebra contains a cyclic extension and a purely inseparable extension as subalgebras. On the other hand, a quaternion algebra \( R(i, j) \) contains two cyclic extensions \( R(i) \) and \( R(j) \) as subalgebras. These subalgebras are related by inner actions.

In this paper, we shall generalize the above results using Hopf algebras since we must treat separable and inseparable extensions simultaneously. Under certain conditions we shall show that if an Azumaya algebra \( A \) over a field \( K \) contains an \( H \)-Hopf Galois extension (in the sense of [3], [15]) of \( K \) as a maximal commutative subalgebra then \( A \) contains an \( H^* \)-Hopf Galois extension of \( K \) as a subalgebra. This is done in \( \S 1 \). In \( \S 2 \), we shall treat typical Hopf algebras and show that the classical results are typical examples of our results.

Throughout this paper, \( K \) will denote a field and \( H \) will denote a finite commutative co-commutative Hopf algebra over \( K \). \( \varepsilon \) (resp. \( \Delta \), resp. \( \lambda \)) will denote augmentation (resp. diagonalization, resp. antipode) of \( H \). Unadorned \( \otimes \) and \( \text{Hom} \) will mean \( \otimes_K \) and \( \text{Hom}_K \). We shall denote by \( -^* \) the functor \( \text{Hom}_K(-, K) \). For Hopf algebras and Hopf Galois extensions we shall refer to [3], [10], [15] and [16].

1. Hopf Galois extension \( v(H) \)

Let \( A \) be a \( K \)-Azumaya algebra which contains an \( H \)-Hopf Galois extension \( L \) of \( K \) as a maximal commutative subalgebra. Then the \( H \)-action on \( L \) is extended innerly to the action on \( A \) and \( A \) is a smash product algebra \( L \#_\sigma H \) (c.f. [14] cor. 3.7 and 3.8). But in general \( A \) would not become an \( H \)-module if we extend the \( H \)-action on \( L \) innerly to \( A \). The following Proposition is fundamental.

**Proposition 1.** The following conditions are equivalent.

(i) \( A \) becomes an \( H \)-module algebra.
(ii) The value of 2-cocycle $\sigma$ is contained in $K$, i.e. $\sigma(g \otimes h) \in K$ for any $g, h \in H$.

Proof. (i) $\Rightarrow$ (ii). This follows essentially from F.W. Long [8]. Let $v: H \rightarrow A$ be a homomorphism which gives an $A$-inner action. Thus $v$ satisfies $h \cdot s = \sum v(h(1))v^{-1}(h(2)), s \in L$ or equivalently $v(h)s = \sum (h(1) \cdot s)v(h(2)), \quad v(l_A) = l_A$, $v^{-1}$ is the inverse of $v$ in a convolution algebra $\text{Hom}(H, A)$. Since $A$ is an $H$-module algebra, $(gh) \cdot a = g \cdot (h \cdot a), \quad a \in A$. Using this relation we get

$$\sum v(g(1)h(1))av^{-1}(g(2)h(2)) = \sum v(g(1))v(h(1))av^{-1}(h(2))v^{-1}(g(2)).$$

Thus

$$\sum v^{-1}(g(1)h(1))v(g(2))v(h(2)) = \sum v^{-1}(g(1)h(1))v(g(2))v(h(2))a \quad \text{for any } a \in A.$$

Since $A$ is $K$-central, we get

$$\sum v^{-1}(g(1)h(1))v(g(2))v(h(2)) \in K.$$

Thus the associated 2-cocycle

$$\sigma(g \otimes h) = \sum v(g(1))v(h(1))v^{-1}(g(2)h(2))$$

is $K$-valued.

(ii)$\Rightarrow$(i). Let $\sigma$ be a $K$-valued 2-cocycle and $\sigma$ be the associated normal cocycle defined by

$$\sigma(g \otimes h) = \sum v(g(1)h(1))av^{-1}(g(2)h(2))v(h(2))\sigma^{-1}(h(3)h(4)).$$

Then $\sigma$ is cohomologous to $\sigma$, $\sigma$ is also $K$-valued and $\sigma(1 \otimes h) = \sigma(h \otimes 1) = \epsilon(h), \quad h \in H$. Thus we may assume that $\sigma$ itself is a normal 2-cocycle. Let $v: H \rightarrow A = L \oplus H$ be the homomorphism defined by $v(h) = 1 \# h$. Then $v$ gives an $A$-inner action and carries $1_A$ to $1_A = 1 \# 1$. Reversing the proof of (i)$\Rightarrow$(ii), we get that $A$ is an $H$-module algebra. This completes the proof.

Remark. If $H$ is a group ring or a Hopf algebra whose simple subcoalgebras are of the form $Kh$ for $h \in H$ and $L$ is only a simple subalgebra (not necessarily commutative), then by Skolem-Noether and Sweedler [9], the action of $H$ on $L$ is $A$-inner (say by $v: H \rightarrow A$). From the proof of Proposition 1, we get that $A$ becomes an $H$-module algebra is equivalent to $\sum v^{-1}(g(1)h(1))v(g(2))v(h(2)) \in K$.

Corollary 2. Under the equivalent conditions of Proposition 1, let $v$ be a homomorphism which gives an $A$-inner action and makes $A$ an $H$-module algebra. Then the $K$-module $v(H) \subseteq A$ forms a $K$-subalgebra.

Proof. We have
\[
v(g)v(h) = \sum_{(g)} v(g_{(1)})v(h_{(1)})v^{-1}(g_{(2)}h_{(2)})v(g_{(3)}h_{(3)})
\]
\[
= \sum_{(g)} \sigma(g_{(1)} \otimes h_{(1)})v(g_{(2)}h_{(2)})
\]
\[
= v\left( \sum_{(g)} \sigma(g_{(1)} \otimes h_{(1)})g_{(2)}h_{(2)} \right).
\]

Hence \(v(H)\) is closed under multiplication and \(v(H)\) has an identity \(v(1_H) = 1_A\). This completes the proof.

**REMARK.** If \(H\) is a group ring then the converse of Corollary 2 holds as is easily proved.

From now, we shall always assume the equivalent conditions of Proposition 1. We shall define an \(H^*\)-action on \(v(H)\) by

\[
x \cdot v(h) = \sum_{(h)} x(h_{(1)})v(h_{(2)}), \quad x \in H^*.
\]

**Proposition 3.** Through the natural isomorphism \(v(H) \cong H\), the \(H^*\)-action on \(v(H)\) is the canonical left \(H^*\)-structure of \(H\) and \(v(H)\) becomes an \(H^*\)-module algebra.

**Proof.** Let \(\sigma\) be an associated 2-cocycle, then

\[
x \cdot (v(g)v(h)) = x \cdot \left( \sum_{(g)} \sigma(g_{(1)} \otimes h_{(1)})v(g_{(2)}h_{(2)}) \right)
\]
\[
= \sum_{(g)} \sigma(g_{(1)} \otimes h_{(1)})x(g_{(2)}h_{(2)})v(g_{(3)}h_{(3)})
\]
\[
= \sum_{(g)} x(g_{(1)}h_{(1)})\sigma(g_{(2)} \otimes h_{(2)})v(g_{(3)}h_{(3)})
\]
\[
= \sum_{(g)} x_{(1)}(g_{(1)})x_{(2)}(h_{(1)})v(g_{(2)})v(h_{(2)})
\]
\[
= \sum_{(g)} x_{(1)}(g_{(1)})x_{(2)}(h_{(1)})v(h_{(2)})
\]
\[
= \sum_{(g)} (x_{(1)} \cdot v(g)) (x_{(2)} \cdot v(h)).
\]

And \((xy) \cdot v(h) = \sum_{(h)} (xy)(h_{(1)})v(h_{(2)}) = \sum_{(h)} x(h_{(1)})y(h_{(2)})v(h_{(3)})
\]
\[
= x \cdot \left( \sum_{(h)} y(h_{(1)})v(h_{(2)}) \right) = x \cdot (y \cdot v(h)), \quad x, y \in H^*.
\]

And \(x \cdot 1 = x \cdot v(1) = x(1)v(1) = x(1) = \varepsilon_H(x)\).

Thus \(v(H)\) forms an \(H^*\)-module algebra. That this structure is a canonical one follows easily. This completes the proof.

**Proposition 4.** Let \(\nu: H \rightarrow A\) be another homomorphism such that \(\nu'(1_H) = 1_A\). Then \(\nu\) gives an \(A\)-inner action, if and only if, there exists a unit \(\rho \in \text{Hom}(H, L)\) such that \(\nu' = \rho\nu\). Further if \(\rho \in \text{Hom}(H, K)\) then \(\nu(H) \cong \nu'(H)\) as \(H\)-module algebras.

**Proof.** "if part" is easy, we shall prove "only if part". Put \(\rho(h)= 
\[ \sum_{(\lambda)} v'(h(1))v^{-1}(h(2)). \] Since \( v^{-1}(h) = v(\lambda(h)) \) we have for any \( s \in L, \rho(h)s = \sum_{(\lambda)} v'(h(1))v^{-1}(h(2))s = \sum_{(\lambda)} v'(h(1))(\lambda(h(2) \cdot s))v(\lambda(h(3))) = \sum_{(\lambda)} sv'(h(1))v^{-1}(h(2))s = \rho(h). \]

\( L \) is a maximal commutative subalgebra, so \( \rho \in \text{Hom}(H, L). \) Further if \( \rho \in \text{Hom}(H, K) \), then the homomorphism \( v'(H) \ni v'(h) \mapsto \sum_{(\lambda)} v(\rho(h(1))h(2)) \in v(H) \) is a desired isomorphism. This completes the proof.

Until now, we have not used the commutativity of \( H. \) Next we shall utilize the commutativity of \( H \) and show that \( v(H) \) is an \( H^* \)-Hopf Galois extension in the sense of [15], [16]. As before, let \( \sigma \) be the associated normal 2-cocycle. Then \( \sigma \) is an element of \( \text{Hom}(H \otimes H, K)^\otimes H^* \otimes H^*. \) Since \( \sigma \) is a 2-cocycle, we have

\[
\begin{align*}
\sum_{(\lambda)} \sigma(f_1g_1h(2)) & = \sum_{(\lambda)} \sigma(g_1h(1)c(2)) = \sum_{(\lambda)} \sigma(g_1h(2)c(1)) = \sum_{(\lambda)} \sigma(g_1h(1)c(2)) = \sum_{(\lambda)} v(g_1)\sigma(g_1h(1))v(g_2h(2)) = \sum_{(\lambda)} \sigma(g_1h(1))v(g_2h(2)) = \sum_{(\lambda)} \sigma(g_1h(1)c(2)) = \sum_{(\lambda)} \sigma(g_1h(1)c(2)).
\end{align*}
\]

Thus

\[
((\Delta_{H^*} \otimes 1)\sigma)(\sigma \otimes 1) = (1 \otimes \sigma)((1 \otimes \Delta_{H^*}) \sigma).
\]

This means that \( \sigma \in H^* \otimes H^* \) is a unit-valued Harrison 2-cocycle. In \( v(H) \), multiplication is given by the formula;

\[
v(g)v(h) = \sum_{(\lambda)} \sigma(g_1h(1))v(g_2h(2)).
\]

Thus \( v(H) = H(\sigma) \) in the sense of [16] §2. Since \( K \) is a field and \( \text{Hom}(H \otimes H, L) \) is finite dimensional, \( \sigma^{-1} \in \text{Hom}(H \otimes H, L) \) is integral over \( \text{Hom}(H \otimes H, K) \). Hence \( \sigma^{-1} \in \text{Hom}(H \otimes H, K) \). By [16] Theorem 2.3, we get

**Theorem 5.** Under the equivalent conditions of Proposition 1, \( v(H) \) is an \( H^* \)-Hopf Galois extension of \( K. \)

Next we shall consider the A-innerization of \( H^* \)-Hopf Galois extension \( v(H) \) of \( K. \) For this purpose, we first consider the normalization of 2-cocycles. Let \( u = \sum_i u_i \otimes u_{i2} \in H \otimes H \) be a unit-valued Harrison 2-cocycles. We shall call \( u \) is a normal 2-cocycle if \( \varepsilon(\sum_i u_iu_{i2}) = 1. \) As to this, we have the following;

**Lemma 6.** Let \( u = \sum_i u_i \otimes u_{i2} \in H \otimes H \) be a unit-valued Harrison 2-cocycle, then

\[
\varepsilon(\sum_i u_iu_{i2}) = \sum_i \varepsilon(u_i)u_{i2} = \sum_i u_i\varepsilon(u_{i2}).
\]
Further we have
\[ \sum \lambda(u_i)u_2 = \sum u_2\lambda(u_i), \text{ where } \lambda \text{ is antipode of } H. \]

Proof. Since \( u \) is a 2-cocycle,
\[ (\sum \lambda^{i}(u_{1})\otimes u_{2}) (\sum u_{1}\otimes u_{2}) = (\sum u_{1}\otimes u_{2}) (\sum u_{1}\otimes u_{2}) \]
\[ \text{Applying } \varepsilon \otimes \varepsilon \text{ on both sides of (*), we get} \]
\[ \varepsilon(\sum u_{1})u_{2} = (\sum u_{1})u_{2} \]

Hence we get
\[ \varepsilon(\sum u_{1}u_{2}) = \sum u_{1}\varepsilon(u_{2}). \]

Finally applying \( \lambda \otimes \lambda \) to (*) and then applying a contraction map, we get
\[ (\sum \lambda^{i}(u_{1})u_{2}) (\sum u_{2}) = (\sum u_{1}) \varepsilon(\sum u_{1}) \varepsilon(u_{2}) \]

Hence we get the last relation. This completes the proof.

In an \( H \)-Hopf Galois extension \( H^{*}(u) \) (in the sense of [16] §2) of \( K \), an identity element is \( \varepsilon((\sum u_{1}u_{2})^{-1}) \varepsilon \) ([16] Theorem 2.3). Let \( \varepsilon^{'}(u_{1})u_{2} \) and put \( u^{'}=(w \otimes w)^{-1}u \Delta(w) \). Then \( u \) is cohomologous to \( u^{'} \) and \( H^{*}(u) \simeq H^{*}(u^{'}) \) by [16] Theorem 2.4. Moreover \( u^{'} \) is a normal 2-cocycle and the identity of \( H^{*}(u^{'}) \) is \( \varepsilon \). Now we are ready to consider an inner action of an \( H^{*}\)-Hopf Galois extension \( \psi(H) \) of \( K \) and from now we shall always consider normal cocycles. We shall write an \( H \)-Hopf Galois extension \( L \) which is a maximal commutative subalgebra of \( A \) as \( H^{*}(u) \).

The following is necessary later.

**Lemma 7.** \( \varepsilon(\lambda(h)) \varepsilon(h) \) for all \( h \in H. \)

Proof. We have \( \varepsilon(\lambda(h)) = \varepsilon(\lambda(\sum h_{(1)}\varepsilon(h_{(2)}))) = \sum \varepsilon(\lambda(h_{(1)}))\varepsilon(h_{(2)}) \)
\[ = \varepsilon(\sum \lambda(h_{(1)})h_{(2)}) = \varepsilon(\varepsilon(h)) = \varepsilon(h). \]

Let \( V: H^{*} \rightarrow H^{*}(u) \subset A \) be the homomorphism defined by
\[(V(f))(h) = f(\lambda(h)), f \in H^*.\]

Then Lemma 7 ensures that \(V\) carries an identity \(\varepsilon\) of \(H^*\) to an identity \(\varepsilon\) of \(H^*(u)\). We remark that \(H^*(u)=H^*\) as a left \(H\)-module, multiplication is given by \((f \cdot g)(h) = \sum\limits_{i \in \mathcal{X}} f(u_i h_{(1)}) g(u_i h_{(2)}), f, g \in H^*, h \in H\). We shall show that \(V\) gives an \(A\)-inner action of a \(H^*\)-Hopf Galois extension \(v(H)\) of \(K\). Since \(v\) gives an \(A\)-inner action of \(L=H^*(u)\) of \(K\), we have

\[v(h)f' = \sum\limits_{h' \in H^*(u)} (h_{(1)} \cdot f') v(h_{(2)}), f' \in H^*(u).\]

Thus for \(f \in H^*\),

\[\sum\limits_{h, h'} (f_{(1)} \circ v(h)) V(f_{(2)}) = \sum\limits_{h, h'} f_{(1)}(h_{(1)}) v(h_{(2)}) V(f_{(2)}) = \sum\limits_{h, h'} f_{(1)}(h_{(1)}) (h_{(2)} \cdot V(f_{(2)})) v(h_{(3)}) = \sum\limits_{h, h'} f_{(1)}(h_{(1)}) (V(f_{(2)})(h_{(2)})) V(f_{(3)}) v(h_{(3)}) = \sum\limits_{h, h'} f_{(1)}(h_{(1)}) f_{(2)}(\lambda(h_{(2)})) V(f_{(3)}) v(h_{(3)}) = \sum\limits_{h, h'} f_{(1)}(h_{(1)}) \lambda(h_{(2)}) V(f_{(2)}) v(h_{(3)}) = \sum\limits_{h, h'} f_{(1)}(\varepsilon(h_{(1)})) V(f_{(2)}) v(h_{(2)}) = \sum\limits_{h, h'} f_{(1)}(1) V(f_{(2)}) v(h) = V(f) v(h).\]

Next we shall show that \(V\) is invertible. Let \(V' : H^* \rightarrow H^*(u) \subset A\) be the homomorphism defined by

\[(V'(f))(h) = f((\sum u_i \lambda_{\varepsilon_1}(u_{i}))^{-1} h), f \in H^*.\]

Then

\[((V' \ast V)(f))(h) = (\sum_{h, h'} V'(f_{(1)})(h_{(1)}) V(f_{(2)})(h_{(2)}) (u_i h_{(3)})) = \sum_{h, h'} f_{(1)}((\sum u_i \lambda_{\varepsilon_1}(u_{i})))^{-1} u_i h_{(1)} f_{(2)}(\lambda(h_{(2)}) \lambda(u_{i})) = f((\sum u_i \lambda_{\varepsilon_1}(u_{i})))^{-1} u_i h_{(1)} f_{(2)}(\lambda(h_{(2)}) \lambda(u_{i})) = f(1) \varepsilon(h).\]

\[((V' \ast V')(f))(h) = \sum\limits_{h, h'} (V(f_{(1)})(h_{(1)}) - V'(f_{(2)})(h_{(2)})) (u_i h_{(3)}) = \sum\limits_{h, h'} f_{(1)}(\lambda(h_{(1)})) \lambda(u_{i}) f_{(2)}((\sum u_i \lambda_{\varepsilon_1}(u_{i})))^{-1} u_i h_{(2)} = f(\varepsilon(h)) (\sum \lambda(u_{i}) u_{i}) \cdot (\sum u_i \lambda_{\varepsilon_1}(u_{i}))^{-1},\]

which is equal to \(f(1) \varepsilon(h)\) by Lemma 6. Thus \(V\) is invertible. That \(V(H^*)=\)
$H^*(u)$ is clear. Finally we shall consider the 2-cocycle $\tau$ arising from $V$. Since $\tau$ is defined by the formula;

$$\tau(f \otimes g) = \sum_{(f), (g)} V(f_{(1)}) \cdot V(g_{(1)}) \cdot V^{-1}(f_{(2)g_{(2)}}), f, g \in H^*,$$

we get

$$(\tau(f \otimes g))(h) = \left( \sum_{(f), (g)} (V(f_{(1)}) \cdot V(g_{(1)})) \cdot V^{-1}(f_{(2)g_{(2)}}) \right)(h)$$

$$= \sum_{(f), (g), (u), (h), (x)} (V(f_{(1)}) \cdot V(g_{(1)})) (u, h) \cdot (V^{-1}(f_{(2)g_{(2)}})) (x)$$

$$= \sum_{(f), (g), (u), (h), (x)} f_{(1)}(\lambda(u_{(1)})\lambda(u_{(1)})\lambda(h_{(1)}))g_{(1)}(\lambda(u_{(2)})\lambda(u_{(2)})\lambda(h_{(2)}))$$

$$\times (V^{-1}(f_{(2)g_{(2)}})) (u, h_{(3)})$$

$$= \sum_{(f), (g), (u), (h), (x)} f_{(1)}(\lambda(u_{(1)})\lambda(u_{(1)})\lambda(h_{(1)}))g_{(1)}(\lambda(u_{(2)})\lambda(u_{(2)})\lambda(h_{(2)}))$$

$$\times f_{(2)}(M_{(1)u_{(1)}h_{(3)}})g_{(2)}(M_{(2)u_{(2)}h_{(4)})}, \text{ where we put}$$

$$M = \left( \sum_{x} u_{(x)} \right)^{-1}$$

$$= \sum_{x} f(\lambda(u_{(1)})\lambda(u_{(1)})\lambda(h_{(3)})M_{(1)u_{(1)}h_{(3)}})g(\lambda(u_{(2)})\lambda(u_{(2)}))$$

$$\times (h_{(3)})M_{(2)u_{(2)}h_{(4)}}$$

$$= \sum_{(f), (g), (u), (h), (x)} f(\lambda(u_{(1)})\lambda(u_{(1)})\lambda(h_{(1)})M_{(1)u_{(1)}h_{(3)}})g(\lambda(u_{(2)})\lambda(u_{(2)}))$$

$$\times (h_{(3)})M_{(2)u_{(2)}h_{(4)}}.$$

In $H^*(u)$, $K$ is contained as $K\mathcal{E}$. Thus $\tau$ is also $K$-valued. Summing up, we get the following

**Theorem 8.** Let $A$ be a $K$-Azumaya algebra which contains an $H$-Hopf Galois extension $H^*(u)$ of $K$ as a maximal commutative subalgebra and assume that the associated 2-cocycle is $K$-valued. Then there exists a subalgebra $v(H)$ which is an $H^*$-Hopf Galois extension of $K$. $H^*(u)$ and $v(H)$ are related as follows; there exist homomorphisms $v : H^*(u) \rightarrow v(H)$ and $V : v(H) \rightarrow H^*(u) \subset A$ such that $v$ gives an $A$-inner action which extends the $H$-action of an $H$-Hopf Galois extension $H^*(u)$ of $K$ and $V$ gives an $A$-inner action which extends the $H^*$-action of an $H^*$-Hopf Galois extension $v(H)$ of $K$.

2. Dual of Hopf algebras

First we shall prove two lemmas which exhibit the structure of dual of group rings as Hopf algebras.

**Lemma 9.** Let $p$ be a prime number which is not equal to the characteristic
of a field $K$ and $G$ be a cyclic group of order $p^n$. We assume that $K$ contains a primitive $p^n$-th root of $1$. Then $(KG)^* \approx KG$ as Hopf algebras.

Proof. Let $G^*$ be the character group of $G$, then $(KG)^* \approx KG^* \approx KG$ and this isomorphism is in fact an isomorphism of Hopf algebras as is easily seen.

Remark. Theorem 8 combined with Lemma 9 explains the well-known phenomenon on quaternion algebras.

Next we shall review a Hopf algebra $H_n$ introduced by A. Hattori [4] and K. Kosaki [7].

Let $K$ be a field of characteristic $p \neq 0$. Then

$$H_n = K[X_0, X_1, \ldots, X_{n-1}]/(X_0^p - X_0, X_1^p - X_1, \ldots, X_{n-1}^p - X_{n-1})$$

as a $K$-algebra, we shall write the class of $X_i$ as $x_i$.

$$\Delta(x_i) = S_i(x_0 \otimes 1, \ldots, x_i \otimes 1; 1 \otimes x_0, \ldots, 1 \otimes x_i)$$

$$\varepsilon(x_i) = 0$$

$$\lambda(x_i) = -x_i$$

where $S_0, \ldots, S_{n-1}$ are polynomials which define the additive structure of Witt vectors.

In particular,

$$\Delta(x_0) = x_0 \otimes 1 + 1 \otimes x_0$$

$$\Delta(x_i) = x_i \otimes 1 + 1 \otimes x_i + \sum_{k=1}^{n-1} \frac{1}{k!(p-1)!} x_0^p \otimes x_0^{p^k}.$$ 

A. Hattori first defined $H_n$ as a dual of a cyclic group ring. Here for completeness we shall prove the following;

**Lemma 10.** Let $K$ be a field of characteristic $p \neq 0$ and $G = \{1, \theta, \ldots, \theta^{p^n-1}\}$ be a cyclic group of order $p^n$. Then $(KG)^* \approx H_n$ as Hopf algebras.

Proof. Let $\{e_i\} \subset (KG)^*, i=0, 1, \ldots, p^n-1$, be a $K$-basis of $(KG)^*$ defined by $e_i(\theta^j) = \delta_{i,j}$ (Kronecker delta). We shall define a homomorphism $\phi : H_n \to (KG)^*$ as follows;

$$\phi(x_i) = \sum_{i=1}^{p^n-1} a_{ji} e_j, j = 0, 1, \ldots, n-1$$

where coefficients $a_{ji} \in \mathbb{Z}/p\mathbb{Z}$ are defined by

$$a_{j0} = 0 \quad \text{for all } j$$

$$(a_{01}, a_{11}, \ldots, a_{n-1,1}) = (1, 0, \ldots, 0)$$

$$(a_{0i}, a_{1i}, \ldots, a_{n-1i}) = (1, 0, \ldots, 0) + \cdots + (1, 0, \ldots, 0)$$

$i$ terms
where "+" means the sum of Witt vectors.

We shall show that $\phi$ is a Hopf algebra isomorphism step by step. That $(\phi(x_j))^p = \phi(x_j)$ is an immediate consequence of $a_{ji} \in \mathbb{Z}/p\mathbb{Z}$. Hence $\phi$ is an algebra homomorphism.

To see that $\phi$ is an epimorphism, we shall prove $K[\phi(x_0), \cdots, \phi(x_j)] \cong K[\phi(x_0), \cdots, \phi(x_{j+1})]$, then the dimension arguments will ensure that $\phi$ is an epimorphism. But $(a_0 p^m, a_1 p^m, \cdots, a_{n-1} p^m) = (1,0,\cdots,0)+\cdots+(1,0,\cdots,0) = (0,0,\cdots,0,1,0,\cdots,0)$

Thus the above inclusion is strict.

Next let $\Delta^*$ be a diagonal map of $(KG)^*$, then

$$(\Delta^*(\phi(x_j)))(\theta^k \otimes \theta^m) = \phi(x_j)(\theta^{k+m}) = a_{j,k+m}.$$ 

On the other hand

$$((\phi \otimes \phi)\Delta(x_j))(\theta^k \otimes \theta^m) = ((\phi \otimes \phi)(S_j(x_0 \otimes 1, \cdots, x_j \otimes 1; 1 \otimes x_0, \cdots, 1 \otimes x_j))(\theta^k \otimes \theta^m) = S_j(a_0 k, \cdots, a_j k; a_0 m, \cdots, a_j m).$$

But

$$(a_0 k+m, a_1 k+m, \cdots, a_{n-1} k+m) = (1,0,\cdots,0)+\cdots+(1,0,\cdots,0)$$

$k+m$ terms

$$(a_0 k, \cdots, a_{n-1} k)+(a_0 m, \cdots, a_{n-1} m)$$

$$(S_0(a_0 k; a_0 m), S_1(a_0 k, a_1 k; a_0 m, a_1 m), \cdots, S_{n-1}(a_0 k, a_1 k, \cdots, a_{n-1} k; a_0 m, a_1 m, \cdots, a_{n-1} m))$$

Thus

$$\Delta^*((x_j)) = (\phi \otimes \phi)\Delta(x_j).$$

Let $\varepsilon^*$ be an augmentation of $(KG)^*$, then $\varepsilon^*(\phi(x_j)) = 0$ follows easily from $a_{j,0} = 0$. Hence

$$\varepsilon^*(\phi(x_j)) = 0 = \phi(\varepsilon(x_j)).$$

Finally let $\lambda^*$ be an antipode of $(KG)^*$, then

$$(\lambda^*(\phi(x_j)))(\theta^m) = (\phi(x_j))(\theta^{p^m-m}) = a_{j, p^m-m}$$

$$(\phi(\lambda(x_j)))(\theta^m) = (\phi(-x_j))(\theta^m) = -a_{j,m}$$

But

$$(S_0(a_0 m; a_0 p^m-m), S_1(a_0 m, a_1 m; a_0 p^m-m, a_1 p^m-m), \cdots, S_{n-1}(a_0 m, \cdots, a_{n-1} m; a_0 p^m-m, \cdots, a_{n-1} p^m-m))$$

$$(a_0 m, a_1 m, \cdots, a_{n-1} m)+(a_0 p^m-m, a_1 p^m-m, \cdots, a_{n-1} p^m-m)$$

$$(1,0,\cdots,0)+\cdots+(1,0,\cdots,0)+(1,0,\cdots,0)+\cdots+(1,0,\cdots,0)$$

$m terms$ $p^m$ terms
= (1, 0, \ldots, 0) + \cdots + (1, 0, \ldots, 0)
\text{ } + \text{ } p^m \text{ terms}
= (0, 0, \ldots, 0)

From this, we can get easily by induction that

\[ a_j + a_j \cdot s^{p^j-m} = 0. \]

This completes the proof.

**Remark.** In Lemma 10, if \( n=1 \) then \( \phi(x_0) = \sum_{k=1}^{p-1} ke_k, \ k \in \mathbb{Z}/p\mathbb{Z} \). This is proved in different ways by F.W. Long [8] Proposition 5.1.

Next we shall prove the following proposition in two ways. One uses Witt vector computations and another utilizes the fact that \( H_n \) is a dual of a group ring. The latter is due to Prof. A. Hattori, who kindly informed me such a proof.

**Proposition 11.** Let \( K \) be a field of characteristic \( p \neq 0 \) and \( L \) be a commutative \( K \)-algebra. If \( L/K \) is an \( H_n \)-Hopf Galois extension, then \( L \) is a purely inseparable \( K \)-algebra in the sense of M.E. Sweedler [11].

Proof I. We shall show that \( s^{p^j} \in K \) for any \( s \in L \), then by [11] Lemma 1 we shall easily get the assertion. To this, we shall show that \( x_j \cdot s^{p^j+1} = 0 \) by induction.

\[ x_0 \cdot s^{p^j} = x_0 \cdot (s \cdot s^{p^j}) = S_j((x_0 \cdot s) \cdot s^{p^j}, \ldots, s((x_0 \cdot s) \cdot s^{p^j})) \]

\[ = \cdots = (x_0 \cdot s) \cdot s^{p^j+1}, \ldots, s((x_0 \cdot s) \cdot s^{p^j+1}) \]

\[ = \cdots = (x_0 \cdot s) \cdot s^{p^j+1} = 0. \]

In particular,
$x_j \cdot s^{p^g} = 0$ for any $s \in L$, $j = 0, 1, \cdots, n-1$.

Since $\varepsilon(x_j) = 0$,

$$x_j \cdot s^{p^g} = 0 = \varepsilon(x_j)s^{p^g}.$$ 

This means $s^{p^g} \in L^{H_n}$ which is equal to $K$ since $L/K$ is assumed to be an $H_\ast$-Hopf Galois extension. This completes the proof.

Proof II. Since $L/K$ is an $H_\ast$-Hopf Galois extension, we have isomorphisms: $L \otimes L \cong \text{Hom}(H, L) \cong H^* \otimes L \cong KG \otimes L \cong K[X]/(X^{p^g}) \otimes L \cong L[X]/(X^{p^g})$ where $G$ is a cyclic group of $p^g$. Comparing the number of idempotents of both sides, we see that $L$ has no non-trivial idempotents. Hence $L/\text{rad}(L) = L$ is a field ($\text{rad}(L)$ means Jacobson radical of $L$). Let $\Omega$ be an algebraic closure of $K$, then we have an isomorphism $(L \otimes \Omega) \otimes_\Omega (L \otimes \Omega) \cong (L \otimes \Omega) [X]/(X^{p^g})$. By the similar arguments, $(L \otimes \Omega)/\text{rad}(L \otimes \Omega)$ and $L \otimes \Omega/\text{rad}(L \otimes \Omega)$ are fields (necessarily isomorphic to $\Omega$). If there are $m$ distinct $K$-embeddings $\sigma_i : L \to \Omega$ then there are $m$ distinct $\Omega$-homomorphisms: $L \otimes \Omega \ni a \otimes b \mapsto \sigma_i(a)b \in \Omega$. Thus $L \otimes \Omega/\text{rad}(L \otimes \Omega)$ must contain a direct sum of $m$ copies of $\Omega$. Hence $m = 1$, this means that $L/K$ is a purely inseparable extension. By [11] Corollary 13, we get the Proposition.

Remark. Theorem 8 combined with Lemma 10 and Proposition 11 explains the results of A.A. Albert.
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