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0. Introduction

Let \( \Omega \) be an exterior domain in \( \mathbb{R}^n \) \( (n \geq 3) \) with smooth and compact boundary. We set

\[
A(\partial_x) u = \sum_{i,j=1}^{n} \partial_x (a_{ij} \partial_x u) , \quad u = (u_1, u_2, \ldots, u_n)
\]

where \( a_{ij} = (a_{ij,kl})_{k,l=1}^{n} \) are \( n \times n \) matrices and each \( a_{ij,kl} \) is constant. We consider the elastic wave equation with the Dirichlet or the Neumann boundary condition

\[
\begin{cases}
(\partial_t^2 - A(\partial_x)) u(t, x) = 0 & \text{in } \mathbb{R} \times \Omega , \\
B(\partial_x) u(t, x) = 0 & \text{on } \mathbb{R} \times \partial \Omega , \\
u(0, x) = f_1(x) , \quad \partial_t u(0, x) = f_2(x) & \text{on } \Omega .
\end{cases}
\]

Here the boundary operator is of the form

\[
B(\partial_x) u = \begin{cases}
|u|_{\partial \Omega} , & \text{(the Dirichlet condition),} \\
\sum_{i,j=1}^{n} \nu_i(x) a_{ij} \partial_x u|_{\partial \Omega} , & \text{(the Neumann condition),}
\end{cases}
\]

where \( \nu(x) = (\nu_1(x), \nu_2(x), \ldots, \nu_n(x)) \) is the unit outer normal to \( \Omega \) at \( x \in \partial \Omega \). The purpose of this paper is to show that in the case of the even \( n \geq 4 \), if there is any rate of local-energy decay, then we can know the explicit order of the decay rate.

We assume that

\[
a_{ij,kl} = a_{kl,ij} = a_{ij,kl} ,
\]

\[
\sum_{i,j,l=1}^{n} a_{ij,kl} \xi_j \xi_l \xi_k \xi_l \geq \delta_1 \sum_{i,j,l=1}^{n} |\xi_i|^{2} ,
\]

\[
A(\xi) = \sum_{i,j=1}^{n} a_{ij} \xi_i \xi_j \text{ has } d \text{ characteristic roots of constant multiplicity for any } \xi \in \mathbb{R}^n \setminus 0 ,
\]
where \((\xi_{ij})\) is any \(n \times n\) symmetric matrix and \(\delta_i\) is some positive constant independent of \((\xi_{ij})\).

Under the assumptions (A.1) \(\sim\) (A.3), Shibata and Soga [13] formulate the scattering theory which is analogous to the theory of Lax and Phillips [9]. Hence, the same argument as in Lax, Morawetz and Phillips [8] implies that in the case of the odd \(n \geq 3\), if there is any rate of local-energy decay, then there is an exponential rate of decay. We can also prove the same statement stated above by using the argument in Morawetz [11]. Thus, in the odd dimensional case we can find the explicite order of the decay rate.

In the even dimensional case, however, we can not apply their methods since the Cauchy problem for the operator \(\partial_t^2 - A(\partial_x)\) has Huygens's Principle if and only if the space dimension \(n\) is odd and \(n \geq 3\), and Huygens's Principle is indispensable to carry out the arguments in [8] and [11]. In the following, our interest is to investigate the similar problem in the even dimensional case.

For a domain \(D \subset \mathbb{R}^n\), we define the local energy \(\|f\|_{H(D)}\) of the data \(f=\langle f_1, f_2 \rangle\) in \(D\) as

\[
\|f\|^2_{H(D)} = \frac{1}{2} \int_D \{ \sum_{i,j=1}^n a_{ijpq} \partial_x(j, f_i(x)) \overline{\partial_x(p, f_j(x))} + |f_2(x)|^2 \} \, dx .
\]

Shibata and Soga [13] introduce the Hilbert space of the data \(f=\langle f_1, f_2 \rangle\) defined as the completion of \(\{f \in C(\overline{\Omega}) : B(\partial_x) f_i = 0\ \text{on } \partial \Omega\}\) in the norm \(\|f\|_{H} = \|f\|_{H(\Omega)}\). Furthermore, they show that the mapping \(f \mapsto \langle u(t, \cdot), \partial_t u(t, \cdot) \rangle\) becomes a group of unitary operators \(\{U(t)\}_{t \in \mathbb{R}}\) on \(H\).

In the following, we fix a constant \(\rho > 0\) with \(\partial \Omega \subset B_{\rho} = \{x \in \mathbb{R}^n | |x| < \rho\}\) and assume that

\[
\text{there exist a function } p \in C([0, \infty)) \text{ and a constant } \beta > 0 \text{ satisfying } \lim_{t \to \infty} p(t) = 0 \text{ and}\]

\[
(D) \quad \|U(t)f\|_{H(p+\beta)} \leq p(t) \|f\|_H \quad \text{for any } t \geq 0 \text{ and } f \in H^p .
\]

In the above \(H^p = \{f \in H | \text{supp } f \subset \overline{\Omega} \cap B_\rho\}\) and \(\Omega_{p+\beta} = \Omega \cap B_{p+\beta}\). Then our main theorem in the present paper is

**Theorem 0.1.** If we assume (D), then there exists a constant \(C = C(\rho) > 0\) such that the following estimates hold:

\[
(0.2) \quad \|U(t)f\|_{\bar{H}(p)} \leq C(1+t)^{-(n-1)} \|f\|_H ,
\]

\[
(0.3) \quad \|[U(t)f]_2\|_{\bar{l}_2(p)} \leq C(1+t)^{-n} \|f\|_H 
\]

for any \(t \geq 0\) and \(f \in H^p\),

where \([U(t)f]_2\) means the second component of \(U(t)f\).
Next, in the case of the isotropic elastic wave equation (i.e. \(a_{ij}=\lambda\delta_{ij}\delta_{k}\delta_{l}+\mu(\delta_{ij}\delta_{pq}+\delta_{iq}\delta_{jp}))\), we give some applications of Theorem 0.1. We assume that the Lamé constants \(\lambda\) and \(\mu\) are independent of the variables \(t\) and \(x\), and satisfy \(\lambda+\frac{2}{n}\mu>0\), \(\mu>0\). Note that the assumptions (A.1)~(A.3) hold under these assumptions of \(\lambda\) and \(\mu\). We start with the case of the Neumann boundary condition. In this case, it is well known that there is a wave called the Rayleigh surface wave which seems to propagate along the boundary. Hence, we can not expect that there is a uniform rate of local-energy decay. In fact, we have the following result as a corollary of Theorem 0.1 in the present paper and Theorem 0.2 in Kawashita [7].

**Corollary 0.2.** *In the case of the isotropic elastic wave equation with the Neumann boundary condition, the problem (0.1) does not have the uniform local-energy decay property.*

In the above, we say the problem (0.1) has the uniform local-energy decay property when for any bounded domain \(D\) and \(D_0\subset R^n\) there exists a function \(p\in C([0, \infty))\) such that \(\lim_{t\to\infty}p(t)=0\) and \(\|U(t)f\|_{H(D\cap D)}\leq p(t)\|f\|_H\) holds for any \(t\geq 0\) and \(f\in H\) with \(\text{supp} f\subset \overline{D}\cap D_0\).

Note that for the odd \(n\geq 3\) Corollary 0.2 is already obtained as Corollary 0.3 in [7]. In the case of the even \(n\geq 4\) if we assume that (0.1) has the uniform local-energy decay property, then from Theorem 0.1 it follows that the problem (0.1) has the uniform local-energy decay property of the strong type (cf. [7]). In the case of the Neumann boundary condition, however, the above statement contradicts Theorem 0.2 in [7], which means the correctness of Corollary 0.2.

The second application is to decide the uniform decay rate for the isotropic elastic wave equation with the Dirichlet condition. In this case, B. V. Kapitonov [6] shows that we have the uniform decay rate with \(p(t)=C(1+t)^{-n/2}\) if the obstacle \(R^n\setminus\Omega\) is star-shaped. Combining the result of Kapitonov [6] with Theorem 0.1, we obtain the following corollary.

**Corollary 0.3.** *In the case of the isotropic elastic wave equation with the Dirichlet boundary condition, if the obstacle \(R^n\setminus\Omega\) is star-shaped, then we have the estimates (0.2) and (0.3).*

The proof of Theorem 0.1 is based on some local-energy decay estimates for the free space solution (cf. §2) and the decay estimate stated in Proposition 4.1 in §4, that is,

\[(0.4) \quad \|P_{s,0}E \|U(t)f\|_{H(R^n)}\leq C(1+t)^{-n/2}\|f\|_H\]

for any \(t\geq 0\) and \(f\in H^p\),
where $E$ is an extension operator from $\Omega$ to $R^n$, and $P^\ast_{+,0}$ is the projection operator into the orthogonal complement of the outgoing subspace in the Hilbert space of the data for the free space problem. Using these estimates we prove Theorem 0.1 in §5.

R.B. Melrose [10] obtains the estimate (0.4) in the case of the scalar valued wave equation under the assumption that $\Omega$ is non-trapping. In [10], it seems that he intends to decompose $P^\ast_{+,0} EU(t)f$ into the energy escaping part and the part behaving like free space solution. Using this decomposition he obtains the estimate of the time $T^\ast > 0$ satisfying $||P^\ast_{+,0} EU(t)f||_{H^{<2^\ast}E} \leq 2^{-t} ||E|| ||f||_H$ for any $t \geq T^\ast$ and $f \in H^n$. On the procedure in [10], the non-trapping condition is used to show the existence of the energy escaping part. Hence, if we can show the existence of good decomposition like the above mention we can expect that the idea getting the estimate of $T^\ast$ implies the estimate (0.4). However, it does not seem easy to use the same argument as in [10] since the decomposition of $P^\ast_{+,0} EU(t)f$ in [10] is very complicated. Hence, we introduce a different decomposition to prove Proposition 4.1.

In §1, we introduce a class of the data $V_a(C)$ which is indispensable to get Proposition 4.1, and refer to some propositions in [10] which are used later. Note that the class $V_a(C)$ is originally defined by Melrose [10].

In §3, we introduce some operator which reflects the fact that the remaining energy tends to zero uniformly as $t \to \infty$ under the assumptions in Theorem 0.1 (cf. Proposition 3.1 in §3). Proposition 3.1 corresponds to the existence of the energy escaping part in [10], and the proof of Proposition 3.1 is the main part of the proof of Proposition 4.1.

In §4 we prove Proposition 4.1 by means of the decay estimates in §2 and Proposition 3.1. An essential idea is the same as in Melrose [10] stated above. However, there are some differences between our argument and that of [10]. One difference is the way of the decomposition of $P^\ast_{+,0} EU(t)f$. The form of the energy escaping part is also different. The differences give us not only simplicity in the argument to obtain Proposition 4.1 but also the clear reason why the order of the estimate (0.4) should be $-n/2$.

Finally, we note a result related with Theorem 0.1. Iwashita and Shibata [5] and Iwashita [4] show that the estimates (0.2) and (0.3) hold under the assumptions (A.1)~(A.3) and the assumption that $\Omega$ is non-trapping in the sense; for any $a > 0$ with $\partial \Omega \subset B_a$ there exists a constant $T=T(a, \Omega)>0$ such that $U(t)f(x) \in C^\infty([T, \infty) \times \Omega)$ for any $f=\nabla 0, f_2) \in H$ with $\text{supp } f \subset \Omega \cap B_a$. Thus, they have a sharper result than that of Melrose [10]. To prove the estimates (0.2) and (0.3) they intend to get an estimate of resolvent. From this estimate they obtain (0.2) and (0.3) by using the Laplace transformation. Hence, to prove Theorem 0.1 we can not use the methods in [5] and [4] since it does not seem easy to deduce the estimate of resolvent under the assumption (D). This is the
reason why we use the idea in Melrose [10] to prove Theorem 0.1 though the result in [10] is not better than that in Iwashita and Shibata [5] and Iwashita [4].

1. A class of the data $V_a(C)$

In this section, first we review the properties of the translation representation obtained by Shibata and Soga [13], which are used later. Second, we define a class of the data $V_a(C)$ which plays an important role in this paper.

Let $H_0$ be the Hilbert space of the data for the free space problem (i.e. in the case that $\Omega = \mathbb{R}^n$). We set $\{U_0(t)\}_{t \in \mathbb{R}}$ is a group of unitary operators on $H_0$ which is a solution operator of the free space problem. By the assumptions (A.1)~(A.3), we can enumerate the characteristic roots $\lambda_j(\xi) (j=1, 2, \ldots, d)$ of $A(\xi)$ in the following way: $0 < \lambda_1(\xi) < \lambda_2(\xi) < \cdots < \lambda_d(\xi)$ for any $\xi \in \mathbb{R}^n \setminus \{0\}$. We set $P_j(\xi)$ as the eigenprojector for the eigenvalue $\lambda_j(\xi)$ for each $j=1, \ldots, d$. The free space translation representation $T_0^*: H_0 \rightarrow L^2(\mathbb{R} \times S^{n-1})$ has the following representation:

$$T_0^* f(s, \omega) = \sum_{j=1}^d \lambda_j(\omega)^{1/2} P_j(\omega) \left( J_+ P_j f \right) (\lambda_j(\omega)^{1/2} s, \omega)$$

for any $f \in C_0^\infty(\mathbb{R}^n)$,

where

$$R_j f(s, \omega) = -\lambda_j(\omega)^{1/2} \partial_s \tilde{f}_j(s, \omega) + \tilde{f}_j(s, \omega) \quad (j = 1, 2, \ldots, d),$$

$$\tilde{f}_j(s, \omega) = \int_{\mathbb{R}^n} f_j(x) dS_x \quad (j = 1, 2) \quad \text{(Radon transform)},$$

and $J_+ = (-\partial_s)^{(n/2)-1} \lambda_+(D_s)$ with

$$\lambda_+(\sigma) = \begin{cases} 
\frac{1-i}{\sqrt{2}} \sigma^{1/2} & \text{(for } \sigma \geq 0), \\
\frac{1+i}{\sqrt{2}} |\sigma|^{1/2} & \text{(for } \sigma < 0)\end{cases}$$

For $\rho > 0$ (stated in §0), we define the outgoing subspace $D^\rho_+$ as

$$D^\rho_+ = U_0(C_{\min}^{-1} \rho) D^0_+$$

where $D^0_+ = \{ f \in H_0 | T_0^* f(s, \omega) = 0 \text{ in } s < 0 \} = \{ f \in H_0 | U_0(t) f = 0 \text{ in } |x| < C_{\min} t \}$ and $C_{\min} = \min_{j=1, \ldots, d} \inf_{u \in \mathbb{S}^{n-1}} \{ \lambda_j(u)^{1/2} \} > 0$. The outgoing subspace $D^\rho_+$ is the closed subspace in $H_0$ and $H$. We denote by $P^\rho_+ f$ and $P^\rho_+$ the orthogonal projectors of the closed subspaces $(D^\rho_+)^\perp$ in $H_0$ and $H$, respectively. By using the method of Seeley [12] and the estimate

(1.1) $\|v\|_{L^2(\Omega)} \leq C \|\nabla v\|_{L^2(\Omega)}$ for any $v \in C_0^\infty(\Omega)$
we can construct the linear extension operator $E: H \rightarrow H_0$ satisfying the following conditions:

\begin{equation}
E f = f \text{ in } \Omega \quad \text{for any } f \in H. 
\end{equation}

(1.2)

For any integer $l \geq 0$, $E: D(A^l) \rightarrow D(A_0^l)$ is bounded with respect to the graph norms, where $A$ and $A_0$ are the generators of $\{U(t)\}_{t \in \mathbb{R}}$ and $\{U_0(t)\}_{t \in \mathbb{R}}$ respectively.

There exists a constant $\rho_0$ ($0 < \rho_0 < \rho$) such that $\partial \Omega \subset B_{\rho_0}$ and for $\rho > \rho_0$, we have $Ef = 0$ in $|x| < \rho$ for any $f \in H$ satisfying $f = 0$ in $|x| < \rho'$.

\begin{equation}
\|Ef\|_{H(\beta)} \leq C \{\|f\|_{H(\alpha_0)} + \|f\|_{L^2(\alpha_0)}\}
\end{equation}

(1.4) for any $f \in H$.

Furthermore, we have

\begin{equation}
EP_+^s = P_{s,0} E. 
\end{equation}

(1.6)

Proof of (1.6). We note the fact that $g(x) = 0$ in $|x| < \rho$ for any $g \in D_0^s$. From (1.2) and the above fact it follows that $\langle (I-P_+^s) f, g \rangle_{H_0} = \langle EP_+^s f, g \rangle_{H_0} = \langle P_+^s f, (I-P_+^s) g \rangle_{H_0} = 0$, where $\langle , \rangle_{H_0}$ and $\langle , \rangle_H$ mean the inner products of $H_0$ and $H$, respectively. Thus, we have $(I-P_+^s) f = 0$ in $|x| < \rho$, by (1.2) and (1.4) we have $E(I-P_+^s) f = (I-P_+^s) f$ in $H_0$, which implies that $P_{s,0} EP_+^s = 0$. This completes the proof of (1.6).

Now, we define a class of the data $V_\alpha(C)$, which is originally introduced by Melrose [10].

\begin{definition}
For any $\alpha > 0$ and $C > 0$, we say that $f \in V_\alpha(C)$ if and only if the element $f \in H$ satisfies

\begin{equation}
(T_0^t E U(t, f) (s, \omega)) \in C^\infty((-\infty, -C_{\min}(\rho + 2)), L^2(S^{n-1}))
\end{equation}

(7.7) for any $t \geq 0$

and the following estimate

\begin{equation}
\|\partial_t^l T_0^t E U(t, f) (s, \cdot)\|_{L^2(S^{n-1})} \leq C |s|^{-s-l} \|f\|_H
\end{equation}

for any $t \geq 0$, $s < -C_{\min}(\rho + 2)$ and $l = 0, 1, \cdots, \frac{n}{2} + 1$.

Remark. Our definition of $V_\alpha(C)$ is slightly different from the one in Melrose [10].

The following estimate obtained by Melrose [10] is a key result to know
the uniform decay rate.

**Lemma 1.2.** For any \( f \in H \) and \( t \geq 0 \), we have

\[
(T_0 E (t) - U_0(t) E) f(s, \cdot) \in C^{\infty}((-\infty, -C_{\min}^{-1}(\rho+2)), L^2(S^{s-1})),
\]

and for any integer \( l \geq 0 \) there exists a constant \( C_l > 0 \) such that

\[
||| (\partial_t^l T_0 (E U(t) - U_0(t) E) f)(s, \cdot)|||_{L^2(S^{s-1})} \leq C_l \int_{-C_{\max}^{-1}}^{t-C_{\max}^{-1}} |t-s|^{-\frac{(s+1)}{2} - l} e_f(r)^{\frac{r}{2}} \, dr
\]

for any \( f \in H \), \( t \geq 0 \) and \( s < -C_{\min}^{-1}(\rho+2) \),

where \( C_{\max} = \max \sup_{j=1,2,\ldots} \lambda_j(\omega) > 0 \) is the propagation speed of (0.1) and \( e_f(r) = || f \|^2 \) for \( r > 0 \), \( e_f(0) = e_f(0) \) for \( r < 0 \).

We can prove Lemma 1.2 by using the argument in Lemma 4.5 of Melrose [10]. Hence, we omit the proof of Lemma 1.2.

For a data \( f \in H^p \), it follows that \( \text{supp } R_j E f \subset (-\rho, \rho) \times S^{s-1} \) and \( || R_j E f ||_{L^2(R \times S^{s-1})} \leq C \rho^{\frac{(s-1)}{2}} || f ||_H \), where \( C > 0 \) is a fixed constant. Thus, noting that in the region \( s < -(\rho+2) \) the mapping \( J_+ \) is a convolution operator with a homogeneous kernel of order \( -(n+1)/2 \), we have

\[
||| (\partial_t^l T_0 U_0(t) E) f)(s, \cdot)|||_{L^2(S^{s-1})} \leq C_l |s-t|^{-\frac{(s+1)}{2} - l} || f ||_H
\]

for any \( t \geq 0 \), \( s < -C_{\min}^{-1}(\rho+2) \) and \( f \in H^p \),

where \( C_l = C_l(\rho) > 0 \) is a fixed constant. Combining (1.7) with Lemma 1.2, we get the following corollary.

**Corollary 1.3.**

(1.8) There is a constant \( C = C(\rho) > 0 \) such that \( H^p \subset V_{(n-1)/2}(C) \).

(1.9) For any \( \beta > 2 \) and \( C_0 > 0 \), there exists a constant \( C = C(\rho, \beta, C_0) > 0 \) such that

\[
W_\beta(C_0) \cap H^p \subset V_{(n+1)/2}(C),
\]

where \( W_\beta(C_0) = \{ f \in H | e_f(t) \leq C_0(1+t)^{-\beta} || f ||_H^2 \text{ for any } t \geq 0 \} \).

(1.10) For any constant \( C_0 > 0 \), there exists a constant

\[
C = C(\rho, C_0) > 0 \text{ such that } W_2(C_0) \cap H^p \subset V_{n/2}(C).
\]

(cf. see Melrose [10]).

2. Uniform decay estimates for the free space solutions

In this section, we give some uniform decay estimates for the free space
solutions, which are some parts of the basic tools to prove the main theorem.

To start with, we set up a class of mappings to unify treatments for the
deduction of the decay estimates used in the following sections.

**Definition 2.1.** For any $C_0 > 0$, $\alpha > 0$ and a subset $G \subset H$, we say that a
mapping $F: G \to H$ belongs to $\Lambda(C_0, \alpha; G)$ if and only if the following conditions
are satisfied:

\[(2.1) \quad ||Ff||_H \leq C_0 ||f||_H \quad \text{for any } f \in G ,\]

\[(2.2) \quad (T^s_0 Ff)(s, \cdot) \in C^\omega((-\infty, -C_{\min}^{-1}(\rho+2)), L^2(S^{n-1})) \quad \text{for any } f \in G ,\]

\[(2.3) \quad ||(\partial_t^l T^s_0 Ff)(s, \cdot)||_{L^2(S^{n-1})} \leq C_0 |s|^{-\sigma-l} ||f||_H \quad \text{for any } f \in G , s < -C_{\min}^{-1}(\rho+2) \text{ and } l = 0, 1, \ldots, n+1 .\]

We have the following

**Proposition 2.2.** For any $C_0 > 0$, $\alpha > 1/2$ and any subset $G \subset H$, there exists
a constant $C = C(\rho, \alpha, C_0, G) > 0$ such that

\[||P^{\rho,0} U_0(t) Ff||_H \leq C(1+t)^{-\frac{\alpha-1}{\alpha}} ||f||_H \quad \text{holds for any } t \geq 0 , F \in \Lambda(C_0, \alpha; G) \text{ and } f \in G .\]

**Proof of Proposition 2.2.** Noting that the definition of $P^{\rho,0}$ and
$||T^s_0 g||_{L^2(R \times S^{n-1})} = 4(2\pi)^{n-1} ||g||_{L^2(H_0)}$ (cf. [13]), we have

\[||P^{\rho,0} U_0(t) Ff||_H^2 = 4^{-1}(2\pi)^{-\frac{n-1}{2}} \int_{-\infty}^{C_{\min}^{-1} t} \| (T^s_0 Ff)(s, \cdot) \|_{L^2(S^{n-1})}^2 ds .\]

Thus, combining the above equality with (2.3), we get

\[||P^{\rho,0} U_0(t) Ff||_H^2 \leq 4^{-1}(2\pi)^{-\frac{n-1}{2}} \frac{C_0^2}{2\alpha-1} (t-C_{\min}^{-1}(\rho+1)^{-\frac{2\alpha-1}{\alpha}} ||f||_H^2 \quad \text{for any } t > 2C_{\min}^{-1}(\rho+1) \text{ and } f \in G ,\]

which implies Proposition 2.2 if we note that by the estimate (2.1) $||P^{\rho,0} U_0(t) Ff||_H \leq C_0 ||f||_H$ holds for all $t \geq 0$ and $f \in G$.

Furthermore, we need the following estimate:

**Proposition 2.3.** For any $C_0 > 0$, $\alpha > 1/2$, $\rho' \geq \rho$ and any subset $G \subset H$, there
exists a constant $C = C(\rho', \alpha, C_0, G) > 0$ such that

\[||U_0(t) Ff||_H \leq C \frac{2(\rho-ho')}{2\alpha-1} (t-C_{\min}^{-1}(\rho+1)^{-\frac{2\alpha-1}{\alpha}} ||f||_H \quad \text{holds for all } t \geq 0 \text{ and } f \in G .\]

Furthermore, we need the following estimate:
(2.5) \[\| [U_0(t) F f]_1 \|_{L^2(\partial \Omega')} \leq C(1 + t)^{-(s-3/2)-n} \| f \|_H \]
for any \(t \geq 0, F \in \Lambda(C_0, \alpha; G)\) and \(f \in G\),

where \([U_0(t) F f]_1\) means the first component of \(U_0(t) F f\).

Proof of Proposition 2.3. Noting that for any \(g \in D(A_0^{\varphi})\), we have

\[ [U_0(t)g]_1(x) = -2^{-1}(2\pi)^{1-n} \int_{s=1}^{d} \sum_{\nu, \mu} \lambda_\nu (\omega)^{-n/4} P_\nu (\omega) (\partial_\nu s \tilde{T}_0^{-} g) (\lambda_\nu (\omega)^{-1/2} x \cdot \omega - t, \omega) \, d\omega , \]

\[ [U_0(t)g]_2(x) = 2^{-1}(2\pi)^{1-n} \int_{s=1}^{d} \sum_{\nu, \mu} \lambda_\nu (\omega)^{-n/4} P_\nu (\omega) (s \tilde{T}_0^{+} g) (\lambda_\nu (\omega)^{-1/2} x \cdot \omega - t, \omega) \, d\omega \]

cf. Theorem 2.1 of Shibata and Soga [13]. These imply that there is a constant \(c_1 > 0\) such that

\[ \| U_0(t) g \|_{H(\partial \Omega')} \leq C_1 \rho^{-n/2} \left\{ \int_{-\infty}^{s=1} \left( \sum_{\nu, \mu} \lambda_\nu (\omega)^{-n/4} P_\nu (\omega) (\partial_\nu s \tilde{T}_0^{-} g) (\lambda_\nu (\omega)^{-1/2} x \cdot \omega - t, \omega) \right)^2 \, d\omega \right\}^{1/2} \]

for any \(g \in D(A_0^{\varphi})\).

Take \(\varphi \in C_0(R)\) satisfying \(\text{supp } \varphi \subset (-1, 1)\) and \(\int_{-\infty}^{s=1} \varphi(t) \, ds = 1\). For any \(\varepsilon > 0, F \in \Lambda(C_0, \alpha; G)\), and \(f \in G\), we set

\[ g_\varepsilon = (T_0^-)^{-1} [\varphi \ast T_0^- F f] \in D(A_0^{\varphi}) , \]

where \(\varphi_\varepsilon = \varepsilon^{-1} \varphi(\varepsilon^{-1} s)\). Then, for \(s < -C_0^{-1}(\rho + 2) - \varepsilon\) and \(l = 0, 1, \ldots, n/2 + 1\), we have

\[ \| (\partial_\nu s \tilde{T}_0^{-} g_\varepsilon) (s, \cdot) \|_{L^2(s\ast-1)} \]

\[ = \int_{-\infty}^{s=1} \left\{ \int_{s}^{s'} \varphi_\varepsilon(s') \left( \partial_\nu s \tilde{T}_0^{-} F f \right) (s-s', \omega) \, ds' \, d\omega \right\}^{1/2} \]

\[ \leq \int_{s=1}^{s'} \varphi_\varepsilon(s') \| (\partial_\nu s \tilde{T}_0^{-} F f) (s-s', \cdot) \|_{L^2(s\ast-1)} \, ds' , \]

which implies

\[ (2.6) \quad \| (\partial_\nu s \tilde{T}_0^{-} g_\varepsilon) (s, \cdot) \|_{L^2(s\ast-1)} \leq C_0 |s + \varepsilon|^{-\alpha/2} \| f \|_H \]

for \(l = 0, 1, \ldots, n/2 + 1, s < -C_0^{-1}(\rho + 2) - \varepsilon\) and \(f \in G\).

Since \(\tilde{f}_i(\sigma) = (i \sigma)^{it} \chi_+ (\sigma)\), where \(\chi_+ (\tau) = \tau^{-1/2}\) for \(\tau \geq 0, \chi_+ (\tau) = 0\) for \(\tau < 0\) (cf. §1 in Soga [14]), for \(k \in C_0(R \times s\ast-1)\), \(f_k^s k\) is represented as

\[ f_k^s k(s, \omega) = \frac{1}{\sqrt{\pi}} \int_{s}^{s'} (s-s')^{1/2} (\partial_\nu s \tilde{T}_0^{-} k) (s \cdot \omega) \, ds' , \]
which yields

\[(2.7) \quad \| f^k k(s, \cdot) \|_{Z^2_S (S^{n-1})} \leq \frac{1}{\sqrt{\pi}} \int_0^\infty s'^{-1/2} \| (\partial_s^{1/2} k)(s-s', \cdot) \|_{Z^2_S (S^{n-1})} ds'
\]

for all \( k \in C_0^\infty (R, L^2(S^{n-1})) \) by using the density argument.

Now, we take \( \Phi \in C_0^\infty (R) \) satisfying \( 0 \leq \Phi \leq 1 \) in \( R \), \( \Phi(s) = 1 \) in \( |s| < 1 \), and \( \Phi(s) = 0 \) in \( |s| > 2 \). For any \( R > 0 \), we set

\[ g_{s, R} = (T_0^s)^{-1} [ \Phi_R(s) (\varphi_R \ast T_0^s f f)(s, \omega) ] \in H_0, \]

where \( \Phi_R(s) = \Phi(R^{-1} s) \). Since \( T_0^s g_{s, R} \in C_0^\infty (R, L^2(S^{n-1})) \), from (2.6) and (2.7) we have

\[ \| (f^s \ast T_0^s g_{s, R})(s, \cdot) \|_{Z^2_S (S^{n-1})} \leq \frac{C_0}{\sqrt{\pi}} \| f \|_H \sum_{i=0}^{n/2} M_i R^{-(n/2)+i} I_i(s) \]

for all \( s < -C_{\min}^{-1}(\rho+2)-\varepsilon \) and \( R > 0 \),

where \( M_i = (\epsilon^{n/2}) \max_{s \in R} |(\partial_s^{(n/2)-1} \Phi)(s)| > 0 \) and

\[ I_i(s) = \int_0^\infty s'^{-1/2} |s-s'+\varepsilon|^{-\alpha-1} ds'. \]

Note that for \( s < -C_{\min}^{-1}(\rho+2)-\varepsilon \) and \( l = 0, 1, \ldots, n/2 \),

\[ I_i(s) = \int_0^{-s} s'^{-1/2} |s-s'+\varepsilon|^{-\alpha-1} ds' + \int_{-s}^0 s'^{-1/2} |s-s'+\varepsilon|^{-\alpha-1} ds' \]

\[ \leq 2 |s|^{1/2} \max_{0 \leq s' \leq -s} |s-s'+\varepsilon|^{-\alpha-1} + \int_{-s}^0 s'^{-(n/2)-\alpha-1} ds' \]

\[ \leq \frac{4\alpha}{2\alpha-1} (1 + \varepsilon C_2(\alpha, \rho)) |s+\varepsilon|^{-\alpha+1/2-1}, \]

where \( C_2(\alpha, \rho) > 0 \) is independent of \( \varepsilon > 0 \). Hence, it follows that

\[ \| U_0(t) g_{s, R} \|_{H^r (B^2)} \leq \frac{4C_0 C_1 \alpha \rho^{1/2}}{\sqrt{\pi}} (1 + \varepsilon C_2(\alpha, \rho)) \sqrt{2} C_{\min}^{-1} \rho^{1} \| f \|_H \]

\[ \sum_{i=0}^{n/2} M_i R^{-(n/2)+i} (t-C_{\min}^{-1} \rho^{-\alpha-1}) \]

for any \( t > C_{\min}^{-1}(\rho+2)+\varepsilon, \varepsilon > 0 \) and \( R > 0 \).

Then, we get (2.4) if we note that \( U_0(t) g_{s, R} \to U_0(t) g_s \) as \( R \to \infty \) in \( H_0 \), \( U_0(t) g_s \to U_0(t) f f \) as \( \varepsilon \to 0 \) in \( H_0 \) and \( \| U_0(t) f f \|_{H_0} \leq C_0 \| f \|_H \) for any \( t \geq 0 \) and \( f \in G \).

As for (2.5), we note that

\[ \| [U_0(t) f] g \|_{Z^2_S (S^{n-1})} \]

\[ \leq C_1' \rho^{(n-1)/2} \int_{C_{\min}^{-1}\rho^{-1}}^{C_{\min}^{-1}\rho^{-1}-t} \| (\partial_s^{1/2} f^s \ast T_0^s g)(s, \cdot) \|_{Z^2_S (S^{n-1})} ds \]

\[ \int_{C_{\min}^{-1}\rho^{-1}}^{C_{\min}^{-1}\rho^{-1}-t} \]
for any $g \in D(A^\alpha_0)$, where $C > 0$ is a fixed constant. From the estimate (1.1) and the assumption (A.2), we have $\lim_{j \to \infty} ||g^{(j)}||_{L^2(B^p)} = ||g||_{L^2(B^p)}$ for any sequence $g^{(j)} \in H_0$ with $\lim_{j \to \infty} g^{(j)} = g$ in $H_0$. Hence, the same argument as for (2.4) yields the estimate (2.5), which completes the proof of Proposition 2.3.

Now, we give some applications of Propositions 2.2 and 2.3, which are used in the following sections.

**Corollary 2.4.** For any $C_0 > 0$ and $\alpha > 1/2$, there exists a constant $C = C(\rho, \alpha, C_0) > 0$ such that

$$
\left| | P^*_{\rho, 0} U(t) t U(t') f \right|_{H_0} \leq C (1 + t)^{-((\alpha + 1/2) - \alpha/2)} ||f||_{H_0},
$$

$$
||U(t) t U(t') f ||_{L^2(B^p)} \leq C (1 + t)^{-((\alpha + 1/2) - \alpha/2)} ||f||_{H_0},
$$

$$
||[U_0(t) t U(t') f] ||_{L^2(B^p)} \leq C (1 + t)^{-((\alpha + 1/2) - \alpha/2)} ||f||_{H_0},
$$

for any $t' \geq 0$, $t \geq 0$ and $f \in V^*_\alpha(C_0)$.

Proof of Corollary 2.4. By the definition of $V^*_\alpha(C_0)$, we have

$$
EU(t') \in \Lambda(C_0, \alpha; V^*_\alpha(C_0)) \text{ for any } t' \geq 0,
$$

where $C_0' = \max \{ C_0, ||E|| \}$. Thus, from Propositions 2.2 and 2.3, we have Corollary 2.4.

**Corollary 2.5.** For any $C_0 > 0$ and $\alpha > 1/2$, there exists a constant $C = C(\rho, \alpha, C_0) > 0$ satisfying

$$
(2.8)
$$

$$
EU(t') \in \Lambda(C_0, \alpha; V^*_\alpha(C_0)) \text{ for any } t' \geq 0,
$$

where $C_0' = \max \{ C_0, ||E|| \}$. Thus, from Propositions 2.2 and 2.3, we have Corollary 2.4.

Proof of Corollary 2.5. The representation of $U_0(t) g$ with $g \in D(A^\alpha_0)$ yields

$$
\left| | \left( \frac{d}{dt} U_0 (t) g \right) \right|_{H(\rho)} \leq C_3 \rho^{-((\alpha - 1)/2)} \int \left( \frac{f_{\rho_1}^* T_{\rho_1} g}{s_{\rho_1}^*} \right) (s, \cdot) ||(\partial^* s_{\rho_1}^* T_{\rho_1} g) (s, \cdot)||_{L^2(B^p)} ds \right)^{1/2},
$$

$$
||\left( \frac{d}{dt} U_0 (t) g \right) ||_{L^2(B^p)} \leq C_3 \rho^{-((\alpha - 1)/2)} \int \left( \frac{f_{\rho_1}^* T_{\rho_1} g}{s_{\rho_1}^*} \right) (s, \cdot) ||(\partial^* s_{\rho_1}^* T_{\rho_1} g) (s, \cdot)||_{L^2(B^p)} ds \right)^{1/2},
$$

where $C_3 > 0$ is independent of $g \in D(A^\alpha_0)$ and $t \geq 0$. Hence, noting (2.8), we obtain Corollary 2.5 by the same argument as for Proposition 2.3.
3. The operator $X(t, t')$

In the case of the odd $n \geq 3$, Lax, Morawetz and Phillips [8] introduce the semigroup $\{Z(t)\}$ defined as $Z(t) = P^+_t U(t) P^-$. In [8], the property $\lim_{t \to \infty} ||Z(t)||_{L(H, H)} = 0$ derived by the assumption (D) plays a crucial role to show that there is an exponential rate of the local-energy decay. We can say that the decaying property of $\{Z(t)\}$ ensures the existence of the energy escaping part. In the even dimensional case, however, the operator $Z(t)$ is not connected with the rate of the local-energy decay. Thus, we have to make another operator $X(t, t')$ which show the existence of the energy escaping part in the case of the even $n \geq 4$. This is the purpose in this section.

First, we fix a constant $0 < \rho_0' < \rho_0$ with $\partial \Omega \subset B_{\rho_0'}$ and take $\psi \in C^\infty(\mathbb{R}^n)$ satisfying $0 \leq \psi \leq 1$ in $\mathbb{R}^n$, $\psi = 1$ in $|x| > \rho_0$, $\psi = 0$ in $|x| < \rho_0'$, where $\rho_0 > 0$ is in (1.4). For any $t, t' \geq 0$, we define the operator $X(t, t') : H \to H_0$ as

$$X(t, t') = P^+_t U(t) (U(t') - \gamma U_0(t') E).$$

Then we have the main result of this section which is a basic tool to prove Theorem 0.1.

Proposition 3.1. Under the assumptions that are in Theorem 0.1, we have

$$\lim_{t \to \infty} ||X(t, t')||_{L(H, H_0)} = 0 \quad \text{uniformly in } t' \geq 0.$$

To prove Proposition 3.1, we need the following extension operator.

Lemma 3.2. There exists a bounded linear operator $\tilde{E} : H \to H_0$ satisfying

(3.1) $\tilde{E} f = f$ in $|x| > \rho_0$,

(3.2) there is a constant $C_1 > 0$ such that

$$||\tilde{E} f||_{H(\rho')} \leq C_1 ||f||_{H(\rho)}$$

for all $f \in H$, $\rho' \geq \rho_0$, where $\Omega_{\rho'} = \Omega \cap B_{\rho'}$,

(3.3) $\tilde{E} : D(A') \to D(A'_0)$ is bounded with respect to the graph norm,

(3.4) $\tilde{E} P^+_t = P^+_{t, 0} \tilde{E}$.

Proof of Lemma 3.2. Note that it is sufficient to construct a linear operator $E^{(3)} : C_0^\infty(\Omega) \to C_0^\infty(\mathbb{R}^n)$ satisfying

(3.5) $E^{(3)} u = u$ in $|x| > \rho_0$,

(3.6) $||\partial^\alpha_x E^{(3)} u||_{L^2(\mathbb{R}^n)} \leq C \sum_{1 \leq |\alpha| \leq 1} ||\partial^\alpha_x u||_{L^2(\Omega)}$

for any $u \in C_0^\infty(\Omega)$ and $|\alpha| \geq 1$. 
(3.7) \[ \|\|E^{(1)} u\|\|_{B^p'} \leq C \|\|u\|\|_{A_0} \]

for any \( u \in C_0^\infty(\Omega) \), \( p' \geq p_0 \),

where \( C > 0 \) is independnet of \( p' \geq p_0 \) and

\[ \|\|u\|\|_0^2 = \frac{1}{2} \int_\Omega \sum_{i,j=1}^n a_{ij} \partial_{x_i} u(x) \partial_{x_j} u(x) \, dx . \]

Because, employing the extension operator \( E^{(2)}: C_0^\infty(\Omega) \rightarrow C_0^\infty(R^n) \) obtained by Seeley \[12\], we define \( \tilde{E} \) as \( \tilde{E} f = (E^{(1)} f_1, E^{(2)} f_2) \), and then we can check that \( \tilde{E} \) possesses the properties (3.1)~(3.3). The equality (3.4) is guaranteed by the same argument as for (1.6).

Now, we construct \( E^{(3)} \) by the same methods as in Ito \[3\]. For \( u \in C_0^\infty(\Omega) \), we define \( b_{ij}(u) \) and \( a_i(u) \) as

\[ b_{ij}(u) = \frac{1}{2 |\Omega_{p_0}|} \int_{\Omega_{p_0}} \{ \partial_{x_i} u(x) - \partial_{x_j} u(x) \} \, dx , \]
\[ a_i(u) = \frac{1}{|\Omega_{p_0}|} \int_{\Omega_{p_0}} (u(x) - \sum_{j=1}^n b_{ij}(u) x_j) \, dx , \]

where \( |\Omega_{p_0}| \) is the volume of \( \Omega_{p_0} \). Set

\[ (E^{(1)} u(x))_i = \psi(x) v_i(x) + (a_i(u) + \sum_{j=1}^n b_{ij}(u) x_j) \quad (i = 1, 2, \ldots, n) , \]

where \( v_i(x) = u_i(x) - (a_i(u) + \sum_{j=1}^n b_{ij}(u) x_j) \). Then \( E^{(1)} \) is linear, and (3.5) and (3.6) are obvious.

Noting that \( b_{ij}(u) \) is skew symmetric and the assumption (A.1), we have

(3.8) \[ \|\|E^{(1)} u\|\|_{B^p'} = \|\|v\|\|_{B^p'} , \]

where \( v = (v_1, v_2, \ldots, v_n) \). Hence, the assumption (A.1) implies that

\[ \|\|E^{(1)} u\|\|_{B^p'} = \frac{1}{2} \int_{\Omega_{p_0}} \langle E(x) + \tilde{E}(x), E(x) + \tilde{E}(x) \rangle \, dx , \]

where \( E(x) = (E_{ij}(x)) \), \( E_{ij}(x) = \psi(x) (\partial_{x_i} v_j(x) + \partial_{x_j} v_i(x))/2 \), \( \tilde{E}(x) = (\tilde{E}_{ij}(x)) \), \( \tilde{E}_{ij}(x) = \langle (\partial_{x_i} \psi)(x) v_j(x) + (\partial_{x_j} \psi)(x) v_i(x) \rangle/2 \), and

\[ \langle E, \tilde{E} \rangle = \sum_{i,j,i',j'=1}^n a_{ij} \tilde{E}_{ij} \tilde{E}_{i'j'} . \]

Since the assumptions (A.1) and (A.2) yield that \( < , > \) is an inner product in the space of the symmetric \( n \times n \)-matrix, we obtain

(3.9) \[ \|\|E^{(1)} u\|\|_{B^p'}^2 \leq \int_{\Omega_{p_0}} \{ \langle E(x), E(x) \rangle + \langle \tilde{E}(x), \tilde{E}(x) \rangle \} \, dx \]
\[ \leq \|\|v\|\|_{B^p'}^2 + C_2 \|\|v\|\|_{B^p}^2 |\Omega_{p_0}| , \]

where \( C_2 = \max \{ \sum_{i,j,i'j'=1}^n a_{ij} \tilde{E}_{ij} \tilde{E}_{i'j'} \} \).
Since we have \( \int_{\Omega_{\rho_0}} v(x) \, dx = 0 \) and \( \int_{\Omega_{\rho_0}} \{ \partial_{x_i} v_j(x) - \partial_{x_j} v_i(x) \} \, dx = 0 \) for \( i, j = 1, 2, \ldots, n \), Poincaré's inequality, Korn's second inequality, (cf. Ito [3] or Duvaut and Lions [2]) and the assumption (A.2) imply that

\[
\|v\|_{L^2(\Omega_{\rho_0})} \leq C(\rho_0) \|\nabla v\|_{L^2(\Omega_{\rho_0})} \leq C'(\rho_0) \|v\|_{\Omega_{\rho_0}}.
\]

Combining the above estimate with (3.9), we have

\[
\|\mathcal{E}(t) u\|_{H^1} \leq (1 + C_2 C'(\rho_0)) \|v\|_{\Omega_{\rho_0}}.
\]

Thus the estimate (3.7) follows from \( \|\mathcal{E}\|_{\Omega_{\rho_0}} = \|u\|_{\Omega_{\rho_0}} \) which is guaranteed by the same reason as for (3.8). This completes the proof of Lemma 3.2.

Next, we give the following estimate which is indispensable to prove Proposition 3.1.

(3.10)

\[
\|X(t, t') f\|_{H_0} \leq C \sum_{j=1}^{\infty} \|V(t - \frac{r_j}{C_{\min}}, t') f\|_{H(\Omega_{\rho_0}, \Omega_{\rho_0})} + \|P_{\rho_0}\, E_{U_0}(\frac{rN}{C_{\min}}) \, \hat{E} \left( t - \frac{rN}{C_{\min}}, t' \right) f\|_{H_0}
\]

for any \( t \geq rN/C_{\min}, t' \geq 0, f \in H \), and \( N \geq 1 \) integer, where

\[
V(t, t') = U(t) \, (U(t') - \Psi U_0(t') \, E).
\]

In the above, we set \( r = 2^{-1} C_{\min} C_{\max}^{-1} \beta \), where \( \beta > 0 \) is the same constant as in the assumption (D).

Proof of (3.10). We denote by \( \widetilde{H} \) the Hilbert space of the data with the Neumann boundary condition and define an operator \( M: H \to \widetilde{H} \) as

\[
M = U \left( \frac{r}{C_{\min}} \right) - U_0 \left( \frac{r}{C_{\min}} \right) \hat{E}.
\]

The operator \( M \) is well-defined because \( H \) is a closed subspace of \( \widetilde{H} \) and the restriction operator \( H_0 \equiv \{ f \mapsto f |_{\Omega} \in \widetilde{H} \} \) is well-defined and bounded. Since the propagation speed is less than \( C_{\max} \), by the estimate (3.2) we obtain \( Mf = 0 \) in \( |x| > \rho + (\beta/2) \) for any \( f \in H \) and

(3.11)

\[
\|Mf\|_{\widetilde{H}} \leq C_3 \|f\|_{H(\Omega_{\rho_0}, \Omega_{\rho_0})} \quad \text{for any} \quad f \in H.
\]

Now, by induction we start to prove that the estimate (3.10) holds with the constant \( C = \|E\| \max \{C_3, C_1(C_1+C_3+1) \} > 0 \), where \( C_1 > 0 \) (resp. \( C_3 > 0 \)) is the same constant as in (3.2) (resp. (3.11)).

For the case of \( N=1 \), we decompose the operator \( X(t, t') \) in the following way:
DECAY RATE OF LOCAL ENERGY

\[ X(t, t') = P_{x,0}^* EMV \left( t - \frac{r}{C_{\min}}, t \right) \]
\[ + P_{a,0}^* EU_0 \left( \frac{r}{C_{\min}} \right) \tilde{E}V \left( t - \frac{r}{C_{\min}}, t \right) , \]

where we note that \( E \) is able to be defined on \( \tilde{H} \) and has the same properties as (1.2), (1.4) and (1.5). Combining the above equality with the estimate (3.11), we obtain (3.10) for \( N=1 \) with the constant \( C = \|E\| \max \{C_3, C_1(C_1+C_3+1)\} \).

Next, assuming that (3.10) is true for an integer \( N \geq 1 \), we show the estimate (3.10) for \( N+1 \). First, we decompose \( \tilde{E}V \left( t - \frac{rN}{C_{\min}}, t' \right) \) as

\[ \tilde{E}V \left( t - \frac{rN}{C_{\min}}, t' \right) = \tilde{E}MV \left( t - \frac{r(N+1)}{C_{\min}}, t' \right) \]
\[ + (\tilde{E}U_0 \left( \frac{r}{C_{\min}} \right) - U_0 \left( \frac{r}{C_{\min}} \right) ) \tilde{E}V \left( t - \frac{r(N+1)}{C_{\min}}, t' \right) \]
\[ + U_0 \left( \frac{r}{C_{\min}} \right) \tilde{E}V \left( t - \frac{r(N+1)}{C_{\min}}, t' \right). \]

From the property (3.1) and the estimate (3.2), it follows that

\[ \| (\tilde{E}U_0 \left( \frac{r}{C_{\min}} \right) - U_0 \left( \frac{r}{C_{\min}} \right) ) \tilde{E}g \|_{\mathcal{H}_0} \leq (C_1+1) \| U_0 \left( \frac{r}{C_{\min}} \right) \tilde{E}g \|_{\mathcal{H}(\mathcal{H}_{\mathcal{P}})}, \]

which yields

\[ \| (\tilde{E}U_0 \left( \frac{r}{C_{\min}} \right) - U_0 \left( \frac{r}{C_{\min}} \right) ) \tilde{E}g \|_{\mathcal{H}_0} \leq C_1(C_1+1) \| g \|_{\mathcal{H}(\mathcal{H}_{\mathcal{P}})}, \]

because of (3.2) and the fact that the propagation speed is less than \( C_{\max} \). Hence, the estimates (3.11), (3.13) and the decomposition (3.12) imply that

\[ \| P_{a,0}^* EU_0 \left( \frac{rN}{C_{\min}} \right) \tilde{E}V \left( t - \frac{rN}{C_{\min}}, t' \right) f \|_{\mathcal{H}_0} \]
\[ \leq \| E \| \{C_1 C_3+C_1(C_1+1)\} \| V \left( t - \frac{r(N+1)}{C_{\min}}, t' \right) f \|_{\mathcal{H}(\mathcal{H}_{\mathcal{P}}+\mathcal{H}_{\mathcal{P}})} \]
\[ + \| P_{a,0}^* EU_0 \left( \frac{r(N+1)}{C_{\min}} \right) \tilde{E}V \left( t - \frac{r(N+1)}{C_{\min}}, t' \right) f \|_{\mathcal{H}_0} \]

for any \( t \geq \frac{r(N+1)}{C_{\min}}, t' \geq 0 \) and \( f \in \mathcal{H} \).

Combining the above estimate with the assumption of the induction yields (3.10) for \( N+1 \) with the constant \( C = \|E\| \max \{C_3, C_1(C_1+C_3+1)\} > 0 \). This completes the proof of (3.10) for each integer \( N \geq 1 \).

Now, we prove Proposition 3.1. First, note that we have the following esti-
Lemma 3.3. Under the same assumption that in Proposition 3.1, there is a function \( q \in C([0, \infty)) \) such that \( \lim_{t \to \infty} q(t) = 0 \) and

\[
\|V(t, t')f\|_H \leq q(t) \|f\|_H
\]

for any \( t, t' \geq 0 \) and \( f \in H \).

We postpone the proof of Lemma 3.3, which will be given in the last part of this section.

By means of Lemma 3.3 and (3.10), we can get Proposition 3.1 if we show that there is a constant \( C > 0 \) such that

\[
\|P_{\ast, 0} E U_0(t) \tilde{E} V(t, t')\|_{L(H, H)} \leq C(1 + s)^{-\frac{n}{2} + 1}
\]

for any \( t, t', s \geq 0 \).

Noting that \( P_{\ast, 0} E (I - P_{\ast, 0}) g = 0 \) for any \( g \in H_0 \), we have \( P_{\ast, 0} E U_0(s) \tilde{E} V(t, t') = P_{\ast, 0} E P_{\ast, 0} U_0(s) \tilde{E} V(t, t') \). Thus, by means of Proposition 2.2, to obtain (3.14) it is sufficient to prove that there exists a constant \( C_0 > 0 \) satisfying

\[
\tilde{E} V(t, t') \in \Lambda \left( C_0, \frac{n-1}{2}; H \right)
\]

for any \( t, t' \geq 0 \).

First, we write \( \tilde{E} V(t, t')f \) as follows:

\[
\tilde{E} V(t, t')f = k_1(t, t'; f) + k_2(t, t'; f),
\]

where

\[
k_1(t, t'; f) = (\tilde{E} - E) U(t) (U(t') - \psi U_0(t')) E f
\]

and

\[
k_2(t, t'; f) = (EU(t+t') - U_0(t+t') E f
\]

Thus, by means of Proposition 2.2, to obtain (3.14) it is sufficient to prove that there exists a constant \( C_0 > 0 \) satisfying

\[
\tilde{E} V(t, t') \in \Lambda \left( C_0, \frac{n-1}{2}; H \right)
\]

for any \( t, t' \geq 0 \).

First, we write \( \tilde{E} V(t, t')f \) as follows:

\[
\tilde{E} V(t, t')f = k_1(t, t'; f) + k_2(t, t'; f),
\]

where

\[
k_1(t, t'; f) = (\tilde{E} - E) U(t) (U(t') - \psi U_0(t')) E f
\]

and

\[
k_2(t, t'; f) = (EU(t+t') - U_0(t+t') E f
\]

Since \( \text{supp} (g - \psi g) \subset B_g \) for any \( g \in H_0 \) and \( \text{supp} ((\tilde{E} - E) g) \subset B_g \) for any \( g \in H \), the same argument as for the estimate (1.7) implies that

\[
||(\partial_s^l T_0^t k_1(t, t'; f)) (s, \cdot)||_{L^2(s^{-1}; \mathbb{R})} \leq C |s|^{-\frac{n}{2} + 1} ||f||_{H_0}
\]

for any \( s < -C_{\min}(\rho + 2) \), \( t, t' \geq 0, f \in H \), and \( l = 0, 1, \cdots, \frac{n}{2} + 1 \).

Combining the estimate \( e_p(t) = ||P_{\ast, 0} E U(t) f||_{H_0} \leq ||E||^p ||f||_{H}^2 \) with the estimate in Lemma 1.2, we have

\[
||(\partial_s^l T_0^t k_2(t, t'; f)) (s, \cdot)||_{L^2(s^{-1}; \mathbb{R})} \leq C |s|^{-\frac{n}{2} + 1} ||f||_{H_0}
\]

for any \( s < -C_{\min}(\rho + 2) \), \( t, t' \geq 0, f \in H \), and \( l = 0, 1, \cdots, \frac{n}{2} + 1 \).
From (3.16), (3.17) and (3.18), it follows that
\[
\|e^{i(t-s)\Omega}(s,*)\|_{L^2(\mathbb{R}^n)} \leq C |s|^{-(\alpha-1)/2} |f|_H
\]
for any \( s < -C^{-1}_n \rho + 2 \), \( t, t' \geq 0 \), \( f \in H \),
and \( l = 0, 1, \ldots, n + 1 \).

Hence, combining the above estimate with the fact that \( \tilde{E}V(t, t') : H \rightarrow H_0 \) are uniformly bounded with respect to \( t, t' \geq 0 \), we get (3.15). This completes the proof of Proposition 3.1.

The rest in this section is devoted to proof ofLemma 3.3. To start with, we decompose \( V(t, t') \) as
\[
(3.19) \quad V(t, t') = (U(t) - \psi U_0(t) E) (U(t') - \psi U_0(t') E) f
\]
By the same reason as for (3.15) with \( t = 0 \) and \( t' > 0 \), it follows that there is a constant \( C_0 > 0 \) such that
\[
(3.20) \quad E(U(t') - \psi U_0(t') E) \|f\|_H \leq C_0 \|f\|_H \quad \text{for any } t' > 0 .
\]
Thus, Proposition 2.3 implies that
\[
(3.21) \quad \|\psi g\|_{H(\mathbb{R}^n)} \leq C \left\{ \|g\|_{L^2(\mathbb{R}^n)} + \|g\|_{L^2(\mathbb{R}^n)} \right\} \quad \text{for any } \rho' \geq \rho \text{ and } g \in H_0 .
\]
For any \( g \in D(A) \), we set \( h(t) = (U(t) - \psi U_0(t) E) g \). Note that \( h(t) \in D(A) \) (cf. (1.3)). Since \( A \psi = t(f_2, A(\partial_x) f_1) \), for \( f \in D(A) \) (cf. §2 of [13]), we have
\[
(3.22) \quad \frac{d}{dt} h(t) = Ah(t) + QU_0(t) E g \quad \text{for } t \in \mathbb{R} ,
\]
where \( Q : H_0 \rightarrow H \) is the bounded operator defined as
\[
(3.23) \quad Qf = t(0, A(\partial_x) (\psi f_1) - \psi A(\partial_x) f_1) .
\]
Thus Duhamel's principle and the fact that \( D(A) \) is dense in \( H \) yield
\[
(U(t) - \psi U_0(t) E) g = U(t) (I - \psi E) g + \int_0^t U(t - s) Q U_0(s) E g \, ds
\]
for any \( t \in \mathbb{R} \) and \( g \in H \).
Hence, we have

\[(3.24) \quad \| (U(t) - \psi U_0(t) E) g_{r'} \|_{H(\Omega_0 + \tilde{\rho})} \leq \| U(t) (I - \psi E) g_r \|_{H(\Omega_0 + \tilde{\rho})} \]

\[ + \int_0^t U(t-s) Q U_0(s) E g_r \, ds \|_{H(\Omega_0 + \tilde{\rho})} , \]

where we set \( g_{r'} = (U(t') - \psi U_0(t') E) f \). Since \( \text{supp} (I - \psi E) g_{r'} \subset \bar{\Omega} \cap B_p \) and \( \| (I - \psi E) g_r \|_{H} \leq C \| f \|_{H} \) for a constant \( C \) independent of \( t' \geq 0 \) and \( f \in H \), the assumption (D) implies that

\[(3.25) \quad \| U(t) (I - \psi E) g_r \|_{H(\Omega_0 + \tilde{\rho})} \leq C p(t) \| f \|_{H} \]

for any \( t, t' \geq 0 \) and \( f \in H \).

Noting that \( \text{supp} Q g \subset \bar{\Omega} \cap B_p \) for any \( g \in H_0 \), we obtain

\[(3.26) \quad \| U(t-s) Q U_0(s) E g_r \|_{H(\Omega_0 + \tilde{\rho})} \leq \rho(t-s) \| Q U_0(s) E g_r \|_{H} \]

for any \( t \geq s \geq 0, t' \geq 0, f \in H \),

by the assumption (D). Since the definition of \( Q \) (cf. (3.23)) implies that

\[(3.27) \quad \| Q g \|_{H} \leq C \{ \| g \|_{H(\Omega_0)} + \| g \|_{L^2(\Omega_0)} \} \]

for any \( g \in H_0 \),

Proposition 2.3 and the fact (3.20) yield that there exists a constant \( C > 0 \) such that

\[(3.28) \quad \| Q U_0(s) E g_r \|_{H} \leq C (1+s)^{-(n-2)} \| f \|_{H} \]

for any \( s, t' \geq 0 \) and \( f \in H \).

From the estimates (3.26) and (3.28), it follows that

\[ \| U(t-s) Q U_0(s) E g_r \|_{H(\Omega_0 + \tilde{\rho})} \leq C p(t-s) (1+s)^{-(n-2)} \| f \|_{H} \]

for any \( t \geq s \geq 0, t' \geq 0 \) and \( f \in H \),

which yields

\[(3.29) \quad \int_0^t U(t-s) Q U_0(s) E g_r \, ds \|_{H(\Omega_0 + \tilde{\rho})} \leq CF(t) \| f \|_{H} \]

for any \( t, t' \geq 0 \) and \( f \in H \).

In (3.29), we set \( F(t) = \int_0^t \rho(t-s) (1+s)^{-(n-2)} \, ds = \int_0^\infty \chi(t, s) \rho(t-s) (1+s)^{-(n-2)} \, ds \),

where \( \chi(t, s) = 1 \) for \( s \leq t \) and \( \chi(t, s) = 0 \) for \( s > t \). Noting that \( n \geq 4 \) and \( \lim_{t \to \infty} \chi(t, s) \rho(t-s) = 0 \) for all fixed \( s \geq 0 \), we have \( \lim_{t \to \infty} F(t) = 0 \) by the Lebesgue convergence theorem. Hence, from (3.19), (3.21), (3.24), (3.25), and (3.29), it follows that there exists a function \( q(t) \in C([0, \infty)) \) satisfying \( \lim_{t \to \infty} q(t) = 0 \) and
\[ \|V(t, t') f\|_{H^{(\omega + \rho)}} \leq q(t) \|f\|_H \]
for any \( t, t' \geq 0 \) and \( f \in H \),
where \( q(t) \) is of the form \( q(t) = C \{(1 + t)^{-\alpha} + p(t) + J(t)\} \). This completes the proof of Lemma 3.3.

4. The uniform decay rate of \( \| P^\omega_{s,0} EU(t) f \|_{H_0} \)

Our goal in this section is to prove the following property which plays an important role in the proof of Theorem 0.1.

**Proposition 4.1.** Under the same assumption that in Theorem 0.1, there exists a constant \( C = C(\rho) > 0 \) such that
\[ \| P^\omega_{s,0} EU(t) f \|_{H_0} \leq C (1 + t)^{-n/2} \| f \|_H \]
for any \( t \geq 0 \) and \( f \in H^p \).

Proposition 4.1 is a direct consequence from Corollary 1.3 and the following proposition.

**Proposition 4.2.** Under the same assumption that in Theorem 0.1, for any \( C_0 > 0 \) and \( \alpha > 1/2 \), there exists a constant \( C = C(\rho, \alpha, C_0) > 0 \) such that
\[ \| P^\omega_{s,0} EU(t) f \|_{H_0} \leq C (1 + t)^{-\alpha} \| f \|_H \]
for any \( t \geq 0 \) and \( f \in V(a)(C_0) \).

In fact, (1.8), Proposition 4.2 and (1.10) imply that \( H^p \subset V_{a/2}(C_0) \) for some fixed constant \( C_0 = C_0(\rho) > 0 \). Hence, from Proposition 4.2 and (1.9) it follows that there is a constant \( C_0 = C_0(\rho) > 0 \) such that
\[ H^p \subset V_{(\alpha+1)/2}(C_0) \]
which yields Proposition 4.1. This procedure is the same as in Melrose [10].

In the following of this section, we prove Proposition 4.2. The original idea of the proof is given by Melrose [10]. However, his proof is very complicated. Hence, we give the different proof of Proposition 4.2. We set
\[ T_p = \inf \{ t \geq 0 \mid \| P^\omega_{s,0} EU(t') f \|_{H_0} \leq 2^{-p} \| E f \|_{H_0} \}
\]
for any \( t' \geq t \) and \( f \in V(a)(C_0) \),
for each non-negative integer \( p \). Note that \( T_p \geq 0 \) exists. By induction we show that \( T_p \geq 0 \) exists really for every \( p \geq 1 \). Noting that \( P^\omega_{s,0} U(t)(I - P^\omega_{s}) = 0 \) for all \( t \geq 0 \), we have
\[ P^\omega_{s,0} U(t + t' + T_p) f = P^\omega_{s,0} U(t) U(t') P^\omega_{s,0} U(T_p) f
= P^\omega_{s,0} U(t) (U(t') - \psi U_0(t') E) P^\omega_{s,0} U(T_p) f \]
Thus, the property (1.6) implies that
\[ P_{+,0}^* \mathcal{U}(t+t'+T_p) f = X(t, t') P_{+,l}^* \mathcal{U}(T_p) f \]
for any \( t, t' \geq 0 \) and \( f \in H \).

Proposition 3.1 yields that there exists a constant \( T > 0 \) such that
\[ \|X(t, t')\|_{H(H, H_0)} \leq 1/4 \quad \text{for any } t \geq T \text{ and } t' \geq 0, \]
which implies that
\[ \|X(t, t') P_{+,l}^* \mathcal{U}(T_p) f\|_{H_0} \leq 2^{-(\phi+2)} \|E f\|_{H_0} \]
for any \( t \geq T, t' \geq 0 \) and \( f \in V_\alpha(C_0) \).

In (4.3), we use the definition of \( T_p \) and the estimate
\[ \|P_{+,l}^* \mathcal{U}(T_p) f\|_{H} \leq \|E P_{+,l}^* \mathcal{U}(T_p) f\|_{H_0} = \|P_{+,0}^* \mathcal{U}(T_p) f\|_{H_0}. \]
Noting that \( \psi P_{+,0}^* g \in (D_\phi^+)^* \) (cf. the argument for (1.6)) and \( (\psi - 1)(I - P_{+,0}^*) g = 0 \) for any \( g \in H_0 \) we have
\[ P_{+,l}^* (\psi g) = \psi P_{+,0}^* g \quad \text{for any } g \in H_0, \]
which yields
\[ P_{+,0}^* \mathcal{U}(t) P_{+,l}^* \psi U_0(t') P_{+,0}^* \mathcal{U}(T_p) f \]
\[ = P_{+,0}^* \mathcal{U}(t) \psi P_{+,0}^* U_0(t') \mathcal{U}(T_p) f \]
for any \( t, t' \geq 0 \) and \( f \in H \),
where we use the fact that \( P_{+,0}^* U_0(t) (I - P_{+,0}^*) = 0 \) for all \( t \geq 0 \). Since the operator \( P_{+,0}^* \mathcal{U}(t) \psi : H_0 \to H_0 \) is uniformly bounded for any \( t \in R \), Corollary 2.4 and (4.5) imply that there is a constant \( C = C_1(\alpha, C_0) > 0 \) satisfying
\[ \|P_{+,0}^* \mathcal{U}(t) P_{+,l}^* \psi U_0(t') P_{+,0}^* \mathcal{U}(T_p) f\|_{H_0} \leq C (1 + t')^{-(\alpha - 1/2)} \|E f\|_{H_0} \]
for any \( t, t' \geq 0 \) and \( f \in V_\alpha(C_0) \).

Now, we take \( t'_p \) as \( C_1 t_p^{-(\alpha - 1/2)} = 2^{-(\phi+2)} \), that is, \( t'_p = C_2 2^{2(\phi+2)/(2\alpha-1)} \) where \( C_2 = C_2^{1/(2\alpha-1)} \). Then it follows that
\[ \|P_{+,0}^* \mathcal{U}(t) P_{+,l}^* \psi U_0(t'_p) P_{+,0}^* \mathcal{U}(T_p) f\|_{H_0} \leq 2^{-(\phi+2)} \|E f\|_{H_0} \]
for any \( t \geq 0 \) and \( f \in V_\alpha(C_0) \).
Combining the above estimate with (4.3) and (4.2), we get
\begin{equation}
\|P^{\omega}_{t+Q} EU(t+t'p+T_p)f\|_{H_0} \leq 2^{-p} \|E f\|_{H_0}
\end{equation}
for any \(t \geq T\) and \(f \in V_\omega(C_0)\).

By (4.6), existence of \(T_p+1\) is obvious and furthermore we obtain that \(T_p+1 \leq C_3 2^{2(p+2)/(2\sigma-1)} + T_p\) for any positive integer \(p\), where the constant \(C_3 = C_2 + T\) is independent of \(p\). Now, we define \(\tilde{T}_p = T_p + C_3 2^{2(p+2)/(2\sigma-1)}\), \(\tilde{T}_0 = 0\). Then it follows that \(\tilde{T}_p \geq T_p\) for any \(p = 0, 1, \ldots\), and there exist constants \(C_4 > 0\) and \(C_5 > 0\) satisfying \(\tilde{T}_p \leq C_4 2^{2p/(2\sigma-1)}\) and \(\tilde{T}_{p+1} \leq C_5 \tilde{T}_p\) for any \(p = 1, 2, \ldots\). Thus, for any \(t \geq 0\) with \(\tilde{T}_p \leq t \leq \tilde{T}_{p+1}\) and \(p \geq 1\), we have
\begin{equation}
\|P^{\omega}_{t+Q} EU(t) f\|_{H_0} \leq 2^{-p} \|E f\|_{H_0} 
\leq (C_4 C_3)^{(a-1/2)} \|E\| \|t^{-(a-1/2)} f\|_H
\end{equation}
for any \(f \in V_\omega(C_0)\),

where we use \(2^{-p} \leq C_4^{(a-1/2)} \tilde{T}_p \leq (C_4 C_3)^{(a-1/2)} \tilde{T}_{p+1}^{-1/2}\) and \(\tilde{T}_{p+1}^{-1} \leq t^{-1}\). Combining the estimate (4.7) with the fact that \(\|P^{\omega}_{t+Q} EU(t) f\|_{H_0} \leq \|E\| \|f\|_H\) for any \(t \geq 0\) and \(f \in H\), we obtain Proposition 4.2.

5. Proof of Theorem 0.1

Now, we begin to prove (0.2). To start with, for any \(t, t' \geq 0\) and \(f \in H\) we have
\begin{equation}
\|U(2t) f\|_{H(Q_0)} \leq \|U(2t) - \psi U(t) E\| U(t) f\|_{H(Q_0)} + \|\psi U(t) EU(t) f\|_{H(Q_0)}.
\end{equation}

From Corollary 2.4, (4.1) and the estimate (3.22), it follows that there exists a constant \(C_1 > 0\) satisfying
\begin{equation}
\|\psi U(t) EU(t) f\|_{H(Q_0)} \leq C_1 (1+t)^{-s+1} \|f\|_H
\end{equation}
for any \(t \geq 0\) and \(f \in H^s\).

In the same way as (3.24), we have
\begin{equation}
||(U(t) - \psi U(t) E) U(t) f\|_{H(Q_0)} \leq \sum_{j=1}^s I_j(t; f),
\end{equation}
where
\begin{align*}
I_1(t; f) &= \|U(t) (I - \psi E) U(t) f\|_{H(Q_0)},
I_2(t; f) &= \|\int_0^{t/2} U(t-s) QU_0(s) EU(t) f ds\|_{H(Q_0)},
I_3(t; f) &= \|\int_{t/2}^t U(t-s) QU_0(s) EU(t) f ds\|_{H(Q_0)}.
\end{align*}
Since $P^*_p g = g$ in $\Omega_p$, from Proposition 4.1, (1.2) and (1.6) it follows that

\begin{equation}
\|U(t)g\|_{H(\Omega_p)} \leq C_2 (1+t)^{-\eta/2} \|g\|_{H}
\end{equation}

for any $t \geq 0$ and $g \in H^p$.

Noting that $P^*_p U(t) (I-P^*_p) = 0$ for any $t \geq 0$ and $P^*_p (\psi g) = \psi P^*_p g$ for any $g \in H$ which is proved by the same argument to deduce (4.4), we have

\begin{equation}
I_3(t;f) = \|U(t) (1-\psi E) P^*_p U(t) f\|_{H(\Omega_p)} \\
\leq C_2 (1+t)^{-\eta/2} \|(1-\psi E) P^*_p U(t) f\|_{H},
\end{equation}

where we use (5.4) and $\text{supp} (1-\psi E) g \subseteq B_\rho$. Hence, Proposition 4.1 implies

\begin{equation}
I_3(t;f) \leq C_3 (1+t)^{-s} \|f\|_{H}
\end{equation}

for any $t \geq 0$ and $f \in H^p$.

From the estimate (3.27) and the fact that $P^*_p,0 g = g$ in $B_\rho$, it follows that

\begin{equation}
\|Qg\|_{H} \leq C \{||P^*_p,0 g||_{H(\Omega_p)} + \|[P^*_p,0 g]||_{Z(\Omega_p)}\},
\end{equation}

which yields

\begin{equation}
\|QU_0(s) EU(t)f\|_{H} \leq C_4 ||P^*_p,0 U_0(s) EU(t)f\|_{H},
\end{equation}

for any $s, t \geq 0$ and $f \in H^p$, if we note the estimate (1.1), Korn’s inequality (cf. [3] or [11]) and the assumption (A.2). Since we have $P^*_p,0 U_0(s) (I-P^*_p,0) = 0$ for all $s \geq 0$, Proposition 4.1 implies that

\begin{equation}
\|QU_0(s) EU(t)f\|_{H} \leq C_4 (1+t)^{-\eta/2} \|f\|_{H}
\end{equation}

for any $s, t \geq 0$ and $f \in H^p$.

From the above inequality and (5.4), it follows that

\begin{equation}
\|U(t-s) QU_0(s) EU(t)f\|_{H(\Omega_p)} \\
\leq C_5 C_4 (1+t-s)^{-\eta/2} (1+t)^{-\eta/2} \|f\|_{H}
\end{equation}

for any $t \geq s \geq 0$ and $f \in H^p$, where we use the fact that $\text{supp} Qg \subseteq \Omega \cap B_\rho$ for all $g \in H_0$ (cf. (3.23)). Hence, we obtain

\begin{equation}
I_3(t;f) \leq \frac{2C_5 C_4}{n-2} \left(1 + \frac{t}{2}\right)^{-s+1} \|f\|_{H}
\end{equation}

for any $t \geq 0$ and $f \in H^p$.

For $I_3(t;f)$, by means of the estimate (3.27), the same argument as for (5.2) yields that

\begin{equation}
\|QU_0(s) EU(t)f\|_{H} \leq C_6 (1+s)^{-s+1} \|f\|_{H}
\end{equation}

for any $s, t \geq 0$ and $f \in H^p$. 
From the estimates (5.4) and (5.8) it follows that
\[ \| U(t-s) Q U_0(s) \|_{H^1(\Omega_p)} \leq C_2 C_6 (1 + t - s)^{-n/2} (1 + s)^{-n+1} \| f \|_H \]
for any \( t \geq s \geq 0 \) and \( f \in H^p \).

Hence, we have
\[ I_3(t; f) \leq \frac{2C_2 C_6}{n-2} \left( 1 + \frac{t}{2} \right)^{-n+1} \| f \|_H \]
for any \( t \geq 0 \) and \( f \in H^p \).

From (5.1), (5.2), (5.3), (5.5), (5.7) and (5.9) it follows that
\[ \| U(2t)f \|_H \leq C_7 \left( 1 + \frac{t}{2} \right)^{-n+1} \| f \|_H \]
for any \( t \geq 0 \) and \( f \in H^p \),

which completes the proof of (0.2).

In the last, we prove (0.3). In the argument for (0.2), we replace \( \| U(2t)f \|_{H^1(\Omega_p)} \) by \( \| [U(2t)f]_2 \|_{L^2(\Omega_p)} \). Then from the estimate (0.2) it follows that the estimate (0.3) holds if we obtain the following estimate:
\[ I(t; f) \leq C \left( 1 + \frac{t}{2} \right)^{-n} \| f \|_H \]
for any \( t \geq 0 \) and \( f \in H^p \cap D(A) \),

where
\[ I(t; f) = \int_{t/2}^t [U(t-s) Q U_0(s) E U(t)f]_2 ds \|_{L^2(\Omega_p)} \]

For any data \( g \in D(A_0) \), we have
\[ [U(t-s) Q U_0(s) g]_h = [A U(t-s) Q U_0(s) g]_h = \left[ \frac{d}{dt} U \right] (t-s) Q U_0(s) g]_h, \]
where we note that \( Qg \in D(A) \) if \( g \in D(A_0) \). Since \( [Qg]_h = 0 \) for any \( g \in H_0 \) (cf. (3.23)), the integration by parts yields
\[ I(t; f) \leq \int_{t/2}^t \| [U(t-s) Q \left( \frac{d}{ds} U \right) (s) E U(t)f]_2 \|_{L^2(\Omega_p)} ds \\
+ \| [U \left( \frac{t}{2} \right) Q U_0 \left( \frac{t}{2} \right) E U(t)f]_2 \|_{L^2(\Omega_p)} \]
for any \( f \in H^p \cap D(A) \).

By Proposition 4.1 we have
\begin{align}
(5.12) \quad ||[U(t-s)g]\|\|_{L^2(\Omega)} & \leq C_8(1+t-s)^{-\eta^2} \|g\|_H \\
\text{for any } t \geq s \geq 0 \text{ and } g \in H,
\end{align}

where we use the same argument as for (5.6). From Corollary 2.5 and the estimate (3.27) it follows that
\[ ||Q \left( \frac{d}{ds} U_0 \right) (s) EU(t)f\|_H \leq C_9(1+s)^{-n} \|f\|_H \]
for any \( t \geq 0, s > 2C_{min}^{-1}(\rho+1) \) and \( f \in H^p \cap D(A) \).

By the above estimate, (5.12) and (5.11) we have
\[ I(t;f) \leq \frac{2C_8 C_9}{n-2} \left( 1 + \frac{t}{2} \right)^{-n} \|f\|_H \]
\[ + \|\|U\left( \frac{t}{2} \right) Q U_0 \left( \frac{t}{2} \right) EU(t)f\|\|_{L^2(\Omega)} \]
\[ \text{for any } t > 4C_{min}^{-1}(\rho+1) \text{ and } f \in H^p \cap D(A) \).

The above estimate, (5.12) and (5.8) imply that
\[ I(t;f) \leq \left( \frac{2C_8 C_9}{n-2} + C_8 C_9 \right) \left( 1 + \frac{t}{2} \right)^{-n} \|f\|_H \]
\[ \text{for any } t > 4C_{min}^{-1}(\rho+1) \text{ and } f \in H^p \cap D(A) \).

Since we have \( I(t;f) \leq I_0(t;f) \) for any \( t \geq 0 \) and \( f \in H \), from the above estimate and (5.9) it follows that the estimate (5.10) holds. This completes the proof of Theorem 0.1.
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