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Introduction

In the classical theory of harmonic functions the Martin boundary or the
Martin compactification, originated by R.S. Martin, is a very important and
interesting material. After Martin some significant results such as resolutivity,
minimal thinness and fine limit theorems were developped by many authors.
Meanwhile, in the course of axiomatization of potential theory, it turned out
that a relevant topological notion, ensuring the representation of all positive
harmonic functions is the completion rather than the compactification. Re-
cently, P.A. Loeb [10] has succeeded in constructing a compactification on
which the Martin representation is possible if we restrict ourselves to every
bounded harmonic function. Inspired by Loeb’s paper, we want to identify
some resolutive compactifications of a harmonic space on which we can develop
analogous theory obtained in the classical case [12].

Let X be a $P-harmonic space in the sense of Constantinescu-Cornea [2]
with countable base where 1 is superharmonic. Compactifications of Martin
type are defined to be a quartet (X*, k(x,2), A;, ) consisting of the space, the
kernel function, a part of the minimal boundary and a boundary measure, which
are related to each other as described in the definition in § 1. It is worth to
note that all harmonic measures A, are absolutely continuous with respect to u
and one may find the kernel function k(x, 2) as a density. Also, every quasi-
bounded harmonic function #%(x) is the Dirichlet solution H /(x) and the solution
is represented by k(x,2) and f dp.

Martin compactifications in the classical case are of Martin type. As for
Bauer spaces, Loeb’s compactification, though we will discuss it in a slightly
general context here, is of Martin type which differs essentially from Martin’s.
Another examples listed in § 2 are a sort of modifications (Example 4 and 5) and
a simple one which illustrates the difference between Martin kernels and those
of Martin type. (Example 6).

Like in the Martin space we can define the notion of minimal thinness in
the compactification of Martin type. We considered fine filters in § 3 and
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obtained a theorem of fundamental importance which states that p-almost all
fine filters are convergent with respect to the topology of X* (Theorem 3.3).

In § 4, following the idea of L. Naim [12], the Dirichlet problem associated
with fine filters is discussed to get the Fatou-Doob-Naim theorem in §5. In
virtue of Fatou-Doob-Naim theorem, we can establish an isomorphism between
the space of harmonic functions on X and that of boundary functions. We then,
as an application, restrict our consideration to a Hilbert space of harmonic func-
tions and discussed a minimizing problem to reveal the extremal property of
kernel functions (Corollary 6.7).

The last two sections are devoted to clear up the structure of Martin type
compactifications. Unlike Martin spaces we can claim the representation by
boundary measure only for quasi-bounded harmonic functions and not for all
positive. As a result, we state, in Theorem 8.3, that in all compactifications of
Martin type of a harmonic space the kernel functions are essentially same on
harmonic boundaries.

1. Definition and simple properties

In the sequel, let X be a P-harmonic space in the sense of Constantinescu-
Cornea [2] with countable base, and suppose that 1 is superharmonic. A com-
pactification X* of X is defined to be of Martin type if

1) X* is metrizable and resolutive, i.e,. for every f €C(A) (the set of all
finite continuous functions on A=X*\X) there exists the Dirichlet solution H,
by means of Perron-Brelot-Wiener’s method [11], and

H(x) = | fan.,

where A, is the harmonic measure of x;

2) there exists a finite continuous function k(x, z) defined on XX A such
that x—k(x, 2) is non-negative and harmonic on X for every 3EA;

3) there exists a non-negative Borel measure x4 on A and a boundary set
A, C {z€A; x—k(x, 2) is minimal harmonic} satisfying

i) u(A\A)=0,

i) w(T)=0 if T is negligible, i.e., A,(T)=0 for every xEX;

4) for every uHB(X) (the set of all bounded harmonic functions on X)
there exists a resolutive function f on A such that

u(x) = H,(x) = S k(x, 2)f()du(z) VreX.

Let 7 be a reference measure, i.e., 7 is a non-negative Borel measure on X
and X is the smallest absorbent set containing the support of 7. We call u the

dilation of = if ,L=S Aedr(x) .
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Before giving some examples of Martin type, we shall remark a few simple
results which are derived immediately from the definition. We denote by k*(2)
(resp. k,(x)) the function k(x, 2) if we consider it as a function of 2 (resp. a
function of x).

1. dn,(2)=k(x, 2)du(2). For every g&C(A), by 4) of the definition, there

is a resolutive function g’ such that H(x)=H(x)= S k*(2)g'(2)dp(2) for
every x€X. This implies that g=g’ dx,—a.e. on A. We have thus, H (x)=
s g(z)d?\,(z):S k*(2)g(2)dp(z). Similarly we know that every bounded p-mea-

surable function coincides with a resolutive function u-a.e..

2. w(T)=0 if and only if T is negligible. This is an immediate conse-
quence of the defintion 3), ii) and the above 1.

3. LMdp){f; f is resolutive}, and {H; f is resolutive, f >0} =MHB*(X),
where MHB*(X) denotes the class of all harmonic functions which are limits of
increasing sequences of non-negative bounded harmonic functions.

4. k(x)=*£0 for p-almost every 2€A. For, letting T'=N{zEA;

reX
K(x, 2)=0}, we have for every x€X Hyy(x)= x,dx,:fx,k‘d,mg Kdu—0,
T
where X, is the characteristic function of 7. This implies A,(7)=0 and thus
w(T)=0.

RemarRk. In a compactification of Martin type the function k(x, 2) is
closely related to the measure g, that is, dA.(2)=Fk(x, 2)dp(z). Thus if we
introduce a strictly positive, finite continuous function p(2) on A then the same
compactification X* equipped with p(2)k(x, 2) and (1/p(2))u is also of Martin
type. However, (1/p(2))x is not a dilation in general even if 4 is a dilation of a
reference measure.

2. Examples

In this section we give some examples of compactifications of Martin type.

ExampLE 1. [12] Let X be a Green space in the sense of Brelot-Choquet
[1]. Then, we can construct the Martin compactification X*, which is metri-
zable and resolutive, and the Martin kernel k(x, 2). Every positive harmonic
function u is represented by a positive Borel measure p, on A:

u(w) = | ks, (o),

with p,(A\A,)=0, where A,)={zE€A; x— k(x, ) is minimal harmonic}. Then,
denoting by g, the representing measure of 1, (X*, k(x, 2), A, u,) satisfies the
requirements of our definition.

In an axiomatic framework, T'. Kori considered the Martin compactification
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of a Brelot harmonic space. More precisely:

ExampLE 2. Let X be a locally compact Hausdorff space with countable
base, locally connected, connected, non-compact and satisfying Brelot’s axioms.
We suppose that there exists a positive potential on X, 1 is superharmonic and
further that the axiom of proportionality is satisfied [4]. For every yeX we
have a potential p, with harmonic support at y and such that the mapping
p,(x): XxX—>R is lower semi-continuous. Let S* be the cone of all non-
negative superharmonic functions on X. By Hervé’s topclogy [4], S* has a
metrizable and compact base K,. Denoting by P the set of extreme potentials
in K, we know that X is homeomorphic to P. We may construct a positive
continuous function a(y) such that a(y)p,EP. We define k(x, y)=a(y)p,(x).
Consider U¥*, the coarsest uniformity making y — k(x, y) uniformly continuous,
and let X* be the completion of X by U*. X* is homeomorphic to P (the
closure of P in S*) and this is a compactification of X which is resolutive. For
every € A=X*\X we have k,(x) which is harmonic on X. k(x, 2)=Fk,(x) is
continuous on X X A. There exists a unique measure g, on A with u,(A\A,)
=0, where A,={2E A; k, is minimal} such that

Hy(x) = SA k(x, 5)d ().
Then, (X*, k(x, 2),A,;, u,) satisfies the conditions of our definition.

Recently, P.A. Loeb [10] gave an interesting compactification of a strict
harmonic space satisfying Bauer’s axioms. We can see that Loeb’s compacti-
fication is of Martin type. Although in the next example we are going to discuss
it in a slightly general situation, the essential part is due to Loeb.

ExampLE 3. Let X be a P-harmonic space in the sense of Constantinescu-
Cornea with countable base and we suppose that 1 is superharmonic. In the
following we shall show that if the harmonic sheaf K on X has the property of
nuclearity ([2], p. 276), X affords a compactification of Martin type.

Lemma 2.1. There exists a finite reference measure T on X satisfying

{ for every compact subset K of X there is otz >0 }

21
1) such that supg|u| <o S |u|dr for every ucs H(X) .

This is an immediate consequence of [2], Theorem 11.1.2.

In the following, we shall fix such a measure 7 and assume that 7(X)=1.
Let us consider the Wiener compactification X" of X ([5]). Denoting by A}
the harmonic measure of X" at x and forming a-W:S A d7(x), we have MY < o¥,

i.e., Ay is absolutely continuous with respect to ¢” for every x&X. For, if a
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bounded function >0 is ¢"-integrable then @ is dAY-integrable for 7-almost
every x and S @do" = S)\.ﬁ"@p)dr(x), and hence we have S)\f}’(/l)d’r(x)=0 whenever

o¥(A)=0. This implies that A7 (4)=0 for every x&X since x—>\%(4) is non-
negative harmonic and vanishes T-almost everywhere. If we write d\Y/do" =
x(x, ), we can prove as in [10]

Lemma 2.2. «(x, {)eL”(do").

In fact, suppose on the contrary that ¢"(4,)>0 for every integer m, where
A,={{eA"=X"\X; «(x, §)=>2"}. Letting f,=(2"0"(4,)) X4, we define

hfm(y):=s fud\Y. Then, h,m(x)=g Fud Y = S fur(x, £)dc¥>1. On the other
hand, since #; €H(X), by (2.1)

supy by, < ag j by dr = i | M (f)dr(y) = x| fuds™ = 27"at

Hence, h,,:=m§i‘, hs,, n=1, 2, .-+ are locally uniformly bounded and hzzliror} h,e
H(X). However this contradicts Hx) =3 by (3) =+ oo. §
From «(x, {)x(y, {)e L (da") we hz;\lle k(x, £)ELY(d\Y) for every yeX.
The function y—>§ k(x, £)d\} is bounded and harmonic on X. We write
this function k.(y). k.(y) is harmonic as a function of x. For k,(y)=
S;c(x, O)x(y, §)daW=S ®(y, £)dNY =k,(x). Thus k, can be extended continu-

ously on X". If we denote by k, the restriction of this extension on the
harmonic boundary T'" ([5]), we have

k(o) = HY(5) = | Ran) = { atw, D,

where Hy is the Perron-Brelot-Wiener solution of the Dirichlet problem on X".
Hence 72,,(1‘ )=r«(x, §) d\} -a.e. for every yE X, and therefore each class «(x, {) of
L>(do™) has a continuous representative, and in the following we assume that
x(x, §) is continuous on AY.

Let {a,} be a sequence of points of X which is dense in X, and let
Q=Cy(X)U {k,,; nEN}, where Cy(X) is the space of continuous functions on
X with compact support and IV denotes the set of all positive integers. Then
the @-compactification ([5]) X*=X¢ is metrizable and resolutive.

Lemma 2.3. Every k. has a continuous extension on X*.

Proof. Let {a;} be a subsequence of {a,} tending to x, zEA=X*\X
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and {y,} be a sequence of X tending to 2. For every yEX, sup ky(x") <
aKS y(x)dr(x) =ctx | M (h,)dr(x) =ctx [ Bdo"=a S AN = HY (y)<ag, ie.,
the family of harmonic functions {&,; y& X} is locally uniformly bounded and

this implies that {k,(x"); y € X} is equi-continuous ([2], Theorem 11.1.1).
Using k./(y)=k,(x"), we deduce from this together with the inequality

1R Ym) =R yw) | SR V) =Rt (Ym) | + | Rat( V) — Rt (V) | + | Rt ymr)— R |
that {k.(y.); mEN} is a Cauchy sequence.
We shall write this extended function %, again.

From the proof of Lemma 2.3, we can easily see that the function k(x, 2)
=k,(2) defined on X X X* is continuous on XX A and z—k(x, 2) is bounded
and continuous for every *€X, and x—k(x», 2) is non-negative and harmonic
for every 2 €A.

Now we define H'—{heH(X); h>0, Shd-rSl}, and E={hedl'; h is

minimal harmonic, S hdr=1.} Then it is easily checked that

I is a Choquet simplex; ext H'=EU {0} ; & is a Gg-set .
We can prove also k(x, y) X for every ye X*. In fact, for ye X,

[ ke 9)ar(@) = [ W2 ety, D)ar@)= [ (3, 0" @) = 1007 = BT ()<

for z€A, letting {y,} € X, y,~=2 we have S k(x, 2)dT(x) Slirp sup Xk(x, Vu)d7(x)
<1. .

The mapping Q: A—H* defined by Q(2)=Fk(x, 2) is a continuous injection
(4L is endowed with the compact convergence topology). This is a consequence
of the facts that k(x, 2) is continuous on X X A and that @ separates points of A.
We define A,;={z€A; Q(2)€E}. A, is a Gs-subset of A and A, is homeomor-
phic to Q(A)NE. Let A, be the harmonic measure of x with respect to X*, u

be a dilation of 7, i.e., ,u:S MA.d7(x) and z be the canonical mapping of X"

onto X*, i.e., = is continuous and z(x)=x for every x& X.
Lemma 2.4. «(x, §)=Fk(x, 7({)) for every tT".

In fact, from the definition of k(x, 2), HY(y)=Fk(x, v)= H,(y)=H?%...(»),
therefore x,=k,or d\}-a.e. for every yeX. Since both functions are con-
tinuous on T'" and T = U supp A}, we have «,({)=k(x, z({)) for every L €T".

X

re

Let K={usHB(X); u>0, S udr=1}. Foruc K and A€ B(A) (the set



COMPACTIFICATIONS OF MARTIN TYPE 659

of all Borel sets on A) we define

p(A): = S,, |

y )ﬂdo'w, i.e., n(#do") = du,,
104

where % is the continuous extension of # on X”. Quite in the same way as [10]
Theorem 2, we can see that u, is the unique representating measure of % on

LY i, p(A\A)=0 and u(x)=S k(x, 2)du(z). We have p,<u, for if Ae
B(A) and p(A4)=0 then aw(n_l(A))zs hvf(n_l(A))dT(x)=S A (A)dr(x)=pn(4)

=0, thus ,u,,(A)zS ado” =0. Let f=dp,/du. f is obviously bounded.

z~1(A)

Since for every g&C(A), S gdh,— g(x)=HZ,,(x)=S gomd\¥— g (gor)e,do™ —
| (gom)trom)do” = gk a(mom)={ kap, we have dr,=Fdn.

From the above result we conclude that for ues X
u(x) = HE) = {aar? = [ a@un, D)o ¢) — | (omnda” —
_ g Fn(ade™) = S Kdpu, — S Kfdy — S fan, = H(x),

since in a metrizable resolutive compactification X*, f is resolutive if and only
if f is d\,-integrable for every xE X.

Finally we have 0(=SH1(x)d'r(x)>0, (1je)H,=Hy, s K and B gy =
(1/et)pe; hence p(A\A;)=0.

ReEMARK. If a harmonic space satisfies the Doob convergence axiom, then
for every finite reference measure + on X we can construct a compactification
X* of Martin type on which p is a delation of .

ExampLE 4. Let (X*, k(x, 2), A, p) be a compactification of Martin
type and p be the dilation of a reference measure 7. We define K(x, y)=
[ ke, )50y, 2)dntz). K@ =K@, )=Ho@)=Hu(y). Let {a} be a
countable dense set of X and @={F' | X; F €C(X*)} U {K(«, a,); nEN}, where
F| X denotes the restriction of F to X. We censtruct the @-compactification
X=X09 X is metrizable and resolutive. In the same way as Example 3, we
can show that the function K(x, @)=K(a, x) of x extends continuously on X. In
the present example, however, the local uniform boundedness of K(x, y) is
proved from the continuity of k(x, 2) on XX A. In fact, sup[sup {K(x, y); xE
X}; yEL]=sup [sup {Hp(x); x€X}; ye L] < sup{||F’||.; yEL} <oo for every
compact subset L of X. Thus we have functions K(x,y) defined on X X X and
E(x, 3):=K(x, 2) defined on X X A, where A=X\X. It is easily checked that
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F(x, %) is continuous on XX A. Let
— {we MHB*(X); (1) <1}.

A is relatively compact in H*(x) with respect to the compact convergence
topology. In fact, (4 is equi-continuous; for every #E A is the Dirichlet solu-

tion H, of a non-negative resolutive function f and OSS fd ,u,=S A (f)dr(x)=

S H (x)d=(x)=r(u)<1. We have then

|u(w)—u(x') | = || (& — k" fdp | <sup |k —K",

and, by the continuity of k(x, 2), the last term is arbitrarily small if x’ is near x.
Furthermore u(x)zs k(x, 2)f(2)dp(2) < ||k*||» implies that {u(x); uc A} is
bounded for every x&X. We note

{k(x, %); seArcdc {uesH*(X); r(u) <1},

since K(x, y)EA for every yEX and k(x, £) is the local uniform limit of
K(x, y,,) whenever y,—2. A is compact, convex and metrizable, i.e., a Choquet
simplex. Therefore, for every &/ there is a unique measure » on ext A

such that uzg hdv(h). As in Example 3, we see that ext A=E U {0}, where
8 {uc H*(X); minimal, (u)=1}, & is a Gs-set and the mapping 3— k(x, ) of
A into A is a continuous injection. We define

A, = {3€A; k(x, )&},

that is, £(x, ) is minimal and S k(x, $)dr(x)=1 if and only if 3€A,. We pro-
ceed as in the previous example. Let, for each u€HB*(X) with 7(u)=1,
M,= {v; probability measure on J, u:S hdv(h)}. Denoting by 4 a dilation of

T on, Xie. Y ;Z—S A .d7(x), we can see that p,=(fox)a € M,, where u=H, and

7 is the canomcal mappmg of X onto X*. This is an easy consequence of
rh=p, Hs=H z and B*=k*or f-a.e.. Moreover, we can prove, as in Example
3, that u, is mlnlmal with respect to the Choquet order. Thus, u,(A\ext A)
=0 and, with the obvious identification, this is expressed as ;/Ju(A\AAl) 0. If

we take, in partlcular, u=hy/7(hy), where hy=H, we have [(hy)]” ;L(A\Al) 0.
Hence (X E(x, %), A1 £) is of Martin type.

ExampLE 5. Let X* be a compactification of Martin type and let @ be
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{F|X;FEC(X*)}CQC{F|X; FEC(X*)} U{H,; feC(A)}. Then the Q-
compactification X? is of Martin type, for the canonical mapping = of X? onto
X* yields the homeomorphism 7z, of harmonic boundaries T'* and T ([8]).
k(x, 2):=k(x, mo(2)), B;:==5"(A,NT) and E(A):=p(zy(A) NT?)) for every A
B(A°) fulfill the conditions of the definition of Martin type. When @={F | X
FeC(X*)} U{H,; fEC(A)}, it is known that all points of T'? are regular with
respect to the Dirichlet problem on X ([7]). Also, for Q={F | X; FeC(X™*)}
U {Hp; yeX}, B-almost all points are regular when p is the dilation of a
reference measure 7. (Cf. Example 4 and [10]). In this case, the compacti-
fication X coincides with X?, but kernel functions may different isince the con-
tinuous extensions £(x, %) can separate the boundary points.

ExaMPLE 6. Let X be a punctured unit disc in the complex plane, e.g.,
X={xeC; |x|<1}\{1/2}. The Martin boundary of X is just the topological
boundary 0X. Let

Re{(z+x)/(z—x)} if |zl=1

ke, =) = {u., i 2=102

where u, is an arbitrary non-negative harmonic function, X=XU38X, A=
{z€C; |z| =1} and u be the Lebesgue measure on A,. Then (X, &(x, 2), A;, 1)
is of Martin type.

3. Fine filters

Let X* be of Martin type. We use the convention k,(x)=Fk"(2)=k(x, 2).
For z€A,, a set ECX is called thin at 2 if Rf #k, where Ri,=inf {w; non-
negative hyperharmonic on X, w>k, on E}. 'The lower semicontinuous regulari-

zation of RE, is denoted by RE, and ﬁfz(x)zs k(v)dEE(y) ([2], p. 160). It is

trivially seen that if E is thin at 2 and E,CE then E, is thin at 2. As in [3],
Wwe can prove

Proposition 3.1. For every 2 A, and for every ECX, }sz is either k, or
a potential.

Proposition 3.2. If E; (1=1,2) is thin at 2 €A, then E\UE, is thin at 2.

For z€ A, we define G,={E CX; X\E is thin at 2}. Since every compact
subset of X is thin at every 2 €A,, we see that &, is a filter possessing no limit
points in X. The next theorem is fundamental to our further consideration.

Theorem 3.3. G, converges to 2 for p-almost all 2, i.e., there exists N C A
with u(N)=0 such that U(2)NX €4, for every 2 A\N and for every neigh-
borhood U(z) of = in X*.
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To prove the theorem we require some lemmas.

Lemma 3.4. For EcCX, T(E)={2€A,; E is not thin at 2} is p-measurable.
Therefore {zE Ay; E is thin at 2} is also p-measurable.

Proof. Let {4} be a countable dense subset of X and {U,} be a base of
X. Wecall (k, n) a pair if ¢, U,. For a pair (k, n) we set T(k, n)={2EA;

k,(a,,)—H}gkg (@)=0}. From Hg; (a,,)=j[j k(x)deE(x)]deSV"(y) and the con-
tinuity of 2 we see that z—>H g;:f‘ (@) is lower semicontinuous, therefore T'(k, )

is a Gy-set. Our lemma is derived from T=[N T(k, n)] N A,, where N is taken
over all pairs (%, 7).

Now, for ACA and for a non-negative hyperharmonic function v on X
we define

v,4(x) = inf {Ry"*(x); G DA, open in X*}.

If v is a non-negative superharmonic function then v,EH(X) and (&,), is
either k, or 0 for every 2z€A;. We note that if A4 is closed and if {G,} is a

decreasing sequence of open sets in X * with N G,=A4, then v a(x)=lim R{»"¥(x).
n=1 7300

Lemma 3.5. Let uc HB(X), u(ac):SA k(x)dp,(2) and A be a closed subset
of A. Then '

u®) = |, ()unte).
Proof. This is derived easily from the above remark and
REV() = (1], k(9)du(21des™ ()
= |, L{ mOoxesane) = §, REP)dme)

In the following we write hy—=H,.

Lemma 3.6. (h),=H,, for every ACA, where X, denotes the charac-
teristic function of A and H is the upper PBW solution.

Proof. Let G be an open set in X* with ACG and let 1=hy-+p be the
Riesz decomposition. From R <R{M™+4p it follows that H, ,<R{"™ <
REM+4p. Since G is arbitrary, H, ,<(h),+p. H, being harmonic H, <
(ho)4. Conversely, let v be a hyperharmonic function such that lim inf v >X,
on A. For every £>0 we set G={0>1—¢&}, where 9 is the lower semiconti-

nuous extension of v to X*. Since G is open and ACG, (h) <R <Rf"™ <
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v/(1—€). v and & being arbitrary, (h),<H,,.

If ACA is p-measurable, then X, is resolution (§1, 3). Thus

(hoha() = Hi () = | B0)Xa(e)du(z)

Lemma 3.7. If ACA is closed then p({z€ANA;; (k),=0})=0, ie.,
(k) a=F, for u-almost all z on A.

Proof. By Lemma 3.5 and the above remark

(h)a(x) = | BleXa(@dniz) = | (R)a®)R()

Let {G,} bea decreasing sequence of open sets with F}G,,:A. Then, by
n=1
Lemma 3.4, {z€A,; R{»"*=Fk,} is p-measurable, and hence B= {zEA,;

(k)a=k}= n {z€A,; Rf*"*=Pk,} is p-measurable. Therefore
n=1

[ B)aants) = | ro)dntz) = | m@Xa@du() = Bl

and hence H,,= H,,, which means X,=X; p-almost everywhere. Hence
u(A\B)=0.

Let {V,} be a countable base of open subsets of A. We call (#, m) a pair
if V,cV,. For every pair (n, m), we define

An,m = {ze V» n Al; (kx)A\V,,, = z} .
Lemma 3.8. p(4,.,)=0.

Proof. By Lemma 3.5,

Huﬂ,m(x) - L

On the other hand,

(@) < R 1() = (s () = Hryy, (3)

n

H,, )=, k@< ke = | ke @due = By ().

n,

Hence
Hu,,,m(x)S(HxA\Vm/\HxV”)(x) = Hmin(xA\Vm’xV,,)(x) =0 .
i.e., 4, » is negligible and therefore u(4,)=0 (8§81, 2).

Now we shall prove the theorem. We set N=UA4,,, where the union
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covers all pairs (n, m). Then, by Lemma 3.8, u(N)=0. For z€A,\N, let U(z)
be a neighborhood of z in X*. Consider a pair (z, m) such that zeV,cV,C
V,cV,cU@R)NA. z&A4,, implies that (k,)ay,=0, which means also that
there is an open set G such that A\V, CG and R{"¥ is a potential. Since the
set K=X\[G U U(=)] is a compact subset of X, I%fz is also a potential. From
X\U(z)C K UG we deduce that RO < REVEND < RX L RENX and hence
X\U(z) is thin at 2, i.e., UR)N X €4, q.e.d..

4. The Dirichlet problem associated with the fine filters

We define A,={2€A,; G, converges to z}. By Theorem 3.3 we have
w(A\Az)=0.

Following the idea of L. Naim ([12]), we shall consider the Dirichlet
problem associated with fine filters G,. The limits by the fine filters G, will
be denoted by lim supg, etc.

Proposition 4.1 ([12] Théoreme 22). Let w be an upper bounded hypo-
harmonic function on X and let T be a subset of A with H,,=0. If for every
2E A\T there exists a set E,C X which is not thin at 2 and for which lim sup w(x)
<0 then w<0. :;;,

Proof. w™=max(w, 0) is an upper bounded, non-negative and subharmonic
on X. Let & be the least harmonic majorant of w*. We have a representation
of h:

hx) = | k(x, fz)dn(z),

where fEL*(dp). For €>0 we set B.={x€X; w*<&}. B, is not thin at
2€A\T. We have

Ree(x) = | REf)n() = | () = ).

In fact, let S)={2€A,; B, is not thin at z}. By Lemma 3.4, > is u-measu-
rable, and A,\T C3X] thus A,\3JCT. Since A\ is p-measurable, X5 is
p-integrable and is resolutive (§1,3). Hy, < H,, implies p(A\X)=0.
Therefore

A2\

| Bee@f)ane) = | RE@@uE) = | ke, 2)f@dne) = | kfdo.

In view of the Riesz decomposition w"=hA—p, h<E-+p on B,. Hence
h=RpP:<&+p on X. Since € is arbitrary, 2<p and hence A=0, which means
wt=0 ie., w<0.
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RemARK. In the same way we have

Proposition 4.1'. Let w be an upper bounded hypoharmonic function on X
and let T be a subset of A such that H,,=O0. If limsupg, w<0 for every
2€A\NT then w<0.

As an application of the above maximum principle, we have

Theorem 4.2 ([12] Théoréme 23). Let f be a numerical function on A such
that H, is harmonic, the defining family of H ; contains subharmonic functions, and
let T be a subset of A satisfying p(T)=0 and A\T CA,. Let <V, be the family
of all functions w each of which is upper bounded and hypoharmonic on X and such
that for every 2 = A;\T there exists a set E, which is not thin at 2 and for which
lirﬁljup w(x)< f(2). Then H/(x)=sup {w(x); weV }.

1€H,

To prove the theorem we prepare the following lemma.

Lemma 4.3. Lei f be a numerical function on A. If H, is harmonic and
the defining family of H, contains subharmonic functions, then there exists a re-
solutive Borel function @ on A satisfying f >¢ and H,—=H,.

Proof. We first remark that
H (x) = sup{w(x); w is upper bounded, subharmonic, lim sup w< f on A}.

Let {a,} be a countable dense subset of X, and let w, ke an upper bounded
subharmonic function on X such that @,:=limsup w,< f on A and H(a,)—
1/n<w,(a,) for m=1,2, -, n. We may take w,_,<w,. Since @, is upper
semicontinuous on A, we can find a decreasing sequence {g;} of continuous
functions on A with 1155 gr=®,. To show that ¢, is resolutive it is enough to

see that {H,,} is locally bounded from below. This is true, because w,<H,,
for all k. Thus ¢, is resolutive and klim H,=H, . The function p=Ilim o, is

a resolutive Borel function and @<f. Since Hy(a,)—1/n<w,(a,)<H, (a,)<
H,(a,)<H /a,) for n>m we have H/(a,)=H,(a,), and since both H, and H,
are harmonic we have H,=H,.

Now we proceed to the proof of Theorem 4.2. Clearly H,<sup ¢{/,. We
prove the converse inequality. By our assumption and by the above lemma,
there exists a resolutive Borel function @ on A satisfying < f and H,=H,.
For every n>0, we define 3,={2€A;; f(3)—@(2)=n}. Then nH, <H, ,~
H,—H,=0 implies EX:,,ZO' Let v be lower bounded and hyperh;rmonic on
X satisfying lim inf 9>@+-» on A, and let w€<,. In Proposition 4.1 if we
consider (T'N A,) UZ, instead of T then the function w—w satisfies the condition
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of Proposition 4.1. Thus w < v and hence w < Hy,, which implies sup V,<
Hy+nH,<Hy+». Since 7 is arbitrary, sup <V, <H,=H,.

ReMARK. In the same way, we have

Theorem 4.2'. Let f be a numerical function on A with H, is harmonic,
and the defining family of H, contains subharmonic functions and let T be a sub-
set of A satisfying u(T)=0 and A\T CA,. Lel

_ upper bounded and hypoharmonic on X, }

;o
=7 “ lim supg, w(x)< f(2) for every 2€A\T

Then H;=sup V5.

Theorem 4.4. If f is non-negatiev and resolutive, then limg, H ,=f(2)
p-a.6. on A,

The idea of the proof is due to Naim ([13]).
Let

lim supg, H, if zEA,
8() = :
0 if =z A\Ag .

Then we shall prove that H, is harmonic and H,<H,. We set g,=min(g, n).
Since H,, is harmonic and lim H, =H,, it is sufficient to prove H, <H,. By

Lemma 4.3, there exists a resolutive Borel function r cn A with {Jr>g,, Hy=

H,. Letw (resp. v) be an upper (resp. a lower) bounded hypoharmonic (resp.

hyperharmonic) function on X satisfying lim sup w < r—2% (9> 0) (resp.

liminfo>f) on A, v>H, implies that limsupg, v > g(2) > g.(2)—n on A,.

Hence, if we define E,= {x = X; v(x)>g,(2)—n} for every 2EA,, then E, is not

thin at 2 and !ir}}» 'inf (%) > g, (2)—75. Letting =, ={2€A;; Y(2)— g.(2) =7},
icH,

we have H, =0 and lim sup [w(x)—v(x)]<0 for every 2EA,\Z,. Thus, by
n Xp2z

zem,
Proposition 4.1, w—v<( and hence Hy—2n<Hy_,,<H,, which implies H, =
Hy<H, since 7 is arbitrary.
Analogously, for
, lim infg, H, if ze€A,
&)= .
0 if zEA\A,

we have H, is harmonic and H,<H,,. The inequalities

HfS—Hx'SEx’ ’ -‘EESE!SHf
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mean that both g and g’ are resolutive and H,=H,=H,. And we have g=
g'=fdx,-a.e. on A for every x€ X and finally g=g'=f p-a.e. on A (§1, 2).

5. Fatou-Doob-Naim theorem

The aim of this section is to establish the Fatou-Doob-Naim theorem for
compactifications of Martin type, that is, every superharmonic function has a
finite fine limit (a limit along the fine filters G,) at p-almost every boundary
point.

Let . be a non-negative harmonic function on X. % is called quasi-bounded
(resp. singular) if there exists an increasing sequence A, in HB*(X) with
lgm” h,=h (resp. inf (k, aH,) is a potential for every a>0), i.e., k is quasi-

bounded if and only if h& MHB*(X).

Lemma 5.1. Let k be a non-negative harmonic function on X. h is quasi-
bounded if and only if h=sup,(h Anh,), where hy=H,.

It is enough to prove the “only if”” part. Let {4,} be an increasing sequence
in HB*(X) with lim h,—=h. We may suppose that /,(x)=Hj (x) for an increas-
By
ing sequence {f,} in L'(du). The function f=limf, is resolutive and H;=
7300
limH; =h. We set g,=min(f,n). Then hAnH,=Hyumn=H, and

fnypco

sups (h A o) = Hipps, = H,=h.
For he H*(X) we define

K = sup,(h A\nhy) .

Then as in [15], we can prove

Lemma 5.2. Let h be a non—negative harmonic function.

(1) & is quasi-bounded if and only if h'=h,

(2) h is singular if and only if h*=0,

(3) h is decomposed intc the sum of quasi-bounded and singular harmonic
Sfunctions.

Proposition 5.3. Every potential has a fine limit O for w-almost every point
of A.

Proof. Let p be a potential, €>0 and E,={x=X; p(x)> Ehy(x)}, where
hye=H,. Since Ris<plE, ﬁf;" is a potential. Letting S,={2E A,; E, is not thin
at 3}, we have p(S)=0. For, RFi(x)= S ﬁi’(x)dp(z)zs  REwdu@+

A\Zo

Sz E(x)du(2) implies that L k(x)du(z)=0 for every xEX, ie., , is negligible,
thus, u(Z,)=0. For every eze ANz, if E€ G, then EN(X\E,)=E\E,€4,;
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therefore lim supg, p= mf [ sup p(x)]< inf [ sup ho(x)] € lim supg, h=¢€
w-a.e. on A,. E€g. x€E\E, Ec€g, x

Corollary 5.4. Let he H*(X) be singular. Then limg, h=0 p-a.e. on A.

In fact, we set E,={x&X; h(x)>Ehy(x)} for €>0. By assumption, p,=
min(h, Ehy) is a potential. As before E, is thin p-a.e. on A, and we conclude
lim supg, k<& for p-almost every =.

Finally we have

Theorem 5.5 (Fatou-Doob-Naim). Ewvery non-negative superharmonic
function on X has a finite fine limit for p-almost every point of A.

Proof. Let s be non-negative and superharmonic. We decompose s as
s=p-+h'"+h°, where p is a potential and % is the greatest harmonic minorant
of s (h=h"+F’). By the result of §1.3, h*=H, for a resolutive function f>0.
By Proposition 5.3 and Corollary 5.4, p and /4’ has a fine limit O for x-almost all
points. On the other hand, by Theorem 4.4, 4 has a fine limit f for p-almost
all points and since f is dA,-integrable for every x€ X, f is finite p-almost
everywhere.

6. The space 4*

Let X* be of Martin type in which p is a dilation of a normalized reference
measure T, i.e., 7 is a probability measure on X such that the smallest ab-

sorbent set containing the support of = is X and ;1,=S M. d7(x), and let positive
constant be harmonic.
As in [9], [14], we consider a function @ defined on R* which is strictly
increasing, convex, and satisfying ®(0)=0 and }im D(1)[t=00
We define, in terms of P, the following spaces:
HP={ucs H(X); ®(|u|) has a T-integrable harmonic majorant},
Hm={ucH(X); auc I® for some a>0},
L3(dp)={f; p-measurable, ®(a|f|)c L (dp) for some a>0}.
It is known that K3, (resp. Ly(dp)) is a Banach space with the norm ||u||,=
inf {1/k; k>0, SLHMCID(kIuI)d-rSI} (resp. || fllo=1nf {1/k; k>0, Sfl)(k(fl)d,u,

<1}), where LHM denotes the least harmonic majorant.
Following the idea of Janssen [9], we can obtain the following results for
which we shall give proofs for completeness.

Lemma 6.1 ([9], Proposition 4.9). Ewvery function of H® is the difference
of two non-negative functions of H°®.
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Proof. Let {X,} be a compact exhaustion of X, i.e., X, is a relatively
compact open set, X,C X,,, and GX,,:X, and let Af* be the harmonic measure
=1

of x with respect to X,. Consider u€9(® and suppose that v is a T-integrable
harmonic majorant of ®(|u#|). By assumption, there is a number ¢,>0 such
that t < ®(i)+¢, for every t&R*. Thus

" = max (4, 0)< |u| <O(ul|))+c<v+c.
In view of the subharmonicity of »* and the harmonicity of v-¢, we see that
Su*d?\f" is increasing and is bounded above by v(x)-+c¢, which induces that
uy(x)= }'112 S wtd i*€H*(X). Similarly we have uy(x) =£1£} S max(—u, 0)dr}"
€H™*(X), and since
[ maxa O)dxf"—s max (—u, 0)drfr — S udrFr — u(x)
we have u=u,—u,. 1, E4® is derived from
o |warnm<{ ownani<| e(luhiri<ow),
since S drxir=1.

Lemma 6.2. Every non-negative function of H® is quasi-bounded.

Proof. LetueH® u>0. First of all, we show that for every £>0 there
is @y>>0 such that sup, S}_{ [S

i ]udxf"ﬂ]d—r(x)ée whenever a>a,. For,
” u>a

S;?"[ S D(u)drir+]dr< S)_(” v(x)dr(x) < Sx'vd'r

implies that M=sup, S}_{ [S D(u)drir+1]dr<<co. Given €>0 we find @, such
that ®(t)/t > M|¢ for eve’;‘y t>a, 'This means that
Xy Xn+1
ST{"[ S[uzaoludx, Jdr(x) < (/M) ST{”[ S D(u)dNIrri]dr <€

[u>ag)

for every n.
Next, we see that for every €>0 there is wE HB*(X) such that w<w and

S (u—w)dr<<€. In fact, let a>0 be a number satisfying

Frea <e.
sup. 57”[ S[uza]udx Jdr(x) <€
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#,=max(—u, —a) is subharmonic and

o<fudriutuws=| @rndiens| i,
ANz "+ 14 u(x) [uza](u Fu)dr; 1< [“Za]udx 1

Now, we define w= —LHM u,. Since —u<u,<0,0<w<—u,<u. Forevery
compact subset K of X we have

Sx(u—w)d‘r = SK (u+LHM u,)dr = SK lim [“<x>+5 s d\Fri]dr

— lim SK[u(x)—l—S udrFreildr <Tim S} () + | wdrtesgar

nyoo

ngnS [S udr\Fr)dr<€.
X, Jlu=al

n-yoco

Therefore S (u—-w)dr<E.
Finally, letting u, the greatest harmonic minorant of min(«, #) and defining

h=limu, we are going to show u=h. By the above argument we have

fn-»oo

w,EHB*(X) such that w, <min(u, a,) for some a,>0 and S (u—wn,)dr<1/n.
Then w,<h<u so that S (u—Hh) dTgS (v—w,)dr<1/n, which implies S(u—h)dv-

=0. Since the set {xEX; u(x)—h(x)=0} is an absorbent set ccntaining the
support of 7, u=h on X.

Proposition 6.3. For every uc H® there exist f,c L' (dp) such that f;>0,
H;edl® (=1, 2) and u=H; —Hy,

The only thing to prove is that every non-negative € A® is the Dirichlet
solution H, with f €I*(dp). This is seen from u=H, for resolutive f >0 (§1,3)

and { fap={n ()= udr <o,
Theorem 6.4 ([9], Theorem 5.5). There is a linear bijection of Ly (du)
and HE, which s isometric.

Proof. Let feLy(du). Then f €LYdp) since a|f|<P(alf|)+¢, for
some ¢,>0 and a>0 with ®(a|f|)eL(dp). By the result of §1,3, u(x):=

H, (%)= S Tk dpeH(X). We assert that u€J(%; in fact, since S K du—Hy(x)=1,

Palul)(@) = (| [ adn))<| Blalf Wdp = Haaryo(x)
and

[ Howpoi@)dr(s) = | 1| @@l f D eduldne) = [ @alf1)dn<oo
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Thus, we can define a mapping J: La(dp)—>Hy by I(f)=H,.

Now, we shall prove that J is a surjection. To this end it is sufficient to
show that for every u€HA*N H*(X) there is a function f such that ®(|f|)&e
L(dp) and u=H,. For, letting u€ 45 we may find a>0 with auJ*® and, by
Lemma 6.1, there are u, u,H°*NH*(X) such that au=u,—u,. 1If w,=Hy,
with ®(f;) € LY(dp) (1=1, 2), then u=H s, and ®((a/2)-(| i—f2]/a))<
O((| £l + 1 £)2) <@ i) +D(1 £u1))/2, which implies (f,—f)/e€ L(dn).

Let ue A*NH*(X). u=H, and let ®(u)=h"+#’—p, where p is a poten-
tial and h%(resp. k°) is a quasi-bounded (resp. singular) part of LHM ®(u). By
Fatou-Doob-Naim theorem

limg A = limg ®(u) = ®(limg u) = P(f) p-a.e.on A,
that is, ®(f) is resolutive and A*=Hq(,. The inequality Hep<LHM ®(u)
and the T-integrability of LHM ®(u) implies ®(f)< LY(dp), since S<I>( fldp=
[ 1| ehandart={ Hopoarm <.
Here, we remark that LHM ®(|H;|)=Hyuy. In fact,

S(1H, 1)) = (|| fedul) <@ 1 £ 1¥dn) <[ @(1 f W = Houpn(e).

Thus, LHM ®(|H/|)<Hyqs). On the other hand, we know, by Fatou-Doob-
Naim theorem, Hy( ;) is the quasi-bounded part of LHM ®(|H,|). Therefore
Hyqy<LHM ®(|H,|).

We can immediately prove the isometry from above remark:
I llo = inf {1/k; k>0, S LHM (k| H,|)dr <1}
= inf {1/k; >0, | Hoqppdr<1}
— inf {1/k; k>0, Sd)(k[f[)dMSI}
= lflle -
Corollary 6.5. Let p>1. Banach spaces

I — tucH(X); SLHMIuI"d-r<°°}
and

1) = {f; || f12au< oo}

are isometric and the mapping 9,: L*(dp)—>I? defined by I,(f)=H, gives an
isometry.
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For, it is easily checked that, for ®(t)=#, Hs=IH?, Ly(dw)=L(dw),
iflé=| LEEM [ultdr and 11 f118= 1 £ 4.
ReMARK. We give a remark of some importance. In Corollary 6.5 we do

not need the assumption that 1 is harmonic while we are assuming its super-
harmonicity. For general ®, it is inevitably necessary to ensure the inequalities

®( S wrari) < | @) and o((| flk"du)SS@(lfl)k"dy. However, in the
case where ®(2)=t* (p>>1) we can use Holder’s inequality instead.
New we shall consider the space J(%. By Corollary 6.5, J* is a Hilbert

space and is isometric to L*dw) and the inner product is (u, v):S fedp, where
u=H, and v=H, with f, g& L} (du).
Let o be a probability measure on X and

M= {us 92 S udo = 1}.

We are going to discuss the minimizing problem under the assumption that
1) u is a dilation of a normalized reference measure ,

2) 14y harmonic,

3) every element of H* is o-integrable,

4) M is a closed subset of 9i°.

The measure o in the following examples satisfy our assumptions 3) and 4).
ExampLE. 1. o=¢€, (x€X). For, v,€ M, u,—u means that if u,=H;

and u=H, then S | fo—f|2dp—0 and o(u,)=u,(x)=H, (x)=1. Thus,

|y, )~ Hy(5)| = | | (=Pl <N £l (] Gx, )P i) 2= 11— 1l
[K(x, x)]'2—0, where K(x, x)=H,(x). Therefore H/(x)=1, which implies that
w(x)=a(u)=1, i.e., us M.

ExampLE 2. o=7. For, if u,& M, w,—u then, as in Example 1,
|| w1 =1{ 1| (prarir ) |=1{ (fi—)dn1—0, which means that

udo=1, i.e., ucs M.

Theorem 6.6. There exists a unique u,& M such that
lluol| = min {Jlul|; us M}

This u, satisfies S udo=(u, uo/||uy|?) for every ues Ji2.

Proof. Let my=inf {||ul|; u< M} . Then, by the usual argument and by the
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assumption 4), there is only one u,& M such that ||u,||=m, For every ucH?
the function v=u—a(u)-1€IH? and Svda=0, thus uy+nv €M for every 7.
This implies that (4, v)=0, since mj<||ug+2v|[*=|luel*+27(u,, v)+7||v|[* for
every n. (4, up) =(v+o(%)-1, ug))=(v, u)+o(u)(1, )= (u)r(u,), for, if uy=Hy,,
1, -uo)=S 1. f.,d,b=g [S Fod\Jdr () =S H, (x)dr(x)="(u;). In particular, |l
=0 (uo)T(up) =7(tho) and (u, ug)=0(u)||uol|?; that is, o(u)=/(u, u/|[ul[?).

Corollary 6.7. Let p be a dilation of a normalized reference measure and 1
be harmonic. Then,

(1) if Hy,=u, is the solution of the minimizing problem for o =&, in Theorem
6.6 then }\x:fo/“fo“z pm-a.c.,

(2)  uy=1is the solution of the minimizing problem for c=r.

Indeed, in case (1), u(x)=Hf(x)=ka"dp,=(u, K.) = (u, uy/||uoll?) for every

uE€I?, where K, (y)=H;+(y). This means that Hy(y)=K,(y)=to(y)/llthll*=
H; ()1l foll? and hence &*=fo/|| foll>. In the second case (u, uo)=17(u)7(ts) im-

plies |lul|=(u)=1. On the other hand, =(K,)=| K.ar={ [{ #ar,1ar(3)=
S k*dp=H,(x)=1 implies K, € M for every x€ X and the result is derived from
() =(K, 1) :S K.dr=1.

ReMaRk. The kernel function k&* is proportional to the solution of the
minimizing problem: inf {|| f||; f €L du). M,(f)=1}, and the function K(x, y)

= S k(x, 2)k(y, 2)du(z) is the reproducing kernel of the Hilbert space 4{%; for

(Koo w) = o dp=u(s) it w(n)=H ()= foan.

7. Poles

Let X be an arbitrary metrizable and resolutive compactification. Dirichlet

solutions considered in X are denoted by H 2,
We define, for uc H*(X) and A'CA":=X\X

un(x) = inf {RY'"(x); U’ is open in X, A’ U'}.

If u=Fk, with €A, then u, is either 0 or k,. By the compactness of A’ there
exists at least one point { €A’ such that (k,)y=k,. The point {EA’ is termed
the unique pole of k, (€ 4,) if

k, if '=¢

(k)ien = 0 if t'ea\{}.
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In the sequel, we use the following notations:

A; = {z€ A,; k, has a unique pole},
W: Ay— A’, W(2) is the unique pole of k, .

The notion of poles was introduced by M. Brelot and developed by L.
Naim [12].

Let hy—HY, then ho(x)=Hl(x)=S Kdu. We have, as in Lemma 3.6,

Proposition 7.1. (h),=H { > Jor every A'CA'.

Proposition 7.2. [(h)] B,(x)=S [(k.) 4 )p(x)dp(2) for every compact A’,
B'CA'.

This is proved from the fact that
(ho) ar(x) = S (k.) a(x)d (=) for every compact A'CA’.

We have also

Proposition 7.3. If A’ and B’ are disjoint compact subsets of A’ then
() ] 2=0.

Finally, we have

Proposition 7.4. u(A\A)=0. In other words, G, converges to a single
point W(2) for p-almost every z.

Denoting by B(A) (resp. B(A’)) the Borel family on A (resp. A’) and by
B(A)* the completion of B(A) by the Borel measure u, i.e., the o-algebra of
p-measurable subsets of A, we have

Proposition 7.5. ¥ is B(A)*— B(A’)-measurable.

In fact, it is just a consequence of
(7.1) {2EA;; W(z)E A’} =N {2EAy; GLN X is not thin at 2},
n=1

where A’C A’ is compact and {G;} is a descending sequence of open sets in
X with NG4=A’. We note that each set of the right-hand side of (7.1) is the
n=1

intersection of A; with a Gy-set.
We define a Borel measure Wy on B(A’) by
Yu(M'): = p(¥H (M) Me3BA).
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Following [12], we shall establish the relation between Dirichlet solutions
which are considered in X* and X. To this purpose, we require some lemmas.

To simplify the notation we abbreviate in the following X4 to 4; for example,
H,, is abbreviated to H,,.

Lemma 7.6. Let A be an arbitrary subset of A. Then H,=0 if and only
if Hy=0 for every compact K C A.

It is enough to show the “if” part. Suppose, on the contrary, H,(x)>0 for
some x&X. Then there is a non-negative hypoharmonic function @ such that
@p=Iim w<X, and w(x)>0. ¢ is upper semi-continuous on A and A (@)>0.
We define K,={2€A; @(2)=>1/n}. {K,} is an ascending sequence of compact
sets with K,CA. Since min(Xg,, @) 1 ¢ as n—>oco, there is an 7z such that

0<{ min(Xe,, @)in. < | tr,dri=Hi (3)

Lemma 7.7. Let A’ be an arbitrary subsei of A’. Then HZ%=0 implies
He-14»=0.

By Lemma 7.6, it is sufficient to show that Hy =0 for every compact
Kcw¥(4'). Since ¥ is B(A)*—B(A’)-measurable, by the well-known
theorem of Lusin in the measure theory, for every €>0 there is a compact
set K;CK with p(K\K;)<€ and the restriction of ¥ on K, is continuous.
Y(K;)cA' implies H\%(K)—O, and Hy <Hy-1 gy, ))<H‘;<K) means that

#(K;)=0. Here we used Theorem 4.2’ and the fact that liminfg 'v>1m; zrgf o(x)

for every z€A; Thus p(K)<p(K)+p(K\K;)<& and, € being arbitrary,
w(K)=0, i.e., Hg=0.

Theorem 7.8. Let f': A'—R be bounded above and let

{f’O‘If on A,

=10 on A\A,.

If H» and H, are harmonic and their defining families contain subharmonic func-
tions then

H%—H,.
Proof. Let z€A; and ¥(2)=¢. Since F={U(¢)NX; U(}) is a neigh-
borhood of { in X} C G, limsup, w<lim sup w(x). By Theorem 4.2’, H,=
z >

sup{w; upper bounded, hypoharmonic, lim sup, w < f(z) for every z € Az} >
sup{w; upper bounded, hypoharmonic, hm sup w(x) < f'(¢) for every fEA}=

H: H7, ie., H,/<H To prove the converse 1nequahty, let ¥+ be a resolutive
Borel function on A’ such that ¥»'< f’ and H} f/—Hq,/. The function ' is con-
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structed in the same way as in Lemma 4.3. Let, as before,

"= {1}#0\1’ on A
1o on A\A;.

The function r is B(A)*-measurable and < f. We proceed as in the proof
of Theorem 4.2. We define for >0, Ty7:=[f—y'>%5]. By Lemma 7.7,
Hy-1(7y=0 since LI%A‘;,z 0. Letting w be an upper bounded, hypoharmonic
function with lim supg, w< f(2) for every €A, and v be a lower bounded,
hyperharmonic function with lirzl»inf v(x) 2r(2)+7 for every 2 EA, we consider

w—o. This is upper bounded, hypoharmonic and on A,,
lim supg,(w—v)<lim supg, w—lim infg, v
<lim supg, w—lim inf v(x)
< f(2)—(¥(2)+n)

Therefore lim supg,(w—2)<0 on (A\¥Y Y (T4)NA; By Proposition 4.1°, we
have w<v and hence H;<Hy+7 by Theorem 4.2’. Since »>0 is arbitrary,
H,>H,. By assumption, H, is harmonic, and since v is upper bounded the
defining family of Hy contains superharmonic function, from what we have
proved at the begining of our proof, we have Hy<Af and Bf=HE=H}, ie.,
H,<H}

estp.

Corollary 7.9. If p is a dilation of a normalized reference measure T then

W= S NidT(x), where N} is the harmonic measure for X.

Indeed, since f'o4r is resolutive for every f'€C(A")
Vil f) = w(fo%) = | Ml fodr(e) = | Hypoa(@r ()

= | E¥ @) = [ Miryar).
We define
M = {4 C A’ T A e BA)}
and
WA = w(®NAY)  for A€M

M is a o-algebra and p’ is a measure on M’ and it coincides with ¥u on B(A").
Now, we shall prove the following theorem:

Theorem 7.10. If every bounded harmonic function is the Dirichlet solution
on X, i.e., HB(X)C{H}; f' is resolutive on A'}, then there are T and T' with



COMPACTIFICATIONS OF MARTIN TYPE 677

A\TCT, A\T'CT' and p(T)=p'(T")=0, such that ¥ is a bijection between
A\T and A'\T', where T and T are the harmonic boundaris of X* and X respec-
tively.

Before proving the theorem, we prepare two lemmas:

Lemma 7.11 ([6], Lemma 3). Under the condition of Theorem 7.10, for
every AE B(A)" there is A'E M’ such that

1) H,=H%,

2) A'Cc¥(ANAy),

3) w(A\¥H(A4"))=0.

By assumption, there is a resolutive function f' on A’ with H,=H f"i We
have then 0=H A Hu\, -—H,,:m(, 1- 7, which implies that f’=1 or 0 A-a.e. on
A’ for every x€X. Let A{={t€A’; f©)=1}. Then A'=AINY(ANA;)
fulfils the conditions of the lemma For, H% Anwiansy <H A/—H 7s=H, and, by
Theorem 7.8, Hijwanap < <HYwiansp = Bavw-tceansgy < Havgy which implies
HA/\W(AnAa) <H,ANHun,=0. Thus, 4'=AN\AN\Y(ANA))E M and HAII—

4. Hence A’ satisfies conditions 1) and 2). Next, since 4’ is the symmetric
difference of a Borel set 4 and a p'-null set N’, ¥~}(A4’) is the symmetric di-
fference of WY (4§) € B(A)* and a p-null set ¥"Y(N’). Hence ¥(4')E B(A)*
and A\ (4')€B(A)*. From what we have proved above, there is a resolutive
set B'€ M’ such that HA\W—1<A/):H§/ and B'C¥(A;N(A\Y(4")). Thus,
H ,\y-14/=0, since HA\w—x(A/)ngf//\Hig/ and 4'NB’=@. This proves 3).

Lemma 7.12. Under the same assumption of Theorem 7.10, A'C A’ is
negligible if and only if A'€ M’ and p'(A")=0.

For, if A%=0, then since A4 =Hg¢-1.,, we have p(¥(4")=p'(4")=0.
Conversely, if p'(A")=0 then A, (¥~*(4’))=0 for every x€X and H} =Hy-1(4,
=0.

Now we proceed to the proof of Theorem 7.10.

Let {4,} be a countable base of open subsets of A, and, for zEA, let
W(2)={4;; 2€A4,;}. By Lemma 7.11, we can form a family {4} C M’ with
the following properties: (1) H ff;‘ =H,, (2) A,C¥(4,NAy), 3) p(A\¥Y(47))
=0. If 4,NA4,=0 then A,N A, is negligible and, by Lemma 7.12, it is a
p'-null set. We define

Z:={2€A;; Y()eN{4}; 4,€eW()}}NT.

Then p(A\Z)=0, for A\EC(A\I‘)U(A\AQU U(A A\W(45). Also, p'(A'\
W(Z))=0. We shall show that
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T:=(A\Z)UTZ) and T':=(A"\¥(Z)UZ’
fulfil the requirement of the theorem, where
3 =U{4iN 455 AN Ay = 0} U(AT).

It is easily seen that A\T' CT', A\T'CT" and p(T)=p'(T')=0. We note
that A\7=3\?(Z’) and A'\T'=T(2\Z)". Hence ¥(A\T)=A'\T". To
show that the mapping W is one-to-one on Z\W~}(X"), suppose, on the contrary,
that W(z)) = W(2,)={¢ for distinct two points z;, 2,EZ\¥Y(2’). Then, <
[N {45 4y; € W(z)HN[N {4555 Ay € W(22)}]. However, there are 4,;, €
W(=z) and A,;,E W(z,) with 4,5, N Ay;,=0, and we are led to the contradiction
that 47; N 45;,€%’, q.ed..

8. Remarks on the structure of Martin type compactifications

As an application of the previous consideration, we give informations on
the kernel functions.

Let X* and X be compactificarions of Martin type with x and p’ are dila-
tions of the same normalized reference measure 7, and we suppose that 1 is
harmonic.

Then, by Theorem 7.10, there exist boundary sets 7, 7" with u(7T)=
2’ (T")=0 and a bijection ¥ between A\T and A'"\T'. The mapping ¥ sends
every 2 €A, to its pole.

Lemma 8.1. u(¥~(4")=p'(4") for every A'€ B(A).

For since W-(A")e BA)", ,u,(\If'l(A’))=S A(T YA ))dr(x)—
[ He-scrmyan(e) = | B @pr(a) = Mar)=p().

Lemma 8.2. k*oW=Fk" y-almost everywhere for every x& X.

In fact, for every x€ X there is a function u,E4{* satisfying u,(x)=1 and
llu || =m=inf {||u||; u€ I?, u(x)=1}; and, by Corollary 6.7, u,:Hmzksz’,fz,,u.
On the other hand, by Theorem 7.8, H; Xoys=H 22,4, therefore B*=k'*oW py-
almost everywhere.

Now we give a theorem which reveals the structure of the Martin type
compactifications.

Theorem 8.3. Under the assumption thai 1 is harmonic, let (X*, k(x, 2),
A, p) and (X, k'(x, 2"), Al, u") be compactifications of Martin type and suppose
that

(1) p and p' are dilations of a normalized reference measure ,
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(2) k" and k' separates points of harmonic boundaries T' and T, respectively,
i.e., for example, if 2, 2,ET", 2,7 2, then k*(2,) Fk’(2,) for some x= X.

Then there is a homoemorphism VU between T' and TV such that k(x, 2)=
k'(x, U (2)) for every xX and 2T

Proof. By Theorem 7.10, there exist two sets T, 7' and a mapping ¥
satisfying A\T'CT, A\T'CT", u(T)=p'(T')=0 and ¥ is a bijection between
A\T and A’'\T"* Let {a,} be a countable dense subset of X and let

© = U {s€Ay; ka,, )k (a, ()} U(A\A)UT.

Then, by Lemma 8.2, u(®)=0, which means that A\® is dense in I'. We
assert that {W(z,)} is convergent for every convergent sequence {z;} in A\®.
In fact, let 2,—= and let {{,} be a subsequence of {z;} with ¥({;)—=2’, Then,
k(a,, 2):lhl_£l‘°: k(a,, C,,)z}ig‘l k'(a,, ¥(L:)=F (a,, 2') for every m, and, by assump-

tion, this implies that {¥(2,)} converges to a point of I'’. Hence the restriction
of ¥ to A\® is uniformly continuous, that is, denoting by p and p’ the metric
of X* and X respectively, we have for every €>0 there is >0 such that
2, 2EA\® and p(z), 2;) <7 implies p'(¥(2)), ¥(2;)) <& Therefore if we
define, for every 2€T, ¥(2)= 1111_’{1‘ W(z,), then ¥ is a well-defined conti-
ZycA\®

nuous mapping of T and ¥(2)EI’. We show that ¥ is a bijection. Since
k(a,, 2)=Fk'(a,, ¥(2)) for every n and 2 A\B, k(a,, 2)=Fk'(a,, ¥(2)) for every n
and €T, which implies k(x, 2)=Fk'(x, ¥(2)) for every x& X and 2€T'. Hence
if ¥(2,)="Y¥(z,) then k. =k.,, and hence 2,=2, by assumption. The proof is
completed if we show W(I')=I". The relation A\W¥(¥(A\®))CO implies
0= u(A\ZH(T(A\O)) = u(¥}(A\F(A\B))) = (A\¥(A\®)) by Corollary
7.9, and this means that W(A\®)=I". Thus, for every 2'€TI" there is a
sequence {z;} in A\® with ¥(z;,)—z’. If 2,—>2€T then ¥(2)=2', q.e.d..

ReMARK. We know form Theorem 8.3 that in the case of Example 6 in
§2, the family of kernel functions described there is just all that is possible.
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