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Abstract

   Recently, digital communication systems are widely used. To transmit such as 

binary data file, command and control sequences of channel, high reliability and high 

speed communication system is required. For this purpose, it is important to research 

codes with strong error correcting capability and efficient decoding algorithms. In 

this dissertation an efficient method to estimate the block error probability of trellis 

codes and a maximum likelihood decoding (MLD) algorithm with low computational 

complexity for linear block codes using characteristics of trellis diagrams of codes are 

proposed. 

   To analyze the error correcting capability provided by trellis codes, an efficient 

method to evaluate the block error probability of  trellis codes is proposed in Chapter 2. 

The notion of correct state on the most likely paths in Viterbi decoding on AWGN 

channels is introduced. The probability that a state is correct and the probability that 

the state following a correct state is also correct are evaluated by simulation. These 

probabilities do not depend on block length. Then, the block error probability for 

any given block length is estimated by simple calculation from the above mentioned 

probabilities. 

   The proposed method is useful in flexibility of adapting the analysis for given 

block length. This method enables us to get precise estimation for various block length 

efficiently. 

   This method is applied for some specific 8-PSK Ungerboeck codes with  24,  25 and 

26 states. The results show that the values obtained by this method are very close to 

those by exhaustive simulation. It is concluded that our method is very effective. 

   To simplify decoding of a code, a new  trellis-based MLD algorithm for a linear 

block code using a sectionalized trellis diagram is proposed and its computational 

complexity is analyzed in Chapter 3. 

   In general, a sectionalized minimal trellis diagram for a linear block code is loosely
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connected provided that the section length is not too small. Within a section, there are 

parallel branches between two adjacent states, these parallel branches may form a sub-

trellis, and many adjacent state pairs have the same label set for the parallel branches. 

These structural properties can be used to reduce the computational complexity of 

a trellis-based maximum likelihood decoding (MLD) using the Viterbi algorithm. In 

Chapter 3, a new trellis-based MLD algorithm for a linear block code using a sectional-

ized trellis diagram is proposed and its computational complexity is analyzed in terms 

of the number of addition equivalent operations. In the proposed algorithm, to process 

the label sets of parallel branches in a section of the trellis, a maximum likelihood 

decoding procedure is used. The overall computational complexity depends on how to 

choose recursive sectionalization in the algorithm. A method for finding the optimum 

sectionalization of a trellis in terms of computation complexity using a dynamic pro-

gramming approach is given. Numerical results show that a proper sectionalization of 

a trellis considerably reduces the decoding complexity. 

   It is concluded that characteristics of trellis diagrams are of great use to estimate 

the block error probability and to design an MLD algorithm.
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Chapter 1 

Introduction 

   Digital communication technology has made remarkable advances lately, and de-

mand for high reliability and high speed communication system has risen. Research 

about such codes as guarantee low decoding error and can be decoded efficiently  has 

been carried out earnestly. 

   A trellis diagram of a code is a directed graph with the initial state (node) and 

the final state, whose labels of paths from the initial node to the final node corre-

spond to the code words one-to-one. In evaluating the error probability of codes and 

designing simpler decoder, trellis diagrams of codes have a lot of useful information. 

Therefore, trellis diagrams of codes has been studied very actively in recent years. In 

this dissertation, a method to estimate the block error probability of trellis codes and 

a maximum likelihood decoding (MLD) algorithm for linear block codes are proposed 

using characteristics of trellis diagrams of codes. 

   For example, we can tell a specific bit of a trellis code must be decoded incorrectly 

under some conditions from the connection of the trellis diagram of the code. In 

Chapter 2, such characteristics of trellis diagram to evaluate the block error probability 

of trellis codes are used. 

   The error performance of a trellis code is usually evaluated in terms of bit error 

probability. However, block error probability is more adequate measure for an error 

control system whose unit of message is block. 

   It is assumed that code bits are transmitted through an additive white Gaussian 

noise (AWGN) channel, and they are decoded by Viterbi decoder[1]. Viterbi decod-

ing is an algorithm of MLD, which is a dynamic programming algorithm to find the 

shortest path from the initial state to the final state of a trellis diagram. The block 

error probability of trellis codes was evaluated by simulation[2, 3]. When block error 
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probabilities of a code are required for various block lengths, simulation must be ex-

ecuted for each block length. It takes enormous time for the computation when the 

block error probability is small, since examination must be repeated until the unlikely 

phenomenon  occurs enough times to estimate a reliable value. 

   In Chapter 2, a two-step method for evaluating the block error probability is 

proposed. We consider if a state on the path with largest metric in Viterbi decoding 

is correct or not. In step 1, the probability that a state is correct and the probability 

that the state following a correct state is also correct are evaluated by simulation. In 

step 2, the block error probability for any given block length is estimated by simple 

calculation from the above mentioned probabilities. 

   The evaluation in step 1 does not depend on the block length. If the evaluation 

of the values in step 1 has carried out, the block error probability for any block length 

can be estimated by the simple calculation of step 2. 

   When the performance of an error control system from the block error probabil-

ity is analyzed, the analysis for various required block length is adapted flexibly by 

proposed method. 

   This method is applied for the specific 8-PSK Ungerboeck codes[4] with  24,  25 and 

 26 states. For the example code with  25 states, the ratio between the value for the 

block error probability obtained by this method and one by simulation is less than 1.1 

when the block error probability is less than  10-3. These results show that our method 

is very effective. 

   A trellis diagram of a linear block code often has parts of subgraphs with identical 

structure. Such characteristic of trellis codes can be used to reduce the computational 

complexity of a trellis-based MLD using the Viterbi algorithm. In Chapter 3 such 

characteristics of trellis diagrams are used to design an efficient decoding algorithm. 

   A trellis diagram for a linear block code is generally expressed and constructed 

in terms of sections [1-7]. A binary (N, K) block code C has an N-section trellis 

diagram [10] in which each branch represents a code bit. An  /-section trellis diagram 

with  1 < N can be constructed from the N-section trellis diagram. In this  /-section 

trellis diagram, each branch represents multiple code bits. In many cases, the trellis 

diagrams for linear block codes, such as Reed-Muller codes, are loosely connected and 
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have simple parallel structure. The loose connectivity and parallel structure simplify 

the implementation of Viterbi decoding. In  fact, smaller Viterbi decoders can be built 

to process the parallel sub-trellis diagrams in parallel. This speeds up the decoding 

process which is important in high-speed data communication systems. 

   The parallel structure of the  /-section minimal trellis diagram for a binary linear 

block code was first investigated in [10], in which the number of parallel and structurally 

identical (except branch labels) sub-trellis diagrams without cross connections, called 

parallel components, in each section was expressed in terms of the dimensions of specific 

linear codes related to the given code. 

   It is shown in [11] that sectionalization of a  trellis diagram does not reduce the 

branch complexity. However, if the section length is not too small, there are parallel 

branches between two adjacent states. These parallel branches may form a sub-trellis, 

and many adjacent state pairs have the same label set for the parallel branches. These 

structural properties can be used to reduce the computational complexity of a trellis-

based MLD using the Viterbi algorithm. Furthermore, an MLD procedure can be used 

recursively for finding the branches with the largest metrics among the sets of parallel 

branches in a section. 

 In- Chapter 3, a new trellis-based MLD algorithm for a linear block code using a 

sectionalized trellis diagram is proposed and its computational complexity is analyzed 

in terms of the number of addition equivalent operations. The overall computational 

complexity depends on how to choose recursive sectionalization in the algorithm. A 

method for finding the optimum sectionalization of a trellis diagram in terms of com-

putational complexity is given using a dynamic programming approach. Numerical 

results show that a proper sectionalization of a trellis diagram considerably reduces 

the decoding complexity. 

   Chapter 3 is organized as follow. Section 2 gives a brief review of the structural 

properties of a sectionalized minimal trellis diagram of a linear block code. A new 

trellis-based MLD algorithm is proposed and its computational complexity is analyzed 

in Section 3. An MLD procedure is presented to process the sets of parallel branches in 

a section to find the largest branch metrics among the sets of parallel branches. Also 

presented in Section 3 is a method for finding the optimum sectionalization of a trellis 
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diagram for a linear block code. This method is based on a dynamic programming 

approach. In Section 4, specific examples are given. Conclusion is given in Section 5. 

   It is concluded that characteristics of trellis diagrams are of great use to estimate 

the block error probability and to design an MLD algorithm. These results contribute 

large advance in designing high reliability and high speed digital communication tech-

nology. Chapter 4 presents a summary of the ideas and results presented in this 

dissertation and discusses future research goals. 
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Chapter 2 

A Method  to Evaluate the Block 

Error Probability of Trellis Codes 

2.1 Definitions 

   Consider a trellis code C such that the encoder accepts k-bit block and outputs 

n-bit block. The n-tuple  (yi,  Y2)  •  •  •  yn) with  yi E  10,11 which is the encoder output in 

each time is called symbol. The set of all the symbol of the encoder output is denoted 

E. 

   Let G be a trellis diagram of C. Assume that G does not have any parallel edges. 

Let S be the set of the states of G. For a path p on G which starts from the initial 

state of  G, we define the state of time t and the edge of time t as follows: The initial 

state is called the state of time 0. The edge on path p from the state of time t — 1 is 

called the edge of time t, with t  > 1 and the state which the edge of time t enters  is 

called the state of time t. For path p, the symbol labeled to the edge of time t is called 

the symbol of time t for p. 

   Let u =  uiu2  ... with  Ut E  E be the encoded symbol sequence of a trellis code C. 

Let  14 be the state of time t on the path corresponds to  u.  us =  ur)ul  ... with  ut E S 

is called encoded state sequence. 

   Encoded symbol sequence u is transmitted through a channel, then it is decoded 

by a decoder. The longer the path which is stored for the maximum likelihood decoding 

with Viterbi algorithm is, the harder the implementation of decoder is. In this chapter, 

the pseudo-maximum likelihood decoding using Viterbi algorithm is considered, where 

the length of the path stored in memory is limited by given positive integer w[5]. 

   The decoder outputs decoded symbol sequence and decoded state sequence 
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 which is defined as follows: The path with largest metric among the paths from the 

 initial state to a state of time t is called the maximum likelihood path of time t. Suppose 

 that a positive integer w is given. We call w window size. Let the symbol of time t 

 on the maximum likelihood path of time t + w  —1 be  vt, and the state of time t  —1 on 

 the path be  vt  1 with t  > 1. The output sequence of the decoder is v  =  v1v2  ... with 

 vt E E, and v is called the decoded symbol sequence. Also,  vs =  vgvl  ... with  vt E S 

 is called the decoded state sequence. 

    At time t, when  ut =  vt holds we say that the symbol of time t was decoded 

 correctly, otherwise, we say it was decoded incorrectly. Similarly, we say that the state 

 of time t was decoded correctly if  u; =  q, otherwise, we  say it was decoded incorrectly. 

    For a given positive integer b, the symbol sequence from time t to time t + b — 1 

 is called the block of length b from time t. When at least one symbol in the block was 

 decoded incorrectly, we say that the block was decoded incorrectly. 

 2.2 Formula of Approximation of Block error Probability 

    Assume that input of an encoder of the trellis code C is independent of time and 

 each input k-tuple occurs with the same probability. The encoded sequence for the 

 input is transmitted through a noisy channel. Then they are decoded with the method 

 described in Sect. 2.1. 

    Let b be the length of a block. The probability that a block starting from time t 

 is decoded incorrectly is denoted  pkt. Let  244 be the probability that at least one state 

 from time t — 1 to t + b — 1 is decoded incorrectly. Let qm ,t be the probability that 

 the state of time t is decoded correctly under the condition that for a positive integer 

 m, every state from time t — m to t — 1 is decoded correctly.  qo ,t is defined as the 

 probability that the state of time t is decoded correctly. The probability 1 —  Kt that 
 every state from time t  —1 to t  +b  —1 is decoded correctly is given by 

                   1 -  go,t_i H  qm  ,t  -Fm  -  1  •  (2.1) 
                                            m=1 

    If every state from time t  —1 to t + b — 1 is decoded correctly, every symbol from 

 time t to t + b — 1 is decoded correctly, since the trellis diagram does not have any 
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parallel edges. Therefore, we have that 

             Pb,t  Plb,t• (2.2) 

   When at least one state from time t — 1 to time t + b — 1 is decoded incorrectly, 

at least one of the following conditions i), ii), iii) holds: 

  i) There exists an integer i with t  <i<t+b-1 such that the state of time i — 1 

    is decoded correctly and the state of time i is decoded incorrectly. 

 ii) There exists an integer i with t  <i<t+b-1 such that the state of time i — 1 

    is decoded incorrectly and the state of time i is decoded incorrectly. 

 iii) All the states from time t — 1 to t + b — 1 are decoded incorrectly. 

   The decoding described in Sect. 2.1 can be regarded as a maximum likelihood 

decoding when the window size w is sufficiently large[5, 6]. If a maximum likelihood 

decoding is used, a decoded symbol sequence and a decoded state sequence are one of 

the encoded symbol sequences and one of the encoded state sequences, respectively. If 

any state of a trellis diagram does not have edges diverging from the state with the 

same label, condition i) implies that this block is decoded incorrectly. Similarly, If any 

state of a trellis diagram does not have edges entering to the state with the same label, 

condition ii) implies that this block is decoded incorrectly. All the example codes in 

Sect. 2.4 satisfy the both properties described above. When the condition iii) holds and 

the length of a block is sufficiently large, the probability that all the states of a block 

are decoded incorrectly and that all the symbols of the block are decoded correctly 

must be very small. Thus, when at least one state from time t — 1 to t + b — 1 is 

decoded incorrectly, it can be considered that the block with length b from time t is 

decoded incorrectly. 

   From these observation, when the window size w is sufficiently large and the block 

length b is not too small, the following approximation holds: 

                 Pb,t  .‘"d  Pfb,t• (2.3) 

    For example codes in Sect. 2.4, the outputs of the encoder is not periodic when 

inputs of it is not periodic. Assuming that the channel noise is AWGN, a state of 

 -  7  - -



decoder is independent of time when time t is sufficient large. We call this steady 

state.  q,7„t with m  > 0 does not depend on t in a steady state. We denote this 

probability qm.  _Also,  pb,t does not depend on t in a steady state. We denote this 

probability  pb and we call this brock error probability in a steady state. 

    Considering practical use of trellis codes, states decoded correctly continue during 

sufficiently long time for b. In such situation,  q1,  q2,  . ,  qb have almost equal values. 

We denote this value simply q. 

   From (2.1) and (2.3), brock error probability  pb  in a steady state can be approxi-

mated by the following simple formula: 

             1 —  qoqb• (2.4) 

2.3 Two-Step Method of Evaluation 

    We propose the following two-step method for evaluating the block error proba-

bility;  In step 1, the values of qo, q are evaluated. In step 2, the value of 1 —  qoqb is 

calculated. Simulation to evaluate q0, q in Step  1 requires a lot of computation time 

especially when the block error probability is small. The values of q0, q are independent 

of the block length b. If we already have the evaluation of the values in step 1, we can 

estimate the block error probability for any block length  by the simple calculation of 

step 2. 

2.4 Examples Using 0-Tail  Trellis Codes 

2.4.1 Step 1 for 0-Tail Trellis Codes 

   We evaluate the values q0, q by simulation in the following manner: Let 2" be the 

number of states of C, where  v is called the memory order. For sufficiently large N 

for v, we consider 0-tail trellis code of C with length N. If N is sufficiently large, the 

decoder of 0-tail trellis code which is not periodic is supposed in a steady state except 

states close to the initial state or the final state. Simulation is executed for this 0-tail 

code in  m-times, then the number of states decoded correctly is observed within the 
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state from time  v to N —  v — 1. The total number of states which are subjects to 

be observed is (N — 2v)m. Let c be the number of the states decoded correctly in 

the states observed. We evaluate the value of  q0 to be c/{(N —  2v)m}. Let  ce be the 

number of the states which are decoded correctly and whose preceding states are also 

decoded correctly. We evaluate the value of q to be  cc/c. 

   In Fig. 2.1, the 8-PSK Ungerboeck code[4] with  2' =  25 states is used as the 0-tail 

code with code length N, and the window size of the decoder is w = 32. We show  pi, 

the error probability of symbol  (  the block error probability with block length b  =  1), 

 1—qo, the error probability of state, and 1— q evaluated by simulation of the probability 

that a state following a correct state is incorrect. The fact that 1—  q0 > 1— q shows that 

state errors are actually not independent events. The fact that 1 —  q0 >  Pi shows that 

the symbol is not always decoded incorrectly even if the state is decoded incorrectly. 

2.4.2 Comparison Between the Values of the Approximation and the Val-

      ues Obtained from Simulation 

   In the following, we shall show that the block error probability  Pb can be approx-

imated by 1 —  qoqb, a function of block length b, as described in Sect. 2.2 through 

analysis of example codes. 

   In Fig. 2.2, we compared the simulation results of 1 —  Pb when S/N ratio of the 

channel is 8.0(dB), the values obtained by the proposed approximation  qoqb and ap-

proximation  (1  —  pl)b simply from the symbol error probability  pi assuming that each 

symbol error is independent of each other for the above described example code with 

the horizontal axis to be block length b. While b is small for N and b is not too small 

(b is between about 10 and N/2), the line of our proposed approximation gives good 
agreement with the results of simulation. 

   In the domain where the block length b is close to N, the curve of simulation result 

becomes close to horizontal and the gap between the curve and the approximation 

becomes larger. Because the error probabilities of states close to the initial state or 

the final state are smaller than ones for the other states, so the closer the value of b 

is to N, the less dependant the brock error probability on block length. This special 

characteristics is not considered in the approximation formula proposed in this chapter. 
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The formula is the approximation of the block error probability for a steady state. The 

symbol error probability in a steady state is almost constant, as described above, we 

can approximate by the simple formula. In the domain where the value of b is small, 

there is a gap between the approximation and the value obtained by simulation. It 

can be considered that the probability that a block is decoded correctly in under the 

condition iii) is not negligible. 

   We compare the evaluation by proposed method of block error probability and 

the value obtained by simulation for some example codes with the horizontal axis to 

be S/N ratio par symbol. Figures 2.3 to 2.5 are results for 0-tail Ungerboeck codes[4] 

with  24,  25,  26 states respectively. 

   We use 0-tail Ungerboeck codes with code length N = 128 in simulations. It is 

shown in [2] that this code length is sufficient for approximation of the code length to 

be infinite. 

   In these figures, the parameter b is the block length and w is the window size for 

decoding. Generally, the window size which is  4-5 times of memory order is considered 

sufficient [6, 5]. We take the window size as such value for the decoder of these example 

codes. 

   For example, the ratio of the approximation to the value obtained by simulation 

is less than 1.1 for the code with  25 states when the block error probability is less than 

about  10-3. From these result, we conclude that the difference between the proposed 

approximation and the value obtained by simulation is small. 

   In Figures 2.3 to 2.5, the curve of the proposed approximation is above the curve 

of simulation when the block error probability is large. The proposed approximation 

exploits the consideration in Sect. 2.2 that each state error is independent of each other 

when the error probability is small because each interval between a erroneous state and 

the next erroneous state. Each state error is generally not independent of each other 

when the error probability is large. It is known that the errors tend to gather, so it is 

considered that the value evaluated by simulation tends to become lower. 

   The proposed approximation gives good agreement with the results of simulation 

when the block length b is not too small and the block error probability is not large. 

It is confirmed that the proposed method is effective in practical condition. 
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2.5 Conclusions 

   In this chapter, for a code whose trellis diagram satisfies the following condition, 

  • The code does not have any parallel edges. 

  • Any state of the diagram does not have edges diverging from the state with the 

    same label. 

  • Any state of the diagram does not have edges entering to the state with the same 

    label. 

and the output encoder is not periodic, we proposed a method to approximate the 

block error probability when the state of the decoder is independent of time. This 

method is effective when S/N ratio is in practical range and the block length is not too 

small. 

   Consider that we attempt to compare using a block code with block length b 

and using a trellis code for a error control communication system whose unit is block 

length B  = hb for given integer h. The block error probability for block length B can 

be calculated briefly from its block error probability for block length b for a block code. 

However, any good method was not known other than executing simulation of the block 

error probability for each value of B for a trellis code. The proposed method enables 

us to estimate the block error probability for any block length B from the evaluated 

values qo and q about a trellis code too. 

   The step to evaluate the values  qo and q and the step to calculate the approxi-

mation of the block error probability from these values are separated. If a method to 

calculate an upper-bound or precise value of  qo or q becomes available, the proposed 

method can be modified to evaluate the block error probability more efficiently. 
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Fig. 2.1 The symbol error probability  pi, the state error probability 1 —  qo and the 

 conditional state error probability 1 — q for  v = 5, N = 128 and w = 32. 
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Fig. 2.2 The probability  1—  Pb of correct block decoding for  v = 5, N = 128, w = 32 

and SNR=  8.0(dB). The simulation results, new evaluation  qoqb and the value (1  —pi)b 

obtained from the symbol error probability  pi. 
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Fig. 2.3 The block error probability for  v = 4, N = 128 and b = w = 16. 
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Fig. 2.4 The block error probability for v = 5, N = 128 and  .b = w = 32. 
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Fig. 2.5 The block error probability for  V = 6, N = 128 and b = w = 64. 
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Chapter 3 

A Recursive Maximum Likelihood 

Decoding Algorithm for a Linear 

Block Code Using a Sectionalized 

Trellis Diagram and Its 

Optimization 

3.1 Structure of Minimal Trellis Diagram 

   For simplicity, we only consider the binary linear block codes in this chapter. The 

extension to nonbinary linear codes is straightforward. 

   Consider a binary linear  (N,  K) block code C. By an N-section trellis diagram for 

C [8, 9], we mean a directed graph, denoted T, such that (1) T has an initial state so 

and a final state  sf (a state is simply a node in the graph), (2) each branch (an edge in 

the graph) has a label and two branches diverging from the same state  have different 

labels, and (3) there is a directed path from  so to  sf with label sequence  u1u2  •  • •  uN if 

and only if  (u1,  u2,  ... ,  uN)  is a codeword in C. In the following, a binary sequence of 

length  i is regarded as a binary  £-tuple, and vice versa. A trellis diagram for C with 

the minimum number of states is said to be minimal, and a minimal trellis is unique 

within graph isomorphism [12]. A subgraph of a trellis diagram is called a sub-trellis 

diagram. 

   For a nonnegative integer h not greater than N, let  Sh[C] denote the set of states 

of T just after the h-th bit position, where  So [C] consists of the initial state  so only 
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and  SN[C] consists of the final state  sf only. 

   For a set of integers U h1,  h2,  .  .  . ,  h1} with 0 =  ho <  hi <  •  •  • <  hl =  N, 

a sectionalized minimal  trellis diagram for C, denoted  Te(U) or simply T(U), can be 

obtained from the N-section minimal trellis diagram T by deleting every state in  S  h[C] 

for h  E {0,  1, , N}  —U and every  branch  to or from a deleted state and by writing a 

branch with label a from a state s  E  Shi_1[C] to a state s' E  Shilq for 1  <  j  <  1, if and 
only if there is a path with label a from s to s' in T [10].  T({0, 1, , N}) is T itself. 

This sectionalized minimal trellis diagram  T(U) may have parallel branches between 

two adjacent states with different labels. Every branch from a state in  Sh_i_1[C] to a 
state in  Sh) [C] for 1  < j  < 1 represents  (hi —  hi_i) code bits. 

   Structural properties of a sectionalized trellis diagram of a linear block code have 

been analyzed in [10, 13]. Here, we briefly review them. Let h and h' be two integers 

such that 0  < h <  < N. For a binary N-tuple v = (vi,  v2, , vN), let  ph,h'v denote 
the binary (h' — h)-tuple  (vh+i,  vh+2,  •  •  • ,  vh') and let  P  [C] be defined as 

                                    Ar 

                     Ph,12.1Ltr,-,1iph,wv : v E  Cl. (3.1) 

Let  C  h  Ai be the linear subcode of C consisting of all codewords whose components are 

all  zero  except for the  It' — h components from the (h+1)-th bit position to the h'-th 

bit position. Let  K [C] be the dimension of  Ch,w, i.e., 

 K [C] =  10  g2  IC  h,h' 

where for a set  S,ISI denotes the number of elements in S. For convenience,  K  h,h[C] 
is defined as zero. For simplicity, we write  Ckr,h, for  ph,h4Ch,hd, the truncation of 

 C  h  . Then,  Ckr,h, is a linear  subcode of  ph,w[C]. For integers h, h' and  h" such that 
0  < h < h'  <  h"  < N, let  K  h  ,h11[C] be defined as 

            Kr,,„77.=-  Kh,h,[C]  K  At  [C]  • (3.2) 

For simplicity, we write  K  h[C] for  K  ,h,N  [C]  . 
   For a linear code A and its linear subcode B, let  A/B denote the set of cosets in 

A with respect to B. For two states s E  S  h[C] and s' E  hi [C] in the minimal trellis 

diagram T of C, let L(s, s') denote the set of all label sequences for paths from s to s'. 
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Then, 

 {L(s,s') :  s  E Sh[C],s' E  [C]1=  Pkw[C]  I  , (3.3) 

and it has been shown in [9, Appendix A] that 

 IS  h[C]I =  2K  h[C]  (3.4) 

   For a state s' E  MC], the number of those states s in Sh[C] that L(s, s')  0 0 is 

given by  2Qh,h4c1 where 

              Qh,le[C]A=  log2  Ipo,h[Co,h,]1 — log21CrAl 

 Ko,h1[C] —  Kklit[C] —  K0,,,  [C] 

                                                 (3.5) 

   For a sectionalized trellis diagram  T(U) with  h, h' E U and h <  h', consider the 

 sub-trellis diagram obtained by truncating  T(U) except for the h-th to the h'-th bit 

positions. This truncated sub-trellis diagram, denoted  ph,h1T(U)], consists of parallel 

and structurally identical (except branch labels) sub-trellis diagrams without cross 

connections, called parallel components. The number of parallel components is given 

by  2Kh[c]-Q  h,hi[C]  [10]. 

   Let Cw denote the linear subcode of C consisting of all codewords whose com-

ponents from the (h + 1)-th bit position to the h'-th bit position are all zero, and let 

 K  [C] denote  log2 IC-7,I, the dimension of Then, the number of different label 

sequences in the truncated trellis diagram  p,,,,,'  [T] is given by [9, Appendix A] 

 1Ph,h'  [C]1 =  2K'h[C] (3.6) 

The number of different L(s, s')'s with  sE511, and s' E  Slit is given by 

 1Ph,h,  [c]12-  2K-Kh,ht[c]-KT-h-dcl  (3.7) 

The number of state pairs (s, s') such that L(s, s')  0 0 is given by  2Kh'  [C]+Ko,h,ht[C] 

Any coset in ph,h/C]/CrA, appears 2Kh[C]+K-7                                              h,h[C]—K                                      times as the label set of parallel 

branches between state pairs in the section. For example, consider the 4-section mini-

mal trellis diagram  T({0,  16, 32, 48,  64}) for the third order Reed-Muller code of length 
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 64. In the second (or third) section, each coset in P16,32 [C] /C111.6,32 (or 
 appears 64 times as the label set of parallel branches. P32,48 [C] /Ct,48) 

    Let KgAl [C] be defined as 

 Kj:  [C]  1°g2  IP  0  ,h[C  0  ,hi] n po,h[C-h-Te] I. (3.8) 

 Define  Akhl [C] as 
                                                         Tz,                 Akhi[v] =An.w[C] — [C] —  K  ,N[C]. (3.9) 

 Then, the set of parallel components can be partitioned into  21chtcl-Qkhi[c]-Ah,hi[c] 

 blocks of size  2Akm[c] in such a way that (1) two parallel components in the same 

 block are identical up to the path labeling and (2) if there is a common label sequence 

 in two parallel components, they are in the same block[12]. 

 3.2 New Maximum Likelihood Decoding 

 3.2.1 Decoding Procedure 

    By using an  /-section minimal trellis diagram  T({ho, h1, ,  ha) for C, a maximum 

 likelihood decoding for C can be done as follows: Choose an integer m with 0  <  ?Th  < 1. 

 For every state in  Sh3  [C] with 1  <  j  < m, find the survivor path from the initial state 

 so to the state with the largest metric together with its metric from the metrics of states 

 in  Shi_, [C] in the following way: For every parallel branch set from a state in  Shj_i [C] 

 to one in  Ski [C], find the branch with the largest metric. Then, find the survivor path 

 by using the largest branch metrics of the parallel branches between every state pair in 

 each parallel component. Similarly, for every state in  Sh, [C] with  1— 1  >  j  > m, find 

 the survivor path from the final state  sf to the state with the largest metric together 

 with its metric from the metrics of states in  Shi±i [C]. Then, for every state in  Shm[C], 
 by concatenating survivor paths to the state, we obtain  IShm  [C] I paths from the initial 

 state to the final state. Finally, find the path with the largest metric among these 

 paths. This method is called the double-ended trellis decoding [15], and is denoted 

 DETD(T({ ho,  h1, ,  hm). When m is chosen to  1, the method corresponds to 

 one-way (left to right) Viterbi decoding for  T({ho,  h1,  .  •  • ,  h1}). 

-
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   As shown in Section 2 (refer to Eq.(3.3)), the label set of parallel branches between 

a state in  Ski, [C] and one in  Ski [C] is a coset in  phi_i,hi  [C]/Ckri_i,hi. In case that the 

same label set appears many times in a section as stated in Section 3.1, the decoding 

complexity can  be reduced by constructing a table for the metrics of parallel branches, 

denoted  PBThi_i,hi, which, for each coset in  phj,,hi[C]ICkrj_i,hj, stores the largest 

metric in the coset and a label with the metric. 

   Now, we devise the procedure to construct the table  PBTx,y for integers x, y with 

 0  < x  <  y  < N. Since the set of cosets  po,N[C]/Co,N = C/C consists of C only, the 

table  PBTO,N stores the decoded codeword as well as its metric. Hereafter, the bit 

positions for  px,v[C] and its subcodes are numbered  x,  x +  1,  x +  2,  ... , y instead of 

 0,1,2,...,  y  —  x. 

(A) A straightforward method to construct the table  PBTx,y is to compute the metrics 
for all vectors in  px,y[C], and then find the vector with the largest metric for every coset 

by comparing the metrics of vectors in the coset. In general, this method is efficient 

only when y — x is small. 

(B) When  y— x is large, we can reduce the computational complexity by using a trellis 

diagram for each coset. 

(B-a) Let  l' be an integer with 2  <  < y — x and U' =  {wo,m,...,4} be a set of 

integers with x =  4  <  hl  <  •  •  <  4 = y. Let Tctry(U') be anl'-section trellis diagram 
                                                                                               x, 

for Cxtrs. For a coset D = u +  Clr,y with u E  px,y[C], an  l'-section  trellis diagram for 
D, denoted  TD(U') can be obtained from  Tcp.v(U') by adding  pm_i,w  u to the label of 

each branch from a state in S' _1)u„3I to a state in S.[Cr„] for 1  <  j  <TD(U') is 

minimal if and only if Tctry(V) is minimal. The set of states of TD(U I) just after the                                                  x, 

 birth bit position is also denoted  S  .[D]. The label set of parallel branches between 

a state in S hi [D] and one in ASV [D] in TD(U') is also a coset in pw.[C] I Cki: 
   7-1 3 3-153 3-1' 3 

The tables PBTw3.-12ht.3with 1  < j <  l' are used for the decoding. These tables are 

constructed recursively. 

(B-b) Instead of performing one-way (left to right) Viterbi decoding for each coset 

separately, we can execute the one-way (left to right) Viterbi decoding with the fol-

lowing one trellis diagram for  px,y[C]/Cxtr,y: In the trellis diagram, there is a common 

initial state  sx,y,0 and for each coset D  E  px,y[C]/Cxtry, there is a final state  sx,y,f[D] to 
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which the set of label sequences of paths from  sx ,y,0 is  D. The trellis diagram can be 

constructed as follows: Choose a basis v1, v2, ,  vic-K,v[6-] of  px,y[C] such that 

            V K _ Klw[G]- K z ,y[C1+1, V K -K[C]-Kx,y[C]4-2 7 • • •V K -K-4-jr[C]  E 

Let 

   A  vi  • ei,K-.1%-[C]-K,,[e], for 1  <  i  < K —  KoN[C] —  K  x,y[C] 

   = 

 vi  • OK -K-5-[C]-Kx,y[C], for K — Ky-Ty-[C] —  K  x,y[C]  <  i  < K — Kyy-[C], 

where 

                                                  n 

 ei,„ = 0=1,07,3), 

                    On = 0,0,.7.73) 

and  ̀•' denotes the concatenation of two vectors. Let  CL(x, y) be the binary linear code 

of length  nx,y y—x + K — K-gN[C]— K x,y [C] spanned by  u1,  u2, ,  uK_K,[6-1. The bit 
positions for  CL(x, y) are numbered x, x +  1,  •  y,  • x +  nx,y instead of 0, 1,  ...  — 
x, ,  nx,y. Then, the  sub-trellis diagram (sub-graph) obtained by truncating an  (l'+1)-

section minimal  trellis diagram of  CL(x, y),  TCax,y)(U1  U{x±nx,y}), except for the x-th 
to the y-th bit positions is the desired  l'-section trellis diagram. This truncated  trellis 

diagram  px,y[TcL(x,y)  (U' U  nx,y})] is denoted  px,y[TcL(x,y)(U')] for simplicity. 
   Define z =  4_1. Consider the one-way (left to right) Viterbi decoding using the 

trellis diagram  TcL(x,y)({x, z, y}) together with the two tables  PBTx,y and  PBTz,y. We 
compare the decoding complexity of this method with that using  px,y[TcL(x,y)(U')]. It 
follows from (3.3), the definition of  CL(x, y) that for any u and z with x  <  u < z < y, 

 {L (s, : s  E  Su[CL(x,  y)]},  s E  Sz[CL(x, y)]} =  p„,z[Cax,  y)]/(CL(x,  y))ui:z 

                                  =  pu,z[C]/Ctrz. (3.10) 

From this fact and that the minimality of  Px,y[TcL(x,y)(U1)], we have that 
 Px,ziPx,y[TCL(x,Y)(U1)]] =  Px,z[TCax,Y)(P)] is the  (1'  —  1)-section minimal  trellis diagram 

for  px,z[C]/Clr,z,  px,z[TcL(z,z)({4,  hi,  •  •  • , z})]. Therefore, the complexity of the decod-
ing with  Px,y[TcL(x,y)({x, z, y})] is not worse than that with  px,y[Tcax,y)(P)1, and it is 
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enough to consider the two-section trellis diagram  Tc,(x,y)(fx, z,  y}) only at each re-

cursion level, for finding a decoding procedure with the smallest complexity, as far as 

the complexity depends on the used trellis diagram only. 

(B-c) The above method using the two-section trellis diagram  TcL(x,y)({x, z,  y}) can 
be viewed as an algorithm to solve the following problem: how to obtain  PBTx,y 

from  PBTz,z and  PBT,,y efficiently, where x < z < y. Since  ICstr,y/  (cxtrz  +  Cr)zt,y I = 

2K.,,[6-]-K.,.[q-Kz,y[c] =  arcz,,[c]  , for D  E  ps,y[C]iCxtry , we can find the set of 2-K-,z,Y[c] 

coset pairs in  pz,z[C]/C1rz  x  pz,y[C]/Ctzr,y, denoted CP  [D], such that 

 D= UA                   DI,• DR= U  {11•Nr:11EDL,VEDR}. (3.11) 
 (DL,DR)ECP[D]  (DL,DR)ECP[D] 

For a coset  X, let m[X] denote the largest metrics of  X. From (3.11), 

              m[D]  =maxfm[DL] + m[DR]}.(3.12) 
                          (DL,DR)ax 

Let N(x, y; z) be the number of addition-equivalent operations to find m[D], when 

the tables  PBTx,, and  PBTz,y are given. N(x, y; z) depends on the used algo-

rithm. If we simply follow the right-hand side of (3.12), the number of addi-

tions is Ipx,y[C]/Cxtry I  X 2K-,z,Y[c]= 21c--K[c]-Kxy[c]l-K.z,[c] ,that of comparisons is 

2K-Kiwri-K.,Y[c](2K.,.,Y[c]  -  1) and the sum, denoted  N(°)(x,  y;  z), is given by 

 N(°)(x, y; z) =  2K  -K[C]--K.,y[C]  (2K.,z,y[C]+1  — 1). (3.13) 

   We review the method using the two-section trellis diagram  Tcax,y)({x,  z,  y}). Let 

s' be the state in  Sy[CL(x, y)] corresponding to D, that is,  L(sx,y,o, s') = D. Then, from 

(3.10),  CP  [D] is given by 

 {(L(sx,y,o, s), L(s, s')) : s E  S  z[CL(x  , y)] and L(s, s')  0  01. 

Therefore, a standard processing of the trellis diagram  Tcvx,o(lx, z,  y}) to find m[D] 

is essentially the same as the method which simply follows the right-hand side of (3.12). 

   We can also use a trellis diagram for  px,y[C]/C11:y such that there is a common 

final state  sx,y,f and for each coset D E  px,y[C]/Cxtrs, there is a initial state  sx,y,o[D]. 

We can also show that this method is also the essentially same as the above method. 
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    There is another implementation [13, 17] based on the detailed structure of each 

 section that is a union of the same simple regular sub-trellis diagrams. The implemen-

 tation yields a smaller N(x, y; z) for the worst case than  N(°)  (x, y; z) and its average 

 computational complexity is considerably smaller than the worst case one. 

    By summarizing the above, we devise the following procedure  NewMLD(x,  y) to 

 construct the table  PBTzx for a received word. 

 [Procedure  NewMLD(x,  y)] 

 Input: Integers  x,  y. 

 Output:  PBT ,y. 

 (Step 1) Choose an integer z. If x  +1 = y, let z = —1. Otherwise, choose an integer z 

 with  z  =  —1  or  x  <  z  <  y. 

 (Step 2) Execute one of the following (Case A) or (Case B) depending on the value of 

 z. When z = —1, execute (Case A). Otherwise, execute (Case B). In both cases, we 

 obtain the table  PBTx ,y by storing the results. 

 (Case A: z = —1) Compute the metrics for all vectors in  ps,yfq. The method of this 

 metric computation is discussed in 3.2. For every coset in  px,y[C]/C1r,y, find the vector 
 with the largest metric by comparing the metrics of vectors in the coset. 

 (Case B: x  <  z  <  y)  

 (Step  B-1) Construct the tables  PBTx,z and  PBTz,y by executing  NewMLD(x,  z) and 
 NewMLD(z,  y), respectively. 

 (Step B-2) For every coset D E  ps,y[C]/Clr,y, find the vector with the largest metric in 

the coset by using (3.12). AA 

 3.2.2 Complexity Analysis 

    In the following, we evaluate the computational complexity, denoted  '(x,  y), of 

 the above procedure  NewMLD(x,  y) in terms of the number of addition-equivalent 

 operations. This number includes those for all the recursive executions of NewMLD . 

 The chosen integer z in (Step 1) for  NewMLD(x,  y) is denoted by  zx,y. When it is 
 necessary to specify the value of parameter  zx,y, notation  0(x,y;zx,y) is used. 

 (A) First, we derive a formula for  (x,  y; —1). We assume that the metrics of the 

 individual bits are given. 
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  1) Consider the case where x + 1  = y. Assume for the simplicity that the minimum 

  distance of C is greater than 1. Then, no operation is needed and hence 

 0(x,  x  +  1;  -1)  =  0, (3.14) 

  since the metrics are those of the individual bits and  I  Czti:x+i  I = 1. 

  2) When x  +1  <  y, the number  0(x, y; -1) depends on the implementation. 

  2.0) For example, if the branch metrics for all branch labels are computed indepen-

  dently, the value  0(x, y; -1) for this implementation, denoted  00)(x, y; -1), is given 

  by 

 ,0(°)(x,  y; -1) = (y - x -  1)Ipx,u[C]l +  Ips,y[C]lCxtrNi(iCxtr,yi  -  1) 

                      = (y  x  1)  21C  KI[C] + 2K -K[C]--K.,v[C] (2K.,y[C]  1), 

 for  x  +  1  <  y. (3.15) 

  The first term is the number of additions to compute all the metrics for the label set 

 px,y[C], and the second term is the number of comparisons for finding the vectors with 

  the largest metrics by comparing the metrics of vectors in a coset for all the cosets in 

  px,y [C] /Cstr,y. 

  2.1) We may also use the following method to compute the branch metrics for labels in 

 px,y[C]. Consider the case  Ipx,y[C]  I =  2Y'. First, compute the metric of a label with 

  y - x  -1 additions. Then, we compute the metric of each branch label by one addition 

  operation in the order of the Gray code [16]. This method can also be used for the case 

  where  Ipx,y[C] <  2Y" by discarding the metrics for the labels which are not in  px,y[C]. 

     Let  0(1)(x, y; -1) be the value of  0(x, y; -1) for this implementation. Then, we 

  have that 

 0(1)(x,  y; -1) =  2Y-z  +y  -  x  -  2  +  2K-KY  [c]-Ks,Y  [c]  (21cs,v  -  1), for  x  +1  <  y. (3.16) 

  (B) Next, consider the case with  zx,y  0 -1. We have the following recursive formula: 

 0(x, y;  z.,y) =  /P(x,  z.,y)  +1P(z.,y, y) + N(x, y;  zx,u), for x <  zx,y < y. (3.17) 

  Given formulas for  0(x, y; -1), N(x, y; z) and the choices of z, we can compute  0(0, N) 

  easily by using (3.17). 
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 3.2.3 Optimum Sectionalization 

    We need choose z in (Step 1) properly to obtain a decoder with the small number 

 of operations. A sectionalization of the  trellis diagrams (choices of z) which gives the 

 smallest  0(0, N) for a given code is called the optimum sectionalization for the code. 

    Assume that the formulas for  0(x, y; -1) and N(x, y; z) are given explicitly. In 

 this section, we present the method for finding the smallest computational complexity 

 for  NewMLD(0, N) as well as the optimum sectionalization. 

    Define  Omin(x, y) as follows: 

 (1)  If  x  1  =  y, 

                   ,bmin(x, x + 1) = 0(x, x 1; -1) =0. (3.18) 

 (2) Otherwise 

 Omin(x, y) =  mintgx, y; -1), szminy10,,,in(x, z) +?Pmin(z, y)  + N(x, y; z)}}. (3.19) 

 Omin(x, y) is the smallest number of operations to construct the table  PBTx,y, and 

 therefore  Omin(0, N) is that for decoding a received word. 

    By using (3.18) and (3.19) together with formulas for  0(x, y; -1) and N(x, y; z), 

 we can compute  Omin(x, y) for every (x, y) with 0  < x  <  y <  N, efficiently. By storing 

 the information  When the minimum value occurs in the right-hand side of (3.19), it is 

 easy to find an optimum sectionalization. 

    Finally, we present two theorems on the choice of (Case A) or (Case B). 

 Theorem 1: Consider a binary linear code C of length N such that a generator matrix 

 of C does not contain any all-zero column. Suppose that  00)(x, y; -1) is used for 

 0(x,  y;  -1) and  N(°)(x,  y;  z) is used for  N(x,  y;  z). 

 (1) The complexity for (Case B) is smaller than that for (Case A) except for  y  -x  < 2. 

    When  y - x = 2, they are the same, if the minimum distance of C is greater than 

       1. 

 (2) If y - x > 2,  jp  ,y[C]  =  2Y-x and  Crxtv =  {0y_x} or  {0y,,  (1,  *,  ,  *,  1)}, where 

     (1,  *, ,  *,  1) denotes a vector v such that  ps,s_Fiv =  py-i,yv = 1, then the right-

    hand side of (3.19) takes its minimum for both z =  L(x+Y)/2i and z =  [(x+y)/21. 

(Proof) See Appendix. AA 
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Theorem 2: Suppose that qi)(1)(x, y; —1) is used for 0(x, y; —1) and N(°)(x, y; z) is 

used for  N  (x  , y; z). 

(1) If  Ipx,y  [C]  I =  2Y' and  Clrm =  {0y_x} or  {0y_x, (1,  *, ,  *,  1)}, then the complex-

   ity for (Case A) is smaller than that for (Case B) except for y — x  < 2. When 

   y — x = 2, they are the same. 

(2) If the condition in (1) does not hold, then the complexity for (Case B) is 

   smaller than that for (Case A), and if  Ips,y[C]I <  2Y-x and  Cxtrm =  {0y_z} or 

 {0y_x, (1,  *, ,  *,  1)}, then the right-hand side of (3.19) takes its minimum for 
   both z = L(x +  y)/2j and z = +  y)/21. 

(Proof) See Appendix. AA 

3.3 Examples 

   Let RM(64, 22), RM(64, 42) and RM(64, 57) be the second, third and fourth order 

Reed-Muller code of length 64, respectively. Let exBCH(63, k)  denote the extended 

code of the binary primitive (63, k) BCH code. We computed the decoding complexity 

of RM(64, 22), RM(64, 42), RM(64, 57) and permuted codes of exBCH(63, k) with 16  < 

 k  <  51. 

   A cyclic (or shortened cyclic) code or its extended code has the worst trellis state 

complexity among linear block codes of the same length and dimension [14]. In order 

to obtain a trellis diagram with a smaller number of states for these codes, the order 

of symbol positions must be permuted. The natural symbol ordering of a  Reed-Muller 

code is optimal for the state complexity [18]. For extended BCH codes, we consider 

the following permutations [14, 19]: Let a be a primitive element of GF(26) and let 

 {th,  •  •  •  ,  136} be a basis of GF(26) over GF(2). For a positive integer i less than 26, let 
 ai-1 be expressed as 

                                        6 

                 ai-1 = E bid/3 j, (3.20) 
                                          J=1 

with  bid E GF(2). For i = 0, let  kJ 0 for 1  <  j < 6. Let  7r denote the following 

permutations on {1,  2,  ... ,  26}, 

                              6 

 7r(i)  = 1  +  bi_id26-i, for 1  < i  < 26. (3.21) 
                                J=1 
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In general, the state complexity of the minimal  trellis diagram for a permuted code 

depends on the choice of the basis  1,31,  /32, ,  061. We consider the following three 

bases for codes of length 64: (1) Basis A is a polynomial basis, {1, a,  a2, , a5}. 

(2) Basis B is {1, a, a2, a21, a22,  a23}                           which is obtained by combining a basis GF(26) 
over GF(22), {1, a,  a2}. and a basis GF(22) over GF(2), {1,  a21}. (3)  Basis C is 

 {1, a, a9,  a10,  alb,  al9}, which is obtained by combining a basis of GF(26) over GF(23), 

{1, a}, and a basis of GF(23) over GF(2), {1, a9,  an. 

   In Table 3.1, the number of addition-equivalent operations are listed for the above 

example codes. We use  N(°)(x, y; z) for N(x, y, z). The column labeled 64-section gives 

the numbers of operations required in conventional Viterbi decoding with 64-section 

trellis diagram, which is equivalent to the proposed method with the sectionalization 

 (o)   = i  —1, with 2  < i  < 64. The column labeled Optimum  op  ) gives the number of 

operations for the optimum sectionalization when  003)(x, y; —1) is used for  ip(x, y; —1). 

The column labeled Optimum  (0)) is that when  0(1)(x, y; —1) is used for  0(x, y; —1). 
Both optimum values for each code are almost the same. For every BCH code, the two 

symbol permutations other than one indicated in Table 3.1 among the three symbol 

permutations above mentioned, the optimum values are larger than those in the table. 

It is worth  while to mention that the numbers of operations required in conventional 

Viterbi decoding with 64-section  trellis diagram for exBCH(63,51) takes its minimum 

value 340,217 for Basis B among the  three-permutations. This shows that a good bit 

ordering for the N-section trellis diagram is not always good for our decoding procedure. 

The last column shows the numbers of addition-equivalent operations given by Vardy 

and Be'ery [16]. Note that the bit permutations for BCH codes and the decoding 

algorithm in [16] are different from those in this chapter. 

   An optimum sectionalization of several example codes when  01)(x, y; —1) is used 

for  0(x, y; —1) are presented in Table 3.2. The optimum sectionalization is chosen in 

the following manner: If  Omin(x, y) =  11)(x, y; —1), then  zx,y = —1. Otherwise,  zz,y 
is the largest integer z such that  Omin(x, y) =  iPmin(x, z)  +  ?P,,,i,i(z, y) + N(x, y; z). In 

the table, we present the values of  zz,y for every (x, y) such that  NewMLD(x,  y) is 
invoked during the execution of NewMLD except for (x, y) with  zz,y = —1. The sec-
tionalization (the structure of recursive executions of NewMLD during the execution 

                                      - 28 -



of  NewMLD(O,  N)) can be expressed as the following ordered binary  tree-R: A node 

of R represents each invocation of NewMLD. The node corresponds to the invocation 

 NewMLD(x, y) is labeled (x, y). The label of the root of R is (0, N). The node la-

beled (x, y) has the left child labeled  (x,  zx,y) and the right child labeled  (zx,y, y), if and 

only if  zx,y  0 —1. This represents that  NewMLD(x, y) calls NewMLD(x,  zz,y) and 

 NewMLD(zx,y, y). A node (x, y) in  R is a leaf if  zs,y = —1. The sectionalization R 

can be reconstructed from the values of  zx,y in the following recursive way: Construct 

a binary tree  R with the root only. The root of R is labeled (0, N). For a node in R 

labeled  (x,  y), if  zz,y  0 —1, then add the child nodes of the node, the left child labeled 

(x,  zz,y) and the right child labeled  (zx,y, y). For  RM(64,  42), the tree R is depicted in 

Figure 3.1. 

   In the procedure NewMLD, we have considered only two-section trellis diagrams. 

As discussed in (B) of Section 3, the following reformulation of  NewMLD is essentially 

identical to the original procedure. In this reformulation, 1-section trellis diagrams with 

 l  > 2 are used. 

(Step 1') Choose an integer  l with  1> 1 and a set of  l  +  1 integers U =  h1,  ,  h1} 
 with  x  =  ho  <  hi  <  •  •  •  <  =  y. 

(Step 2') Execute one of the following (Case A) or (Case B) depending on U. When 
U =  {x,  y}, execute (Case A). Otherwise, execute (Case B). 

(Case A:  Ux,y = {x,  y}) Execute the (Case A) in the original  NewMLD. 

(Case B:  Ux,y  {x,  y})  

(Step  B-1') Construct the tables  PBThi_i,hi by executing the variation of 

 NewMLD(hi_i,  hi) recursively for 1  <  i  < 1. 

(Step B-2') Choose an integer z with z E U. For every coset D E  px,y[C]/C1ry, find the 

vector with the largest metric in the coset by  DETD(TcL(x,y)(U), z). AA 

   For a given sectionalization (binary tree) R for the original  NewMLD, we can 

choose the parameters of the reformulated procedure as follows: 

(1) For a given sectionalization (binary tree) R, define  Uo,N =61- {0, N} U 

 VI a node labeled (0,  i) is in R} U  I a node labeled (i, N) is in  R}(refer to Fig. 3.1). 
Then, execute the above variation of NewMLD with x = 0, y = N, U =  Uo,N and 

 z =  ZO,N• 
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Table 3.1 The number of addition-equivalent operations for the maximum likelihood 

decoding. 

 Code 64-section Opt.  (k,t) Opt.  (en) Vardy-Be'ery[16] 

 RM  (64,22) 425,209 78,209 78,119 
 RM (64,42) 773,881 326,017 325,717 

RM (64,57)  7,529_ 5,281 5,209 7.52 x  103 

 exBCH(63,16), Basis B 764,153 120,193 120,103 1.6929 x  105 
 exBCH(63,18), Basis B 2,865,401 468,353 468,263 6.0629 x  105 

 exBCH(63,24), Basis B 1,327,353 271,745 271,655 4.7148 x  105 
 exBCH(63,30), Basis C 35,028,985 16,091,009 16,090,739 1.82 x 107 
 exBCH(63,36), Basis C 18,710,521 9,995,617 9,995,419 1.36 x  107 
 exBCH(63,39), Basis C 38,436,857 24,741,161 24,740,975 3.44 x  107 
 exBCH(63,45), Basis C 1,082,105 893,489 893,237 9.8514 x  105 

 exBCH(63,51), Basis A 418,553 312,721 312,673 3.448 x  105 

(2) For each execution  NewMLD(hi_i,  hi) in (Step  B-1'), we choose  {hi_1,  h2} U 
 {A a node labeled  (hi_i,  j) is in R} U  DI a node labeled (j,  hi) is in R} as U and  zz,y 

 as  z. AA 

   Figure 3.2 illustrates this sectionalization for RM(64, 42). 
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Code 64-section  Opt.  (a)  Opt.  (0a)  Vardy-Be'ery[16]

 RM  (64,22) 425,209 78,209 78,119

 RM(64,42) 773,881 326,017 325,717

RM(64,57)  7,529_ 5,281 5,209 7.52 x  103

exBCH(63,16), Basis B 764,153 120,193 120,103 1.6929 x 105

exBCH(63,18), Basis B 2,865,401 468,353 468,263 6.0629 x  105

exBCH(63,24), Basis B 1 1,327,353 271,745 271,655 4.7148 x 105

exBCH(63,30), Basis C 35,028,985 16,091,009 16,090,739 1.82 x  107

exBCH(63,36), Basis C 1 18,710,5219,995,617 9,995,419 1.36 x  107

exBCH(63,39), Basis C 38,436,857 24,741,161 24,740,975 3.44 x  107

exBCH(63,45), Basis C 1,082,105 893,489 893,237 9.8514 x  105

exBCH(63,51), Basis A 418,553 312,721 312,673 3.448 x  105



is used for  0(x, y; -1).

Code  An, Optimum Sectionalization

 RM(64,22) 4,64 = 63,  4,63 = 62,  z0,62 = 60,  z0,60 = 56, z0,56 = 48, z0,48 = 32,

20,32 = 16,  z0,16 = 8,  z0,8 = 4,  z8,16  = 12,  z16,32 = 24,  z16,24 = 20,

z24,32 = 28,  z32,48  = 40,  z32,40 =  36,  z40,48 = 44,  248,56 = 52

 RM  (64,42)  z0 ,64  = 63,  z0,63 = 62,  4,62 = 60,  z0,60 = 56,  z0,56 = 48,  z0,48 = 32,

zxy03216,  z0,16 = 8,  z16,32 = 24,  z32,48 = 40

exBCH(63,24)

Basis B

 Z0,64 = 63,  z0,63 = 62,  z0,62 = 60,  z0,60 = 56,  z0,56 = 48,  z0,48 = 32,

20,32 = 16,  z0,16 = 8, z0,8 = 4,  z8,16  = 12,  z16,32  = 24,  z16,24  = 20,

 Z24,32 =  28,  z32,48 = 40,  z32,40 = 36,  z40,48 = 44,  248,56 = 52

exBCH(63,30)

Basis C

20,64 = 63,  20,63 =  62,  Z0,62 = 60,  z0,60 = 32,  4,32 = 28,  .4,28 = 24,

20,24 = 16,  z0,16 = 8,  z32,60 = 56,  z32,56 = 48,  z32,48 = 40

exBCH(63,45)

Basis C

4,64 = 63,  z0,63 = 62,  z0,62 = 32,  z0,32 = 30,  z0,30 = 29,  z0,29 = 28,

20,28 = 27,  z0,27 = 26,  z0,26 = 24,  z0,24 = 16,  z0,16 = 8,  Z32,62 = 61,

232,61 = 60,  z32,60 =  59,  z32,59 = 58,  z32,58 = 56,  z32,56 = 48,  Z32,48 = 40

Table 3.2 Optimum sectionalization of the several example codes  when '(1)(x,  y; -1) 

is used for  0(x,  y; -1). 

Code An  /p9 Optimum Sectionalization 
 RM  (64,22)  4,64 = 63,  z0,63 = 62,  z0,62 = 60,  z0,60 = 56,  z0,56 = 48,  z0,48 = 32, 

                 4,32 = 16,  z0,16 =  8,  z0,8  =  4,  z8,16 = 12, z16,32 = 24, z16,24 = 20, 

 Z24,32 = 28,  z32,48  = 40,  z32,40 =  36,  z40,48 =  44,  248,56 = 52 

 RM  (64,42)  z0,64  = 63,  z0,63 = 62,  4,62 = 60,  z0,60 = 56,  z0,56 = 48,  z0,48 = 32, 

                zxy03216,  4,16 = 8,  z16,32 = 24, z32,48 = 40 

 exBCH(63,24)  4,64 = 63, zo,63 = 62, zo,62 = 60,  4,60 = 56,  4,56 = 48,  z0,48 = 32, 

 Basis B  4,32 = 16,  4,16 =  8,  z0,8 = 4,  z8,16  = 12,  z16,32  = 24,  z16,24  = 20, 

 Z24,32 =  28,  z32,48 =  40,  z32,40 = 36,  z40,48 =  44,  Z48,56 = 52 

 exBCH(63,30)  4,64 = 63,  4,63 =  62,z0,62 = 60,  4,60 = 32,  4,32 = 28,  4,28 = 24, 

 Basis C  4 ,24 = 16,  4,16 = 8,  z32,60 =  56,  z32,56 =  48,  z32,48 = 40 

 exBCH(63,45)  4,64 = 63,  20,63 = 62,  20,62 = 32, zo,32 = 30,  4,30 = 29,  4,29 = 28, 

 Basis C  4,28 = 27,  4,27 = 26,  4,26 = 24,  4,24 =  16,  z0,16 =  8, z32,52 =  61, 

                232,61 = 60,  z32,60 =  59,  z32,59 = 58,  z32,58 =  56,  z32,56 = 48,  z32,48 = 40 
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Fig. 3.1 An optimum sectionalization for RM(64,42) when  0(')(x, y; —1) is used for 

 0(x,  y;  —1). 
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          DETD(  T(  {  0,8,16,32,48,56,60,62,63,64 }),63) 

   V DETD(  Tc
L  (16,32)({ 16,24,32  }  ),24) DETD( Tc,1(32,48)( {32,40,48  }  ),40) 

        Fig. 3.2 An implementation by using DETD for RM(64,42). 

3.4 Conclusions 

   In this chapter, a new efficient trellis-based maximum likelihood decoding algo-

rithm for a linear block code using a sectionalized trellis diagram is proposed and its 

computational complexity is analyzed in terms of the number of addition-equivalent 

operations. The optimum sectionalizations of trellis diagram for some well known codes 

are found. 
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Chapter 4 

Conclusions 

4.1  Conclusions 

    In this dissertation, we studied about utilization of characteristics of  trellis diagram 

of codes. 

    To analyze the error correcting capability provided by  trellis codes, an efficient 

method to evaluate the block error probability of  trellis codes is proposed in Chapter 2. 

    The proposed method consists of two-step. The step to evaluate the values  qo 

and q and  the  step to calculate the approximation of the block error probability from 

these values are separated. Therefore the proposed method is useful in flexibility of 

adapting the analysis for given block length. This method enables us to get precise 

estimation for various block length efficiently. Furthermore, if a method to calculate 

an upper-bound or precise value of  qo or q becomes available, the proposed method can 

be modified to evaluate the block error probability more efficiently. 

    This method is applied for some specific 8-PSK Ungerboeck codes with  24,  25 and 

26 states. The results show that the values obtained by this method are very close to 

those by exhaustive simulation. It is concluded that our method is very effective. 

   To simplify decoding of a code, a new trellis-based MLD algorithm for a linear 

block code using a sectionalized trellis diagram is proposed and its computational 

complexity is analyzed in terms of the number of addition-equivalent operations in 

Chapter 3. The optimum sectionalizations of  trellis diagram for some well known 

codes are found. From these result shows a possibility of construction of much efficient 

decoders for linear block codes. 

    It is concluded that characteristics of trellis diagrams are of great use to estimate 

the block error probability and to design an MLD algorithm. These results contribute 
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large advance in designing high reliability and high speed digital communication tech-

nology. 

4.2 Future Works 

   To make the evaluation of the block error probability of trellis codes more efficient, 

we are investigating a method to calculate an upper-bound or precise value of  q0 or q 

in Chapter 2. 

   As mentioned in Chapter 3, there is another implementation [13, 17] based on 

the detailed structure of each section that is a union of the same simple regular sub-

trellis diagrams. The implementation yields a smaller N(x, y; z) for the worst case than 

 N(°)(x, y; z) and its average computational complexity is considerably smaller than the 

worst case one. Modification of proposed decoding algorithm with this implementation 

of N(x, y; z) is investigated. 

   A long range objective is a proposition of codes which have good trellis diagrams 

in terms of usefulness for evaluating error correcting capability and decoding efficiently. 
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Appendix 

(Proofs of Theorems 1 and 2) 

   Before proving the theorems, we  compare  • the number of operations for 

 NewMLD(x, y) with  zx,y = -1,  0(x, y; -1), with that for  NewMLD(x, y) such that 

 zxs = z with x < z < y and  zs,z =  zz,y = -1. The number of operations for the latter 

case is given by 

 '/'(x, z; -1) +  0(x,  z; -1) +  N(x, y; z). 

Define 

 Add) (y - x -  1)2K-K[c],  A.1 

 Addr(z) (z - x -  1)2K-K—Z[c]  + (y -                                       z -  1)2K-KTF[G] 

              +2K -1f75-[C]-K.,y[C]±K.,z,yjC]  A.2 

 cilia)  A  2K  -K[C]--Kx,y[C]  (2K.,[C] 1),  A.3 

 Cmpr  (z)  2K-K77M-Kz,z1c1(21cx,z  [c] - 1) +  2K-Kicl-Kz,Y[c1(2.K„,[c]  - 1) 

                 +2K--K,-01-.K.,y[c](2K.,z,y[c]  - 1).  A.4 

Then, 

     00)(x, y; -1) =  Add +  Cmp(2,  A•5 

       00)(x, z; -1) +  00)(z, y; -1) +  N(x, y; z) =  Addr  (z) +  Cmp(r(z). A.6 

Lemma A.1: For any integers x, y and z with 0  <x<z<y<N, 

 Crag)  >  Cmp(B°)(z).  A•7 

The equality holds if and only if 

 Kx,z[C] =  K,,y[C] = 0. A.8 
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(Proof) Since it follows from the definitions of  K [C] and  Kw[C] that 

 K[Cj>  KyN[C] +  Kz,y[C] and  KN[C]  >  KEN[C] +  Kz,z[C],  A•9 

we have that 

 crap1V(z) =  21  K,,,[C]  (2K  ,z[C] 1)  + 2K - KTv[C]- K ,y[C] (2K z ,y[C] 1) 

 +al<  K  ,,y[C]  (2IG,,,y[C] 1) 

          < 21CK,,,[C]- z(2K ,z[C]  1) 

                         +21 K x ,z[C]- K ,,y[C] (2K z ,y[C] ___ 1) 

                        +2K -1C-EN[C]-Kx,y[C] (2K,,,,y[C] 1) 
           =  1  K,,y[C]  (2K  ,,y[C]  (2-  K  z  ,y[C]  Kz,z[C]2-Kx,z[C]-Kz,y[C]) 1) 

          = C K,,y[C] (2K x,y[C] (1 (1  x  ,z[C])  (1  2-1C,  ,y[C])) 1) 

 < 2K-K,,y[C] (21 G,y[C] 1) 

  =  CmpT).  A•10 

In the second inequality of  A•10, the equality holds if and only if  A•8 holds. Assume 

that  A•8 holds. Then, the equality in the first inequality of  A•10 also  holds. AA 

Lemma A.2: For any integers  x,  y and z with 0  <x<z<y< N, 

 Add)  >  Addr(z).  A-11 

The equality holds if and only if all of the following three conditions hold: 

(i)  Kx,z[C] =  Kz,y[C] =  0. 
(ii) Either  Kg[C] =  K-[C] or x = z - 1. 
(iii) Either  Klw[C]  = If..[C] or z = y - 1. _ 

 (Proof) 

 Addr(z)  = (z -  x  -  1)2K-K[c] +y -                                     (z - 1)2K-%ici 

                < (z - x - 1)2K+                                           (-z -1)2K-Ic[c] 

                       +21fK xK[C] 

                    = (y - x - 2  + 2-Kx,z [CI- z ,y[C])2. C 

 <  Ade.  A•12 
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The equality in the first inequality of  A•12 holds  if (ii) and (iii) hold, and the equality 

in the second inequality holds  if (i) holds. AA 

Lemma A.3: Suppose that  Ipx,y[C]  I =  2Y-x and that  Kz,z[C] =  Kz,y[C] = 0 for any z 

with x < z  <  y. Then, 

 Addr(z)  >  Addr( Lx  +2  Yi  ) =  Addr( ix  +2  Y1), for x  <  z < y. A.13 

(Proof) Since  Ipz,y [C] I  =  2Y-x, we have that  Ipx,z[C]i =  2'' and  Ipz,y[C]  I  =  2Y-z. 

Hence, 

 Ad4)(z)  = (z — x —  1)2' + (y — z —  1)2Y-z +  2Y'. A.14 

By defining that  it  A y — x and  u = z — x, we have that 

 Addr(z + 1) —  Addr(z) =  u2u+1  +  (n — u —  2)2n-u-1 - (u — 1)2u 
 —(n  —  u  —  1)2' 

 =  (u  +  1)2u  —  (n  —  u)2n-u-1.  A•15 

The function of X, (X +  1)2x increases monotonically when X increases. Hence, 

 >  0,  if  2z  >  x  +  y  —  1, 

          Addr(z + 1) —  Addr(z)= 0, if 2z = x + y  —  1,  A•16 
 <0,  if  2z  <  x  +  y  —  1. 

 Add: (z) takes its minimum when z =  LT] and z =  1,1. AA 

Lemma A.4: The equation  A•8 holds for any z with x < z  <  y if  and only if  CZy = 

 {(0,  0,  ...  ,  0)} or  1(0,  0,  ...  ,  0),  (1,  *,  ...  ,*,1)}. 

(Proof) If part: trivial. Only if part: If  CZy does not satisfy the condition,  Cry contains 
a nonzero codeword of the form  (0,  ...) or  (...  ,  0). Then, we have that  Kx+1,y  0 0 or 

Kx,y-1 0  O. AA 

(Proof of Theorem 1) Proof of (1): From the condition on the generator matrix, we 
have that 

            Ki.[C] >  K-g-s[C] and  K[C] >  KTN[C].  - A.17 
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Then, the equality does not hold in  A•11 for y - x > 2. From this fact and Lemma A.1, 

we have the first statement of (1) in the theorem. When y - x = 2, we have y - 2 = 

z - 1 = x. Also, we have that  Kx,z[C] =  K  ,,y[C] = 0 from the assumption on the 
minimum  distance of C. Then, the equalities hold in  A•7 and  A•11. Hence, the 

complexities for the both cases are the same. 

   Proof of (2): From the condition on and Lemma A.4, we have that  Kz,z[C] = 
 K  z,y[C] = 0. Part (2) of the theorem follows from part (1) of the theorem and 

Lemma A.3. AA 

    Define 

 AddT  f  (x, y),  A•18 

 Ad4)(z)  f  (x, z) +  f  (z, y) + 2K-KTTN-K.,,[C]-1-1G,z,,[C],  A•19 

    CmpT CrapT),  A•20 

      CmpT(z) n CmpS30)(z),  A•21 

where 

             f(j)A+ (j - i - 2),for j - i > 1,  A•22  i,= 
 0,  for  j  -  i  =  1. 

Then, 

     0(1)(x, y; -1) =  AddT + CmpT, A.23 

       0(1)(x, z; -1) +  01)(x  , z; -1) +  N  (x, y; z) =  AddT  (z) +  CmpT(z).  A•24 

Lemma A.5: (1) If  Ipx,y  [C]  I  =  2K-KT[c] =  2Y' and  Kz,z[C] =  Kz,y[C] = 0 for any z 
with x < z  <  y, then 

 Add  <  Addnz), for x  <  z < y.  A•25 

The equality holds if and only if x  +  2 = y. 

(2) Otherwise, 
              Add ) >  AddiP(z).  A•26 

(Proof) For x + 1  <  z <  y  - 1, we have that 

 Add(LP  (z) =  2z-x + (z - x - 2) +  2Y-z + (y -  z  - 2) +[c]+Kw,z,y [C] 

            =  2z-x  2y-z 2K-KErp-[C]-1C.,z[C]-Ky,.[C] 2 + (y - x — 2),  A•27 
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and otherwise we have that 

                          2y-z + 2K -KB-NiCl-K.,z[C]-Ky,z[C]   AddiNZ)  > 2z-x  4  + (y - x -  2).  A•28 

The equality in  A•28 holds if and only if x  +  2 = y. 

Proof of (1): 

 AddS31)(z) - (y - x - 2)  >  2' +  2Y' +  2Y-x - 4  >  2Y-x,  A•29 

and hence we have  A•25. 

Proof of (2): (a) If x + 1  <  z  <  y - 1, 

 AddSP(z) - (y - x - 2) =  2z-x ̂2y-z +  2K  -K[C]-1C.,z[C]--Ky,z[C]  - 2 

                          <  2z-x ^ 2y-z  2y-x-1 2 

       <  2Y-x,  A•30 

and hence we have  A•26. 

(b) Otherwise, 

 AddiP(z) - (y - x - 2)  <  2z-x +  2Y-z +  2Y-x-1 - 2  <  2Y-x,  A•31 

and hence we have  A•26. AA 

Lemma A.6: If  113x,y[C]1  <  2Y-z and  Kx,z[C] =  Kz,y[C]  = 0 for any z with x < z  <  y, 

then 

 Add.T(z)  _>  AddB(1)(  Lx  +2   ) =  AddB(1)(  [X  +2  Yl).  A•32 
(Proof) When y - x  < 3, the integers z such that x  <  z < y is  only  1.,.1 and 1,1. 
When y - x = 2, these two integers are the same. When y - x = 3, 

 Addn  Lx  +2  Yi  ) =  Addn  rx  +  Y1) =  2Y-x-1  21c-ic[c] y  - x  3.  A•33 
Consider the case with y - x  > 4. Then, 

             min {Add(1)(z)} - (y - x - 2) - 2K-K[c] 
           x<z<YB 

            = - 1,  Pahl  {2z-z  2Y-z - 2}} 
 x-Fi<z<y-1 

        =  min {2z-x 2y-z  -  2}.  A•34 
                           x+1<z<y-1 

                                                AA 
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(Proof of Theorem 2) Proof of (1): When y — x = 2, the statement follows from 

Lemma A.1 and part (1) of Lemma A.5. Consider the case with y — x > 2. From 

Lemma A.1 and part (1) of Lemma A.5, we have that 

         0(1)(x, y;  —1)  <  0(1)(x, z; —1) +  0(1)(z, y; —1) +  N(x, y; z). 

Suppose that the statement is not true. Then, there is a pair of integers, (x, y), such 

that  y—x  > 2 and the smallest complexity of (Case B) is not greater than  0(1)(x, y; —1). 

Consider such a pair with the smallest y — x. From the minimality of y — x , the smallest 

complexity of (Case B) is given by 

             min {0(1)(x, z; —1) +  01)(z, y; —1) +  N(x, y; z)}. 
                    z<z<y 

A contradiction. 

   Proof of (2): The first part follows from Lemma A.1 and (2) of Lemma A.5. The 

last part follows from the first part of (2) of this theorem and Lemma A.6. AA
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