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Abstract

With the development of chirped-pulse-amplification (CPA), ultrahigh-intensity laser pulses now can easily exceed $10^{18}$ W/cm$^2$. Such high laser intensities have opened a new regime of high field science, including laser plasma accelerators because of the huge electric fields generated in intense laser plasma interactions. Such laser plasma accelerators are capable of producing beams of energetic electrons, protons and $\gamma$-rays.

Submitted to the Division of Electrical, Electronic and Information Engineering, Graduate School of Engineering, Osaka University in partial fulfillment of the requirements for the degree of Doctor of Philosophy, this thesis presents the research on laser plasma acceleration and relevant topics by particle-in-cell (PIC) simulation and theoretical analysis. The organization of this thesis is as follows.

In Chapter 1, from the advent of laser fusion concept to the current status of laser plasma acceleration, background of this thesis is introduced. Then the objective and outline of this thesis are presented.

In Chapter 2, starting from the principle and some special algorithms of PIC method, the development of PIC program of laser plasma interaction is discussed. For the research presented in this thesis, one-, two- and three-dimensional fully relativistic electromagnetic PIC programs are developed taking account of the spatial effects of the problems in which we are interested and the expenses of computer time. All PIC codes are programmed in Fortran language, and parallelized with Message Passing Interface (MPI) method.

In Chapter 3, a diagnostic method of measuring nonlinear evolution of laser wakefield by multiple sidebands of Raman scattering of a probe laser light is proposed. An analytical solution for the amplitudes of the sidebands is presented. To demonstrate the validation of the analytical solution, propagation of the probe pulse in wakefields is simulated with 1D PIC code. It is found that the analytical solution and the results of PIC simulations are well consistent with each other and other experiments. And the influence of plasma density, pump laser intensity, propagating length and nonlinearity of wakefield on the probe laser light has also been investigated by 1D PIC simulations. It is shown that this diagnostic method can be employed to measure the laser wakefield conveniently and widely.

In Chapter 4, acceleration of hot electron in intense laser cone plasma
interactions is studied via 2D PIC simulation. A new mechanism responsible for the
generation of electron bunches along the plasma surface by obliquely incident laser is
proposed. Re-acceleration effect of surface electron bunches at the cone tip is
investigated by PIC simulations. It is demonstrated that the cone target can effectively
guide hot electrons and laser energy to the cone tip, which results in higher coupling
from laser to electrons. The confinement of hot electrons by double-wall cone target
is simulated. Such double-wall cone target can confine hot electrons much better than
single-wall cone target to the fuel capsule in fast ignition.

Chapter 5 studies one of wonderful applications of hot electrons in laser cone
plasma interactions – proton beam acceleration. To increase the energy of accelerated
proton beams, a scheme using cone-shaped target with a coated proton layer is
presented and investigated via 2D PIC simulation. The results of 2D PIC simulation
show that due to the guiding of laser and electrons along the cone wall, energy of hot
electrons is enhanced by the cone target. Then the amplitude of sheath field on the
target rear surface is enhanced since it is proportional to the temperature of hot
electrons and logarithm of density, and so are the energies of proton beams which are
accelerated by the sheath field. The key for the generation of monoenergetic protons is
proved by simulation results. It is concluded that 200 MeV monoenergetic proton
beams may be achieved with the currently available PW laser facility.

In Chapter 6, a new method of increasing laser intensity – focusing of intense
laser via parabolic plasma concave surface is proposed. 3D PIC simulation is used to
investigate the focusing conditions. The cases with various focal lengths and laser
polarizations are compared. It is shown that the geometric focusing can increase the
laser intensity by 2 orders of amplitude. If high harmonics produced from the
reflection of incident laser and concave plasma surface are taken into account, the
focused laser intensity can be increased further due to the smaller focal spot and
compressed laser period to attoseconds.

In Chapter 7, the major conclusions of above researches are summarized.
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Chapter 1 Introduction

1.1 Laser fusion

Controlled fusion reaction, which has been proposed to produce energy abundantly, cheaply, cleanly and safely, may be the long term solution to the global energy crisis of human being. Nuclear fusion can only occur at the extreme temperatures like in the center of a star where the velocities of thermal motion of the nuclei are sufficient to overcome the Coulomb repulsion. For controlled fusion, there are two possible approaches. One is magnetic confinement fusion (MCF) which confines the fusion fuel at moderate pressure by means of magnetic filed. The other possible approach is inertial confinement fusion (ICF), in which the fusion reaction is initiated by heating and compressing the fuel pellet of Deuterium and Tritium (D-T) with high energy beams of laser, electrons or ions. These high energy beams are called the driver.

![Fig. 1.1 Steps of laser fusion based on central ignition model](image)

After invented in 1960, the laser was immediately recognized as an appropriate driver for ICF. The first open publication for laser fusion which appeared in 1972 [1] presented the central ignition model. Based on the central ignition model, the process for laser fusion consists of four steps: heat, compression, ignition and burn. First, laser beams rapidly heat the surface of tiny D-T fuel pellet to the temperature of several keV. Second, fuel is compressed to a density of ~400 g/cm³ by the rocket-like blowoff of the hot surface plasma. Third, during the final part of the capsule implosion, the fuel core reaches the extreme conditions for nuclear fusion reaction. Finally, thermonuclear burn spreads rapidly through the compressed fuel, yielding many times of the input energy.

The calculation for laser fusion of central ignition with the understanding of the Rayleigh-Taylor instability and laser plasma instabilities implies to achieve the ignition the laser energy greater than 1 MJ is required. The laser intensities in the
range of $10^{14}$-$10^{15}$ W/cm$^2$ are appropriate for the laser fusion. In addition, the laser periods of several nanoseconds are necessary. For these reasons, Neodymium-Glass laser with wavelength of 1.06 $\mu$m is a good choice as the driver of laser fusion. Since shorter laser wavelengths have advantages of penetrating to higher densities of fuel pellet, some laser facilities work with frequency-doubled at 0.53 $\mu$m, or tripled at 0.35 $\mu$m.

With the development of chirped-pulse-amplification (CPA) technology [2], ultrahigh intensity laser pulses now can easily exceed $10^{18}$ W/cm$^2$. Such high laser intensities have opened a new regime of high field science, including fast ignition [3]. Fast ignition model consists of three phases as shown in Fig. 1.3. First, a capsule is imploded as in the conventional approach to ICF to assemble a high density fuel configuration. Second, a hole is bored through the capsule corona composed of ablated material, as the critical density is pushed close to the high density core of the
capsule by the ponderomotive force associated with high intensity laser light. Finally, the capsule is ignited by the superthermal electrons, produced in the high intensity laser plasma interactions, which then propagate from critical density to this high density core. Compared to the central ignition model, this fast ignition scheme drastically reduced the difficulty of implosion, and thereby allows lower quality target fabrication and less stringent beam quality and symmetry requirements from the implosion driver. The difficulty of the fusion scheme is transferred to the technical difficulty of producing the ultrahigh intensity laser and of transferring this energy to the fuel.

An alternative approach of fast ignition by inserting a hollow gold cone inside the spherical fuel capsule [4] has been proposed to avoid the propagation losses and deflection of the ultrahigh ignition laser pulses, and the transport of the relativistic electron beams through the high density plasma surrounding the fuel. A significant enhancement of the yield of neutron has been observed with this scheme [5]. A concept for fast ignition using proton beams was presented in Ref. [6]. This concept was motivated by the advantages of proton beams which maintain almost straight trajectories while propagating in corona plasma and compressed fuel capsule, the high coupling efficiency due to energetic proton beams deposit most of their energy in a small volume at the end of their range (Bragg peak), and the observation of intense high energy proton beams in petawatt laser solid interactions.

1.2 Laser plasma accelerator

The table-top sized laser plasma accelerator is another new field of high intensity laser plasma interaction. Laser plasma accelerators were proposed as a next generation compact accelerator because of the huge electric fields they can sustain. The accelerating electric fields in conventional accelerators are limited to a few tens of MeV/m, owing to material breakdown at the walls. Laser plasma accelerators can produce accelerating fields of hundreds of GeV/m, which accelerate particles to high energies in distances much shorter than in conventional accelerators. Such laser plasma accelerators are capable of producing beams of energetic electrons, protons and γ-rays.

One major laser plasma accelerator is laser wakefield accelerator (LWFA) [7]. While an intense short laser pulse is injected in tenuous plasmas, the ponderomotive force of laser light expels electrons both longitudinally and transversely from the high
intensity region. Then, a wave of strong electrostatic fields called wakefield is generated behind the pump laser. This is the so-called LWFA. If electrons with sufficient energy matching the accelerating electric fields are injected into the wakefield, they can be trapped by the wakefield and accelerated to high energy.

In the last fifteen years, several major injection schemes have been proposed and performed by experiments successfully. Self-injection resulting from wave breaking was a possible path to accelerate electrons to high energies [8]. The characteristics of the injected electrons by wave breaking of plasma wakefield wave were investigated in detail with PIC simulations [9]. Then V. Malka et al. carried out this scheme in experiment where 30 fs $3.0 \times 10^{18}$ W/cm$^2$ laser pulses interacted with plasma with densities $2 \times 10^{19} - 6 \times 10^{19}$ cm$^{-3}$. The effective electron temperature was 18 MeV with maximum energy about 200 MeV. Another injection scheme where plasma density is sufficiently high ($n_e \sim 1.0 \times 10^{19}$ cm$^{-3}$, $E_0 \sim 300$GV/m) that the laser pulse extend over many plasma wavelength was proposed and termed as the self-modulated LWFA (SMLWFA) by researchers in Naval Research Laboratory [10, 11]. Soon after, experiments based on this SMLWFA concept were carried out [12, 13] and obtained high-energy electron beams with maximum energy around 20 MeV.

In 2004, three experiments on the generation of monoenergetic electrons around 100 MeV were presented in Nature [14-16]. The possible mechanism accounting for the generation of monoenergetic electrons was the beam loading in bubble region [17]. The beam loading mechanism is a kind of self-injection of electrons into laser wakefield and depends strongly on the nonlinearity of pump laser propagation in plasma. In 2006, J. Faure et al. used a pump laser pulse at $3.4 \times 10^{18}$ W/cm$^2$ and a injection laser pulse at $4 \times 10^{17}$ W/cm$^2$ colliding in underdense plasma of $7.5 \times 10^{18}$ cm$^{-3}$ and obtained monoenergetic electron beams with energy of 117±7 MeV [18]. This injection scheme using two colliding laser beams was first proposed by D. Umstadter et al. [19], and then further developed by E. Esarey et al. [20]. Compared to the beam loading scheme in bubble region, this colliding scheme is stable so that the same monoenergetic electrons are produced in almost every shot of the experiments.

The other laser plasma accelerator is laser solid plasma accelerator. In the interactions of high intensity laser pulse with overdense plasma, high energy electrons are majorly produced by a variety of collisionless mechanisms such as resonance absorption [21], vacuum heating [22], and relativistic $\mathbf{J} \times \mathbf{B}$ heating [23]. These high energy electrons are called hot or fast or super-thermal electrons which have energies.
much higher than the bulk plasma temperature. Thus, typical energy spectrum of electrons resulting from collisionless mechanisms has a bi-Maxwellian distribution where $T_h >> T_e$.

![Fig. 1.4 Schemes of laser solid plasma accelerators](image)

These collisionless mechanisms compete with each other and produce hot electrons with different energies. Based on the model of resonant absorption and assumption of quasiequilibrium state [24], the temperature of hot electrons was given as $T_h = 14(I\lambda^2)^{1/3} T_e^{1/3}$ keV, where $I$ is the laser intensity in units of $10^{16}$ W/cm², $\lambda$ is the laser wavelength in μm, and $T_e$ is the temperature of background electrons in keV. This scaling law illustrates the temperature of hot electrons weakly scales with laser wavelength and laser intensity. As for the vacuum heating mechanism where intense laser pulse obliquely interacts with sharp gradient of overdense plasma, hot electron temperature is given as $T_h = 7(I\lambda^2)^{1/3}$ [25], which is similar to the scaling law in Ref. [24]. Another temperature scaling law of hot electrons based on relativistic $J\times B$ heating mechanism which is appropriate for normal incidence and laser intensities over $10^{18}$ W/cm² gave $T_h = 51 I[(1 + 0.73 I\lambda^2)^{1/2} - 1]$ keV [26], where $I$ is the laser intensity in $10^{18}$ W/cm².

Almost all applications of laser plasma accelerators depend critically on the generation of these high energy hot electrons, see Fig. 1.4. For example, the transfer of energy from the laser pulse to hot electrons is one of the critical issues for fast ignition. Furthermore, production of energetic ion beams in laser solid plasma interactions is directly related to the generation of hot electrons. With current CPA technology ions are not easy to be accelerated to high energy directly by the laser field.
because of their much higher mass compared to that of electrons. However, in plasmas, intense laser lights interact with electrons and push them around; the electric fields via charge separation between electrons and ions are so high that the ions can be accelerated to high energies. From simple charge separation model, electric fields are induced by hot electrons rather than thermal ones. Thus, the mean ion energy is directly related to the potential generated by the hot electrons as $U_{\text{ion}} \propto k_B T_h$, here $T_h$ is the temperature of hot electrons.

The emission of energetic ions in laser-plasma interactions for nanosecond time scale was first observed in experiment in 1960’s [27, 28]. S. J. Gitmoer et al. analyzed the data on the production of energetic ions for a wide variety of laser wavelengths, energies as well as pulse lengths and presented five theoretical models to explain the correlation [28]. They found the predominant component of these energetic ions was protons accelerated both forward and backward to the laser incidence due to the blow-off expansion of bulk target plasma. These protons originate from the water vapor in the chamber or contaminant layer on the target surface. And a scaling law between the temperature of hot electrons and mean proton energies was confirmed based on the given theoretical models.

In the last fifteen years, a number of experiments on the generation of forward multi-MeV protons for CPA laser lights at intensities over $10^{18}$ W/cm$^2$ were reported and interpreted with remarkably different mechanisms for origin and acceleration. E. L. Clark et al. obtained $10^{12}$ protons with energies up to 18 MeV by irradiating a laser light of 1 ps at intensities of $5.0 \times 10^{19}$ W/cm$^2$ onto a 125 $\mu$m aluminum target with incident angle of 45° [29]. The ions signal on the detectors exhibits a ring structure. They interpreted these ring-structured high-energy ions were shock-accelerated forward at the front surface of the target and deflected by ~30 MG magnetic fields produced by hot electrons leading the ions while propagating through the target. A similar explanation of frontside acceleration was presented by A. Maksimchuk et al. [30]. However, R. A. Snavely et al. argued that forward high-energy proton beams were accelerated by the laser ponderomotive force at the rear surface of the target, which was supported by the evidence that protons were emitted perpendicular to the rear surface of the target even for wedge-shaped targets [31]. In their experiment, PW laser pulses of 500 fs duration with peak intensity at $3.0 \times 10^{20}$ W/cm$^2$ were focused onto different targets. Up to 48 J of the laser energy was transferred to $3.0 \times 10^{18}$ protons $> 10$ MeV.
Although the mechanism accounting for the generation of these proton beams is not clear, experimental results showed that they are always normal to the back surface of the target, have a small angular aperture at the highest energies. The duration of the proton beams and energy are relevant to the laser and target parameters. These properties of the proton beams make them of particular interest in view of possible applications, such as proton fast ignition [6], proton diagnostic probe [32], proton therapy [33], and so on.

Primary challenge for laser plasma accelerator is how to increase or control the energy of accelerated particles. Laser plasma accelerators are built up on the basis of laser plasma interactions which are complex and related to a huge amount of parameters of laser light and plasma, such as laser duration, energy, intensity, polarization, plasma density, geometry, temperature, etc. This list is endless. It is impossible to study the influence of these parameters to the energy of accelerated particles one by one in experiments. On the other hand, some of these parameters are more important than the others. By changing the critical parameters, we can easily increase or control the energy of accelerated particles. Hence, physics of interaction should be understood clearly to determine which parameters are important and which are not so important for laser plasma accelerators. Diagnostics both in experiment and computer simulation can help understand the physics better.

1.3 Numerical simulation

Traditionally the behavior of complex physical systems has been investigated through theoretical approach and experimental approach. However, there are a large number of physical problems for which precise experiments and diagnostics are difficult or impossible, and the simultaneous nonlinear interaction of complex processes makes theoretical analysis difficult. For most of these problems, the fundamental laws that govern the system are clear, but we are simply unable to work out their consequences. With the advent of high speed computers, computer simulation based on the numerical physical model has been used for the numerical experiments which can give as much information about the details of the system as one desires.

Plasmas interacting with laser span a large range of densities and temperatures. According to the typical time and length scales of problems, numerical plasma models for effects we are interested in are generally classified into two categories: fluid or
kinetic. For fluid, or hydrodynamic model, the plasma state can be described by its macroscopic variables: density, pressure, fluid velocity etc. Based on the fluid equation of plasma and Maxwell’s equations, hydrodynamic simulation is mainly used to investigate the large scale dynamic behavior of the plasma under the influence of electric and magnetic fields. Time scales of the hydrodynamic simulation are determined by the ion motion – typically from around a picosecond to several nanoseconds.

Kinetic simulation starting from Vlasov equation seeks to determine the distribution function $f(r, v)$ of plasma self-consistently. Fokker-Plank simulation is such a kind of kinetic simulation looking for the particle distribution function. Particle-in-cell (PIC) method is another kind of kinetic simulation which is more economic than Fokker-Plank model. In PIC method, with the use of finite-size particle, as well as the spatial and temporal grids, the calculation is greatly reduced and the collisionless collective behavior of plasma can be simulated.

1.4 Objective and outline of this thesis

The major objective of this thesis is to help understand the physics of laser plasma acceleration via PIC simulation and theoretical analysis, and to explore new ways to increase energy and coupling from laser energy to the accelerated particles under current experimental conditions.

In Chapter 2, starting from the principle and some special algorithms of PIC method, the development of PIC program of laser plasma interaction is discussed.

In Chapter 3, a diagnostic method of measuring nonlinear evolution of laser wakefield by multiple sidebands of Raman scattering of a probe laser light is proposed. An analytical solution for the amplitudes of the sidebands is presented. To demonstrate the validation of the analytical solution, propagation of the probe pulse in wakefields is simulated with 1D PIC code. And the influence of plasma density, pump laser intensity, propagating length and nonlinearity of wakefield on the probe laser light has also been investigated by 1D PIC simulations.

In Chapter 4, acceleration of electrons in intense laser cone plasma interactions is studied via 2D PIC simulation. First, a new mechanism responsible for the generation of electron bunches along the plasma surface by obliquely incident laser is proposed. Second, re-acceleration effect of surface electron bunches at the cone tip is investigated by PIC simulations. Third, confinement of hot electrons by double-wall
cone target is simulated.

Chapter 5 studies one of wonderful applications of hot electrons in laser cone plasma interactions – proton beam acceleration. To increase the energy of accelerated proton beams, a scheme using cone-shaped target with a coated proton layer is presented and investigated via 2D PIC simulation. The key for the generation of monoenergetic protons is proved by simulation results.

In Chapter 6, a new method of increasing laser intensity – focusing of intense laser via parabolic plasma concave surface is proposed. 3D PIC simulation is used to investigate the focusing conditions. The cases with various focal lengths and laser polarizations are compared.

In Chapter 7, the major results of above researches are summarized.
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Chapter 2 Particle-in-cell Simulation of Laser Plasma Interaction

2.1 Introduction

Particle-in-cell method [1-3] is simple and straightforward: numerically follow the motion of a large collection of charged particles in their self-consistent electric and magnetic fields. The basic cycle is illustrated in Fig. 2.1. From the positions and velocities of charged particles, the charge and current densities on the spatial grids are calculated. With these charge and current densities, the self-consistent electric and magnetic fields on the grids are computed next. Then electric and magnetic fields impact on the charged particles. Finally the positions and velocities of these charged particles are advanced. The basic cycle runs round by round to simulate the plasma problems we are interested in.

If one attempts to solve the motions for a large number of real particles by directly computing the forces on them from Coulomb’s law, he will soon realize that such an approach is impractical since the number of real particles is so huge that even the most powerful computer of today is not able to deal with such a huge calculation. Fortunately, what we are interested in is the collective behavior of plasma which occurs on a space scale greater than or comparable to the electron Debye length rather than the fine scale fluctuating microfield associated with discrete particle collisions.

In PIC simulation, we use finite-size particle which usually has the size comparable to the electron Debye length to represent many real particles, and divide the space into cells which have the spacing about equal to the size of the particle, see
Fig. 2.2. With the use of finite-size particle and spatial grids, the calculation and rapidly varying force associated with close encounters are greatly reduced. However, the long-range Coulombic force which gives rise to collective motion is retained, and effects with scale greater than the size of cells (or particles) are accurately modeled.

For researches presented in this thesis, one-, two- and three-dimensional fully relativistic electromagnetic PIC programs are developed taking account of the spatial effects of the problems in which we are interested and the expenses of computer time. All PIC codes are programmed in Fortran language which has advantages in scientific calculations, and parallelized with Message Passing Interface (MPI) method for PC cluster at the Cybermedia Center in Osaka University.

2.2 Principle of PIC method

On the basis of two-dimensional relativistic electromagnetic model, we will introduce the principle and algorithms used in our PIC programs in detail. Most of these algorithms can be transferred to the one-dimensional and two-dimensional cases easily.

2.2.1 Integration of the field equations

From charge and current densities on the spatial grids as sources, we obtain the electric and magnetic fields by Maxwell’s equations.
\[ \nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon} \quad (2.1) \]

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (2.2) \]

\[ \nabla \cdot \mathbf{B} = 0 \quad (2.3) \]

\[ \nabla \times \mathbf{B} = \mu \mathbf{J} + \mu \varepsilon \frac{\partial \mathbf{E}}{\partial t} \quad (2.4) \]

In the 2D electromagnetic PIC model, the electric and magnetic fields are obtained from Faraday’s law and Ampere-Maxwell law (Eqs. (2.2) and (2.4)). In accordance to the time derivatives of \( B \) and \( E \) fields, leap-frog scheme for the time integration is used (see Fig. 2.3). The leap-frog scheme is also appropriate for the time stepping of the charge and current densities, as well as the particle position and velocity.

Fig. 2.3 Temporal layout of field and particle quantities used in leap-frog scheme

Fig. 2.4 Spatial layouts of a) TM and b) TE components, charge density on grid points
For 2D electromagnetic model, the fields are divided into transverse magnetic TM (sufficient for 2D simulation) and transverse electric TE (for 21/2D and 3D simulations) sets. All spatial variation, and therefore \( k \) is in the \( X, Y \) plane. The TM fields, with \( \mathbf{k} \cdot \mathbf{B} = 0 \), have components \( E_x, E_y \) and \( B_z \). The TE fields, with \( \mathbf{k} \cdot \mathbf{E} = 0 \), have components \( B_x, B_y \) and \( E_z \). The relative spatial locations of components of these sets are shown in Fig. 2.4. The finite difference equations for TM components are

\[
\frac{B_{z,j+k+1/2}^{n+1/2} - B_{z,j+k}^{n-1/2}}{\Delta t} = -\frac{E_{y,j+k+1/2}^{n} - E_{y,j+k}^{n}}{\Delta x} + \frac{E_{x,j+k+1/2}^{n} - E_{x,j+k}^{n}}{\Delta y}
\]

(2.5)

\[
\frac{E_{x,j+k+1/2}^{n+1/2} - E_{x,j+k}^{n}}{\Delta t} = \frac{B_{z,j+k+1/2}^{n+1/2} - B_{z,j+k-1/2}^{n}}{\mu \varepsilon \Delta y} - \frac{J_{x,j+k+1/2}^{n+1/2}}{\varepsilon}
\]

(2.6)

\[
\frac{E_{y,j+k+1/2}^{n+1/2} - E_{y,j+k}^{n}}{\Delta t} = \frac{B_{z,j+k+1/2}^{n+1/2} - B_{z,j+k-1/2}^{n}}{\mu \varepsilon \Delta x} - \frac{J_{y,j+k+1/2}^{n+1/2}}{\varepsilon}
\]

(2.7)

When \( B_x^{n-1/2} \) and \( E_n \) are known, \( B_x^{n+1/2} \) is determined by Eq. (2.5). Then the electric field is advanced from Eqs. (2.6) and (2.7). TE components can be calculated in similar way.

2.2.2 Integration of the particle equations of motion

The particle equations of motion are

\[
m \frac{dv}{dt} = q(E + v \times B)
\]

(2.8)

\[
\frac{dr}{dt} = v
\]

(2.9)

where \( q \) and \( m \) are the charge and mass of particle. In relativistic case, we use \( \mathbf{u} = \gamma \mathbf{v} \) rather than \( \mathbf{v} \), where \( \gamma = \sqrt{1 - u^2} \) is the relativistic factor. The centered-difference form of the Newton-Lorentz equation is given by

\[
\frac{u^{n+1/2} - u^{n-1/2}}{\Delta t} = \frac{q}{m} (E^n + \frac{u^{n+1/2} - u^{n-1/2}}{2\gamma^n} \times B^n)
\]

(2.10)

We use the method of Boris to calculate \( u^{n+1/2} \). Define \( u^+ \) and \( u^- \) as
\begin{equation}
\mathbf{u}^{n+1/2} = \mathbf{u}^- - \frac{q\mathbf{E}^n \Delta t}{2m} \tag{2.11}
\end{equation}

\begin{equation}
\mathbf{u}^{n+1/2} = \mathbf{u}^+ - \frac{q\mathbf{E}^n \Delta t}{2m} \tag{2.12}
\end{equation}

Center $\gamma$ and $\mathbf{B}$ by time averaging and substitute the above equations into Eq. (2.10) to obtain

\begin{equation}
\frac{\mathbf{u}^- - \mathbf{u}^+}{\Delta t} = \frac{q}{2m\gamma^n}(\mathbf{u}^- + \mathbf{u}^+) \times \mathbf{B} \tag{2.13}
\end{equation}

Adding half of the electric impulse, $\mathbf{u}^-$ is obtained from Eq. (2.11). Using Boris’ rotation, $\mathbf{u}^+$ can be calculated by

\begin{equation}
\mathbf{u}^+ = \mathbf{u}^- + \mathbf{u}^- \times \mathbf{t} \tag{2.14}
\end{equation}

\begin{equation}
\mathbf{u}^+ = \mathbf{u}^- + \mathbf{u}^+ \times \mathbf{s} \tag{2.15}
\end{equation}

where $t = qB^n \Delta t / 2me^n$, $s = 2t(1 + t^2)$. Finally adding the remaining half of the electric impulse from Eq. (2.12), $\mathbf{u}^{n+1/2}$ can be obtained. Then the position is advanced by

\begin{equation}
\mathbf{r}^{n+1} = \mathbf{r}^n + \mathbf{v}^{n+1/2} \Delta t = \mathbf{r}^n + \frac{\mathbf{u}^{n+1/2} \Delta t}{\gamma^{n+1/2}} \tag{2.16}
\end{equation}

2.2.3 Particle weighting, charge and current densities

![Diagram of charge assignment for first order weighting in 2D](image.png)

Fig. 2.5 Charge assignment for first order weighting in 2D
To obtain the fields on the discrete spatial grid points and forces on particles, it is necessary to calculate the charge and current densities on grid points and transfer the fields from the discrete grid points to the continuous particle positions. The processes are carried out through some form of interpolation between the grid points and particles, which is called weighting.

The charge density at position $r_j$ contributed by a simulation particle whose center is at $r$ is changed from $q\delta(r_j - r)$ for a point particle to $qS(r_j - r)$ for a finite-size particle, where $S(r_j - r)$ is a shape factor giving the way how a particle is contributing to the nearby spatial grid points and how the fields on these spatial grid points impulse the particle. In this way, the charge and current densities are given by

$$\rho(r_j) = \sum_i q_i S(r_j - r_i)$$  

$$\mathbf{j}(r_j) = \sum_i q_i v_i S(r_j - r_i)$$

where $r_i$, $q_i$ and $v_i$ are the central position and charge of $i$th particle. And the force on the particle is interpolated from the grid electric field with the same shape factor to avoid a self-force, as

$$\mathbf{F}_i = q_i \Delta r \sum_j E_j S(r_j - r_i)$$

The commonly used weightings include zero-order, first-order and high-order weightings. For all PIC codes for the research in this thesis, first-order weighting is employed. With two space dimensions, first-order weighting is called area interpolation as illustrated in Fig. 2.5. The $i$th particle has central position $x_i$, $y_i$, related to the grid point $X_j = j\Delta x$, $Y_k = k\Delta y$. The charge densities assigned to the nearest four grid points are proportional to the areas belonging to the grid points, that is

$$\rho_{j,k} = \rho_c \frac{\Delta x - (x_i - X_j)[\Delta y - (y_i - Y_k)]}{\Delta x \Delta y}$$  

$$\rho_{j+1,k} = \rho_c \frac{(x_j - X_j)[\Delta y - (y_i - Y_k)]}{\Delta x \Delta y}$$

$$\rho_{j,k+1} = \rho_c \frac{\Delta x - (x_i - X_j)[y_i - Y_k]}{\Delta x \Delta y}$$

$$\rho_{j,k+1} = \rho_c \frac{\Delta x - (x_i - X_j)[y_i - Y_k]}{\Delta x \Delta y}$$
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\[ \rho_{j+1,k+1} = \rho_c \frac{(x_j - X_j)(y_i - Y_i)}{\Delta x \Delta y} \]  

(2.23)

where \( \rho_c \) is the charge density uniformly filling a cell (\( q/\text{area} \)). In the same way, the fields of nearest four particles can be assigned back to the particle and impulse it.

2.2.4 Charge conservation algorithm

In Sec. 2.2.1, we mentioned that the fields are obtained from Faraday’s law and Ampere-Maxwell law. However, there are two other Maxwell’s equations. Firstly, if the divergences of \( E \) and \( B \) are correct initially,

\[ \partial_x (\partial_x \cdot B) = \partial_x (\partial_y \cdot B) = -\partial_y \cdot \partial_x \times E = 0 \]  

(2.24)

Eq. (2.3) is satisfied. Similarly, if \( J \) and \( \rho \) satisfy the continuity equation, Gauss’ law remains satisfied, that is

\[ \partial_i (\partial_x \cdot E - \rho) = \partial_x \cdot J - \partial_t \rho = 0 \]  

(2.25)

If the current densities are derived from Eq. (2.18), the continuity equation for charge is not satisfied exactly. In this case, Poisson’s equation is to be solved to correct the fields. However, to avoid solving Poisson’s equation, there are several numerical techniques for solving the continuity equation locally [4-7]. They are called “charge conservation methods”.

In the developed PIC programs in this thesis, the Zigzag scheme [7] based on the charge conversation method described by Eastwood [4] is used, where the current densities are

\[ J_{x,j+1/2,k+1}^{n+1/2} = \frac{1}{\Delta x \Delta y} F_x (1 - W_x^*), \quad J_{x,j+1/2,k+1}^{n+1/2} = \frac{1}{\Delta x \Delta y} F_y W_y \]

\[ J_{y,j+1/2,k+1}^{n+1/2} = \frac{1}{\Delta x \Delta y} F_y (1 - W_y^*), \quad J_{y,j+1/2,k+1}^{n+1/2} = \frac{1}{\Delta x \Delta y} F_x^* W_y \]  

(2.26)

where \( F_x, F_y \) represents charge flux given by

\[ F_x = q \frac{x^{n+1} - x^n}{\Delta t}, \quad F_y = q \frac{y^{n+1} - y^n}{\Delta t} \]  

(2.27)

and \( W_x, W_y \) represents the first order shape factor defined at the midpoint between the
start point \((x_n, y_n)\) and the end point \((x_{n+1}, y_{n+1})\)

\[
W_x = \frac{x^{n+1} + x^n}{2\Delta x} - j, \quad W_y = \frac{y^{n+1} + y^n}{2\Delta x} - k
\]  

(2.28)

When the particle moves across cell meshes, four cases need to be considered depending on positions of the particle at time \(n\Delta t\) and \((n+1)\Delta t\). In the Zigzag scheme, a relay point of particle movement \((x_r, y_r)\) is introduced to reduce the complexity of programming. The positions of the relay point are

\[
x_r = \begin{cases} 
\frac{(x^n + x^{n+1})}{2}, & \text{for } j^n = j^{n+1} \\
\max(j^n \Delta x, j^{n+1} \Delta x), & \text{for } j^n \neq j^{n+1}
\end{cases}
\]

(2.29)

\[
y_r = \begin{cases} 
\frac{(y^n + y^{n+1})}{2}, & \text{for } k^n = k^{n+1} \\
\max(k^n \Delta y, k^{n+1} \Delta y), & \text{for } k^n \neq k^{n+1}
\end{cases}
\]

(2.30)

In the PIC programs, the computation of the relay point is performed by

\[
x_r = \min\{\min(j^n\Delta x, j^{n+1}\Delta x) + \Delta x, \max[\max(j^n\Delta x, j^{n+1}\Delta x), (x^n + x^{n+1})/2]\}
\]

\[
y_r = \min\{\min(k^n\Delta y, k^{n+1}\Delta y) + \Delta y, \max[\max(k^n\Delta y, k^{n+1}\Delta y), (y^n + y^{n+1})/2]\}
\]

(2.31)

without any “IF” statement, which speeds up the computation.

2.2.5 Unit scale

In the laser-plasma interaction, some physical quantities are very tiny, like electron mass, charge, or laser wavelength, while other physical quantities are very huge, like light speed in vacuum or underdense plasmas. In order to avoid the error of computer calculating these significantly different quantities, appropriate units scaling should be used. In all PIC simulations in this thesis, variables are scaled with laser frequency or wavelength as follows

1) Coordinates are scaled to the laser wavelength \(\lambda_0\): \(x' = x / \lambda_0\);
2) Time is scaled to the laser period \(\tau_0\): \(t' = t / \tau_0\);
3) Velocity is scaled to the light velocity in vacuum \(c\): \(v' = v / c\);
4) Simulation particle charge is scaled to the charge of single electron \(e\): \(q' = q / e\);
5) Simulation particle mass is scaled to the mass of electron \(m_e\): \(m' = m / m_e\);
6) Densities are given in units of the critical density \(n_c = \omega_0^2 \varepsilon_0 m_e / e^2\): \(n' = n / n_c\);
7) Fields are scaled as \(E' = eE / m_e \omega_0 c, B' = eB / m_e \omega_0\), where \(\omega_0\) is the laser frequency;
8) Energies are scaled to $m_n c^2 \Delta x \Delta y \Delta z$ for 3D case; or $m_n c^2 L \Delta x \Delta y$ for 2D case, where $L$ is an arbitrary depth; or $m_n c^2 A \Delta x \Delta y$ for 1D case, where $A$ is an arbitrary cross section.

After the scaling of unit, the form of all equations is kept the same, only the factors are changed.

2.2.6 Diagnostics

Like most of other simulations, PIC simulation can supply as much information of the physics of plasma as we want. The output consists of data during the run (snapshots) and at the end (time histories) for fields and particles.

1) For particles:

The output data for particles include particle distributions in the phase space ($v_x$ versus $x$) and velocity space ($v_x$ versus $v_y$), particle energy spectrum $f(v)$, trajectories of interested particles, total energy of different species, etc.

2) For fields:

The output data for fields include n-dimensional spatial distributions of electron density ($n_e(r)$), ion density ($n_i(r)$), temporal and averaged electric and magnetic fields ($E(r)$ and $B(r)$), laser energy density ($W(r)$), etc.

All data are outputted from the PIC codes and storied in ASCII format, and then are dealt with some data processing software.

2.3 Parallelization of PIC program

To keep the time integration of fields and particles accurate, Courant conditions should be satisfied as

$$(c \Delta t)^2 \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right) < 1$$

(2.32)

that is $c \Delta t < \Delta x / \sqrt{2}$ for $\Delta x = \Delta y$ in 2D PIC scheme. The size of spacing of grid and particle is about of Debye length ($\lambda_D$) in order to simulate the collective behavior of plasma of space scale greater than or comparable to $\lambda_D$. Debye length $\lambda_D = (k BT_e / 4 \pi n_e e^2)^{1/2} = 0.018 (n_e T_e / n_o)^{1/2} \lambda_o$, $n_e$ is the critical density, $T_e$ is the temperature in keV, $n_e$ is the electron density, and $\lambda_o$ is the wavelength of incident laser light. For example, when $\lambda_o = 1.0 \mu m$, $T_e = 1.0 \text{ keV}$, and $n_e / n_o = 1$, Debye length $\lambda_D = 0.018 \mu m$.

If $\Delta x = 0.02 \mu m$ is used, typically $10^8 / 10^9$ grids and $10^7 / 10^{10}$ particles are needed to simulate the system with scale of tens of microns in 2D/3D PIC simulations. For such
a system, a huge amount of storage in memory is required. On the other hand, for interaction time of picosecond, about $10^5$ steps of computation is required and costs tens to hundreds of hours of real computer time due to the current CPU ability.

The usage of parallel PIC algorithm [8] on supercomputers or PC clusters which distribute the computation among multiple processors made the simulation of large size and long time acceptable. There are two types of parallel PIC algorithms: first is to distribute particles into different processors. Second is to distribute both space and particles into different processors. For the latter type, as particles move from one region to another, they are moved to the processor which computes the corresponding region. The parallelization of it is higher than the former. But the passing of particles and interpolation of field data are more complex and need more performance of programming.

![Fig. 2.6 Total time vs number of processor](image)

The former parallel algorithm is exploited in PIC programs for researches in this thesis and carried out through message passing interface (MPI) library. The programs are in FORTRAN language and performed on PC cluster of the Cybermedia Center in Osaka University. Results of benchmark of 2D parallel PIC simulation with different processor number are shown in Fig. 2.6. We can see, when one processor was used, the calculation took about 42,000 seconds. When four processors were used, it took about 18,000 seconds, more than 2 times faster than one processor. But when the number of process is higher than four, there is no more obvious increase. Thus, four processors were used for the parallel PIC simulations presented in this thesis.
2.4 Conclusion

In this chapter, the model of PIC method is introduced to help understand why PIC code has ability simulating laser plasma interactions. For problems with different spatial effects, one-, two- and three-dimensional PIC programs were developed and exploited to research the laser plasma interaction in this thesis.
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Chapter 3 Diagnostic of Nonlinear Laser Wakefield by Raman Scattering of Probe Laser Light

3.1. Introduction

Since first suggested by Tajima and Dawson [1] about three decades ago, laser wakefield acceleration (LWFA) has been studied in theory [2-7], simulation [8-10], and experiment [11-13] because of its promising application as a compact laser plasma accelerator. Due to the large amplitude electric fields related to wakefields, electrons with sufficient energy that matches the phase of the accelerating fields can be trapped and accelerated to highly relativistic energy of the order of hundreds of MeV. For the electrons to be trapped and accelerated, they need to be injected into the wakefield with sufficient energy which matches the accelerating phase. Several injection schemes have been proposed [7, 9, 14-16] and demonstrated in experiments [11-13, 17-24] successfully. These injection schemes can be classified as extra-injection, using two or three colliding laser beams [14, 15, 20]; and self-injection, which consists of a self-modulated LWFA (SMLWFA) [7, 11, 12, 17, 18], wave breaking injection [9, 13], and beam loading in the bubble regime [16, 19, 21-24].

As for the diagnostic of laser wakefield, the first measurements of temporal and spatial characteristics of LWF were reported [25, 26]. These measurements were based on the phase shift of the co-propagating ultra short (τ_L < τ_p) probe pulses using frequency-domain interferometry (FDI) technique. Another diagnostic method especially feasible for measuring large amplitude LWF is based on the photon acceleration technique (frequency shift) [27]. In both above techniques, it is necessary to control the relative delay time of the probe pulses and wakefield to locate the short probe pulse at a proper phase of the wakefield. In a highly relativistic case, the steepening and wavebreaking of wakefields appear because of strong relativistic nonlinear effects [28-30]. Probe laser pulse can neither be short enough nor be located precisely.

It has been well known that the pump laser light is scattered as stimulated Raman scattering, when it interacts with the plasma strongly. It is a kind of resonant three wave coupling between electromagnetic wave and plasma wave. It is the key issue for the self-phase modulated laser wakefield acceleration [7, 11, 17], and can be used as a
diagnostic tool for the measurement of wakefield [12, 18]. And the forward stimulated Raman scattering light can be cross-phase modulated (RXPM) by the pump laser while co-propagating in the plasma [31]. And it can be used as a diagnostic tool in the laser-plasma interaction.

The technique using small-angle coherent Thomson Scattering of a co-propagating probe pulse to measure the temporal evolution of the plasma wakefield has been reported theoretically [32] and experimentally [33, 34]. The scattering intensity of probe pulse is obtained by the Born approximation [32],

$$P_s = \bar{n}^2 n_0^2 \lambda_0^4 L_s^2 P_0 / 4,$$

where $\bar{n}$ is the density perturbation of plasma wave, $r_0$ is the classical electron radius $e^2 / m_e c^2$, $\lambda_0$ is the wavelength of the incident probe pulse, $L_s$ is the interaction distance, and $P_0$ is the incident power. However, theoretical analysis is mainly about the side scattering, namely, the wave vectors of fluctuations are oriented nearly perpendicular to the wave number of incident probe laser. While in the experiments [34], the probe lasers are parallel to the wakefield. Above formula may be applicable also to forward scattering, however, the detail analysis on the forward scattering was not done in this analysis.

At the same time, above formula is derived from the fact that the plasma density fluctuation is monochromatic. While in the nonlinear or relativistic region, the multiple sidebands appear in the spectra of both pump laser [11, 12, 18] and probe laser pulse [34]. These multiple sidebands are related to the nonlinear steepening of density perturbation of wakefield [35]. The amplitude of sidebands in the spectrum of pump laser has been obtained [36]. As for the probe pulse, only total scattering intensity of monochromatic density fluctuation is given [32] or relative amplitude of sidebands is obtained by harmonic wave analysis [35]. In this paper, we deduce the analytical solution for relation of nonlinear evolution of laser wakefield to the multiple sidebands of forward Raman scattering of a co-propagating, relatively weak and long probe pulse. This analytical solution is consistent with the particle-in-cell simulations and above experiments. It is possible to measure the steepening of wakefields with this correlation.

3.2. Basic equations

When an intense laser light propagates inside a plasma, the relativistic dispersion relation $\omega_p^2 = \omega_{p0}^2 / \gamma_0 + c^2 k_0^2$ is satisfied, where $\omega_{p0}$ is the plasma frequency associated with the zeroth-order electron density $\omega_{p0}^2 = 4\pi e^2 n_0 / m_e$, 26
\[ \gamma_0 = \left[ 1 + \left( \frac{p_0}{m_e c} \right)^2 \right]^{1/2} \] is the relativistic factor associated with LWF and laser amplitude where \( \frac{p_0}{m_e c} \) is the average longitudinal momentum. \( \langle p_0^2 / m_e c^2 \rangle = a_0^2 / 2 \). Laser group velocity, namely the propagation velocity of wave envelope is obtained from above dispersion relation to be \( v_g = c \left( 1 - n_0 / \gamma_0 n_e \right)^{1/2} \), here \( n_e \) is the plasma critical density which is the maximum density for the propagation of a light wave with frequency \( \omega_0 \) for \( \gamma_0 = 1 \). For the analysis, we introduce an algebraic transformation of space and time variables from laboratory frame to a frame moving with the group velocity of pump laser pulse. In this 'co-moving' frame, where \( \xi = x - v_g t \), \( \tau = t \), light pulse is considered to be stationary. So if the pump laser pulse is short sufficiently, the plasma can be assumed to be varying slowly with time \( \tau \), namely \( \frac{\partial}{\partial \tau} \ll \frac{\partial}{\partial \xi} \). Under this quasi-static assumption, derived from the equation of electron motion and the Maxwell's equations, the nonlinear 1D governing equation for the wake potential [3] is given by

\[
\frac{\partial^2 \phi}{\partial \xi^2} = -k_p^2 \gamma_g^2 \left[ 1 - \frac{\beta_g (1 + \phi)}{\left[ (1 + \phi)^2 - \gamma_g^2 (1 + a^2) \right]^{1/2}} \right] \tag{3.1}
\]

where \( \phi = e\Phi / m_e c^2 \) is the normalized electrostatic potential, \( k_p \) is the wave number of plasma wave, \( a = eA / m_e c^2 \) is the normalized transverse vector potential of pump laser, \( \beta_g = v_g / c \) and \( \gamma_g = (1 - \beta_g^2)^{-1/2} \). Eq. (3.1) can be integrated numerically for any given pump laser.

To diagnose the amplitude and wavelength of wakefield plasma wave, a relatively long and weak probe pulse is injected into the wake. As the amplitude of probe pulse is much lower than that of the pump pulse, the wakefield is not affected by the probe laser. However, the probe laser light is modulated by density fluctuations associated with wakefield. The wave equation describing the propagation of probe light in the wake is given by

\[
\left( \frac{\partial^2}{\partial t^2} - c^2 \frac{\partial^2}{\partial x^2} \right) a(x,t) = -\omega_p^2 \frac{n_e(x,t)}{\gamma(x,t)n_0} a(x,t) \tag{3.2}
\]

where \( a(x,t) \) is the normalized transverse vector potential of the probe light, \( \gamma(x,t) \) is the relativistic factor of electrons. \( n_e(x,t) \) is the local electron density of plasma. We introduce an envelope function of the probe laser \( b(x,t) \) by \( a(x,t) = b(x,t) \exp[i(k_o x - \omega_o t)] \), where \( k_o \) and \( \omega_o \) are the wave number and frequency of probe pulse in the ambient plasma that satisfy the dispersion relation, namely \( k_o / \omega_o = v_g / c^2 \). In the following analysis, we introduce a frame which
co-moves with the wakefield, namely with the velocity of $v_g$. Then the wave envelope equation becomes

$$\left[ \frac{\partial^2}{\partial \tau^2} - \frac{c^2}{\gamma_g^2} \frac{\partial^2}{\partial \xi^2} - 2v_g \frac{\partial}{\partial \xi} \frac{\partial^2}{\partial \xi \partial \tau} - 2i\omega_0 \frac{\partial}{\partial \tau} \right] b(\xi, \tau) = -\omega_{p0}^2 \delta\left( n_e / n_0 \right) b(\xi, \tau)$$  \hspace{1cm} (3.3)

Here, we assume that the amplitude and profile of the wakefield and the envelope of the pump laser pulse are stationary. Then, the amplitude $b(\xi, \tau)$ of the probe pulse is varying slowly, so the second order of time derivative can be neglected. $\delta(n_e/n_0\gamma) = n_e/n_0\gamma - 1$ is the perturbation of plasma wave. The wave envelope in Eq. (3.3) can be divided into a fundamental light and scattered ones as $b(\xi, \tau) = b_0(\xi, \tau) + b_s(\xi, \tau)$. Since the scattered lights grow through the wakefield and the probe laser interaction, the amplitudes are assumed much smaller than the amplitude of the incident laser, namely, $b_s \ll b_0$. Under these conditions, Eq. (3.3) is reduced to

$$\left[ \frac{c^2}{\gamma_g^2} \frac{\partial^2}{\partial \xi^2} + 2v_g \frac{\partial}{\partial \xi} \frac{\partial^2}{\partial \xi \partial \tau} + 2i\omega_0 \frac{\partial}{\partial \tau} \right] b_s(\xi, \tau) = \omega_{p0}^2 \delta\left( n_e / n_0\gamma \right) b_0(\xi, \tau)$$  \hspace{1cm} (3.4)

When the amplitude of wake wave is stationary, the wakefield amplitude depends only on $\xi$. In this case, the nonlinear wakefield amplitude can be expressed by

$$\delta\left( n_e / n_0\gamma \right) = \sum_l N(l) \exp[ilk_p\xi]$$  \hspace{1cm} (3.5)

where $k_p$ is the fundamental wake field wave number, and $N(l)$ is the $l$th higher harmonic of $\delta(n_e/n_0\gamma)$ which corresponds to the steepening of the wakefield.

We also decompose the scattered lights into Fourier components as follows

$$b_s(\xi, \tau) = \sum_l b_l(\tau) \exp[ilk_p\xi]$$  \hspace{1cm} (3.6)

here $b_l(\tau)$ is the Fourier function of the scattered probe wave envelope. For simplicity, we neglect the $\xi$ dependence of $b_l(\tau)$. We substitute Eqs. (3.5) and (3.6) into Eq. (3.4) to obtain

$$\left[ \frac{\partial^2}{\partial \tau^2} - \frac{c^2}{\gamma_g^2} \frac{\partial^2}{\partial \xi^2} + 2i\omega_0 + iP(k_p) \right] b_l(\tau) = \omega_{p0}^2 N(l) b_0(\tau)$$  \hspace{1cm} (3.7)

When $|N(l)\omega_{p0}^2\gamma^2/c^2k_p^2| \gg |b_l(\tau)/b_0(\tau)|$, Eq. (3.7) is reduced to
by neglecting the first term of Eq. (3.7) and using the relationship $\omega_p = k_p v_g$, when $b_s \ll b_0$, we can assume $b_0(\tau) \approx b_0$ is constant, so that Eq. (3.8) can be integrated to obtain

$$b_1(\tau) = \frac{-i\omega_p^2 N(l) b_0 L_g}{2(\omega_0 + l\omega_p)v_g}$$  \hspace{1cm} (3.9)$$

here $L_g = v_g\tau$ is the propagation distance of the probe laser light. Eq. (3.9) indicates that the $l$th scattered probe light is proportional to the propagation distance $L_g$ and the $l$th harmonic amplitude $N(l)$ of the wakefield. This formula shows that the wakefield profile, $N(\xi) = \sum N(l) \exp[ilk_p\xi]$, can be determined when the Raman sidebands spectrum $b_l(\tau)$ is obtained.

Assumed that $l\omega_p \ll \omega_0$, the analytical solution Eq. (3.9) is consistent with Slusher’s [32] which is under the assumption that the probe pulse is scattered from a monochromatic density fluctuation $n(r,t) = \bar{n} \cos(K_0 x - \Omega t + \eta)$, where $K_0$ is the wave number, $\Omega$ is the frequency of plasma, and $\eta$ is a time independent phase. Compared with Slusher’s solution of scattering intensity, Eq. (3.9) supplies: first, finer structure of scattering spectrum with factor $l\omega_p$; second, the correlation of high harmonics of scattering and steepening of density perturbation which happens in the relativistic or nonlinear regime.

Next we can compare the analytical solution with the harmonic wave analysis. In Blanc’s paper [34], the ratio of second harmonic plasma wave to first one is $\delta n_2 / \delta n_1 \approx 0.1$, and the ratio of second scattering satellite to first one is $P_2 / P_1 \approx 0.01$, which is consistent with Eq. (3.9) $P_2 / P_1 = b_2^2 / b_1^2 = N_2^2 / N_1^2$.

By using the second order approximation, we can derive the amplitude depletion of the incident probe light by using Eq. (3.3). Namely, the $l = 0$ mode, $b_0(\tau)$ subjects to

$$2i\omega_0 \frac{\partial}{\partial \tau} b_0(\tau) = \omega_p^2 \sum_{l=1}^{\infty} N(l)b_{l,0}(\tau)$$  \hspace{1cm} (3.10)$$

By substituting Eq. (3.9) into Eq. (3.10), we obtain
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\[ b_{0}(r) = b_{0} - \sum_{l=1}^{\infty} \frac{\omega_{p0}^{4}}{8\omega_{b}(\omega_{b} + l\omega_{p})} \frac{L_{g}^{2}}{v_{g}^{2}} |N(l)|^{2} \]  \hspace{1cm} (3.11)

Eq. (3.11) indicates that the depletion of the incident probe beam is proportional to the mean square of the wakefield amplitude approximately.

3.3. PIC Simulations

PIC simulations are exploited to confirm the validation of the above formulas. Because both the excitation of wake wave and Raman scattering are one-dimensional (1D) effects, here 1D fully relativistic and electromagnetic PIC code is used. In the simulations, the total length is 500\(\lambda_{0}\), the cell size is 0.05\(\lambda_{0}\) and the time step is 0.05\(\tau_{0}\), where \(\lambda_{0}\) and \(\tau_{0}\) are the wavelength and the period of the pump laser. Homogeneous plasma is located at the center of the simulation box with length of \(L_{g} = 200\lambda_{0} - 400\lambda_{0}\). In each cell 20 simulation particles representing electrons are placed and ions are fixed as immobile background. For typical laser wakefield acceleration, the plasma density \(n_{e} = 10^{18} - 10^{19} \text{ cm}^{-3}\). The critical plasma density \(n_{c} = 1.1 \times 10^{21} \text{ cm}^{-3}\) for \(\lambda_{0} = 1 \mu\text{m}\). So in the simulations, we set the plasma density \(2.5 \times 10^{-3}n_{e} - 1.0 \times 10^{-2}n_{e}\) to correspond the typical laser wakefield cases. The incident pump laser is linearly polarized, and has longitudinal profile \(a = a_{0} \sin(\pi x / L)\), where \(a_{0} = \sqrt{I\lambda_{0}^{2} / 1.38 \times 10^{18}}\) is the normalized vector potential, and \(L\) is the laser duration. The laser intensity in the generation of laser wakefield is the order of \(10^{18} \text{ w/cm}^{2}\). So the normalized vector potential used in the simulations ranges \(a_{0} = 0.5 - 2.2\). To excite the wakefield maximally, the laser duration is required to equal to the plasma wavelength \((L \approx \lambda_{p})[2]\). The laser durations are set to satisfy this requirement for various plasma densities in the simulations. For the diagnostic of wakefield, a probe laser pulse is injected behind the pump laser. The probe laser pulse has the same polarization with the pump laser. But the frequency of the probe laser is doubled to make the spectral measurement in experiments easier and the Eq. (3.9) valid longer. It is required that the probe laser light is relatively long and weak compared with the pump laser. So in the longitudinal space, the probe laser rises up in 10\(\lambda_{0}\), maintains its peak amplitude \(b_{0} = 0.05\) for 80\(\lambda_{0}\), and falls down in 10\(\lambda_{0}\). In this scheme, the location of the probe laser is not required to be controlled precisely in comparison with other schemes. In all simulations, the interval between the pump laser and the probe laser is fixed at 10\(\lambda_{0}\).
In the first series of simulations, plasma length is fixed as $L_g = 300\lambda_0$, but the densities are varied as $2.5 \times 10^{-3} n_e$, $6.4 \times 10^{-3} n_e$ and $1.0 \times 10^{-2} n_e$ corresponding to the plasma wavelength of $20\lambda_0$, $12.5\lambda_0$ and $10\lambda_0$. So the durations of the pump lasers are adjusted to the corresponding values, but the intensities are all kept at $a_0 = 0.8$. Fig. 3.1 plots the profiles and the spectra of the plasma oscillation $\delta(n_e/n_0, \gamma)$ in the first series while the pump lasers arrive at $280\lambda_0$. It is shown that wavelengths of the wakefields are well consistent with the expectation $2\pi P/e_k n_e m_e c^2$. In the first series, the intensities of the pump laser are the same. From nonlinear plasma theory, it is derived that the amplitude of the wakefield is correlated to the pump laser intensity. So the amplitudes of the wakefields in the first series are the same, which is elucidated in Fig. 3.1.

Fig. 3.2 shows the spectra of the probe laser light after propagating through $300\lambda_0$. As expected from Eq. (3.9), the multiple sidebands around the fundamental frequency appear. The frequency shift between the $l$th sideband and the fundamental is $l\omega_p$. The amplitudes of the first up-shifted anti-Stokes and down-shifted Stokes are the strongest since they represent the fundamental components of wakefields, but signals of the second and third sidebands are also observed. Besides the amplitude of wake field, the amplitude of the scattered probe laser light is proportional to the
plasma frequency. So, by comparing three cases in the first series, it is found that the amplitudes of sidebands are higher, for higher plasma density and higher plasma frequency.

![Graphs](image_url)

Fig. 3.2. Spectra of probe laser lights after co-propagating with wakefield of \(300\lambda_0\) for pump laser \(a_0 = 0.8\), with plasma density a) \(n_e = 2.5 \times 10^3 n_e\), b) \(n_e = 6.4 \times 10^3 n_e\), c) \(n_e = 1.0 \times 10^2 n_e\).

In the second series of simulations, plasma density is fixed at \(6.4 \times 10^3 n_e\), the pulse width of the pump lasers is fixed as \(L = 12.5a_0\), but pump laser intensities are varied as \(a_0 = 0.5\), 0.8 and 1.0. When the pump laser intensity is low enough and has a sine-profile, Eq. (3.1) can be analytically solved to obtain the wakefield potential \(\phi\) behind the pump laser (\(\xi \leq 0\)) [2]

\[
\Phi_L = -\frac{2\pi^2 \Phi_L}{4\pi^2 - k_p^2 \xi_L^2} \left[\cos k_p (\xi - \xi_L) - \cos k_p \xi_L\right]
\]

where \(\Phi_L = -a_0^2 / 2\) is the normalized ponderomotive potential of pump laser. The profile and spectrum of the wake field for \(a_0 = 0.5\) shown in Fig. 3.3 a) and b). It is shown the wake field is monochromatic with wavelength \(k_p\). So in the spectrum of the probe laser, see Fig. 3.4 a), only first anti-Stokes and Stokes are observed.
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Fig. 3.3. Profiles and spectra of plasma oscillation when the pump lasers arrive at $280\lambda_p$ for plasma density $n_e = 6.4 \times 10^{-3} n_e$, with pump laser a) and b) $a_0 = 0.5$, c) and d) $a_0 = 0.8$, e) and f) $a_0 = 1.0$.

When pump laser strength increases to be relativistic $a_0 \sim 1.0$, relativistic nonlinear effects become important. Then the waveform of the wake field is steepened, which corresponds to the generation of high harmonics in the spectrum of the wakefield [7]. These phenomena are observed in the profiles and spectra of the wakefield for $a_0 = 0.8$ and 1.0 cases, see Fig. 3.3 b) – f). It is shown that for the higher pump laser intensity, the wake field amplitudes are higher, since the amplitude of wakefield is proportional to the pump laser intensity. Since the amplitude of higher $l$th modes becomes significant, we should retain the first term of RHS of Eq. (3.7) to obtain

$$b_l(\tau) = \frac{\omega_{\rho \rho}^2 N(l)}{2i(\omega_0 + i\gamma_{\rho} k_p)} \int_0^\tau b_0(s) e^{\frac{i\epsilon k_p^2 (\tau-s)}{2\omega_0 + i\gamma_{\rho} k_p}} ds \tag{3.14}$$

And the amplitude of sidebands of scattered lights can be obtained when $b_0$ is assumed constant.

$$b_l(\tau) = \frac{\omega_{\rho \rho}^2 N(l) \rho^2 b_0}{\rho c^2 k_p^2} \left[ 1 - e^{\frac{i\epsilon k_p^2 \tau}{2(\omega_0 + i\gamma_{\rho} k_p \gamma_{\rho}^2)}} \right] \tag{3.15}$$
Fig. 3.4. Spectra of probe laser lights after co-propagating with wakefield of $300\lambda_0$ for plasma density $n_e = 6.4 \times 10^{-3} n_c$, with pump laser a) $a_0 = 0.5$, b) $a_0 = 0.8$, c) $a_0 = 1.0$.

Spectra of the probe laser light in this series are plotted in Fig. 3.4. The excitation of sidebands of probe light around the initial laser peak $2\omega_0$ is observed. The relation between the sidebands amplitudes of the probe laser light and the wakefield spectrum agrees well with that predicted by the Eq. (3.9).

Fig. 3.5. Spectra of probe laser lights for pump laser $a_0 = 0.8$ and plasma density
\[ n_e = 6.4 \times 10^{-3} n_e \] after co-propagating with wakefield of a) \( L_g = 200 \lambda_0 \), b) \( L_g = 300 \lambda_0 \) and c) \( L_g = 400 \lambda_0 \).

Since sideband amplitude of the scattered probe laser is proportional to the propagation distance, in the third series of simulations, we keep \( n_e = 6.4 \times 10^{-3} n_e \), \( L = 12.5 \lambda_0 \), and \( a_0 = 0.8 \), then measure the probe laser after propagating through \( L_g = 200 \lambda_0 \), \( 300 \lambda_0 \) and \( 400 \lambda_0 \). The spectra of the probe laser measured at the different propagation distances are shown in Fig. 3.5 and agree well with those obtained by the Eq. (3.9).

Table 3.1. Parameters and results of PIC simulations

<table>
<thead>
<tr>
<th>( a_0 )</th>
<th>0.8</th>
<th>0.8</th>
<th>0.8</th>
<th>0.5</th>
<th>1.0</th>
<th>0.8</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_e(n_e) )</td>
<td>0.0025</td>
<td>0.0064</td>
<td>0.01</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
<td>0.0064</td>
</tr>
<tr>
<td>( L_g(\lambda_0) )</td>
<td>300.0</td>
<td>300.0</td>
<td>300.0</td>
<td>300.0</td>
<td>300.0</td>
<td>200.0</td>
<td>400.0</td>
</tr>
<tr>
<td>( N_1(\omega_p) )</td>
<td>0.2228</td>
<td>0.2395</td>
<td>0.2699</td>
<td>0.0951</td>
<td>0.3505</td>
<td>0.2299</td>
<td>0.2552</td>
</tr>
<tr>
<td>( N_2(\omega_p) )</td>
<td>0.2219</td>
<td>0.2269</td>
<td>0.2395</td>
<td>0.0959</td>
<td>0.3169</td>
<td>0.2269</td>
<td>0.2269</td>
</tr>
<tr>
<td>Error(%)</td>
<td>0.4</td>
<td>5.4</td>
<td>11.9</td>
<td>0.9</td>
<td>10.0</td>
<td>1.3</td>
<td>11.7</td>
</tr>
</tbody>
</table>

Therefore, if the spectrum of the probe laser is measured, the plasma wake field amplitude and the structure factor can be determined from the Eq. (3.9). All parameters in the above three series of simulation are plotted in table 1. \( b(2\omega_0) \) and \( b(2\omega_0 + \omega_p) \) are the amplitudes of the fundamental component and first sideband of the probe laser light. Substituting these parameters into Eq. (3.9), the amplitude of the fundamental component of wakefield \( N_1(\omega_p) \) is obtained by using Eq. (3.9). \( N_2(\omega_p) \) is the amplitude of the fundamental component of wakefield measured directly in the PIC simulation. The maximum error of these two values is 11.9%. It can be concluded that this probing method is applicable to measuring the laser wake field structure from the laser scattering data. Data of higher harmonics are not listed in the table, but it was also checked that they agree well with the predicted values of the
Eq. (3.9).

It is widely recognized that the most promising application of the LWF is laser accelerator. To see the influence of trapped and accelerated electrons to the probe laser light, we simulated a series of cases in which electrons are well trapped and accelerated by wakefields but with different injection schemes. In this series, parameters of probe laser are as the same as previous series, but pump laser and plasma densities are varied case by case according to the corresponding injection scheme.

![Fig. 3.6](image)

Fig. 3.6. Electron distributions in phase space for scheme a) without electron injection, b) with electron injection via colliding lasers, c) with electron injection via wave breaking and d) with electron injection via SMLWFA.

First, we simulate a case without trapping and acceleration of electrons. In this case, plasma density is $6.4 \times 10^{-3} n_c$ and the length of plasma region is $400 \lambda_0$. The amplitude of pump laser is $a_0 = 1.2$, and the pulse width is $L = 12.5 \lambda_0$. The electron distribution in $p_x - x$ phase space when the front of pump laser arrives at $x = 440 \lambda_0$ is plotted in Fig. 3.6 a) which shows that there is no electron injected and trapped, although nearly wave breaking occurs. And the corresponding spectrum of the probe laser light is shown in Fig. 3.7 a).
In the second case, extra-injection via two colliding laser pulses \([14, 15, 20]\) is simulated. Parameters of plasma and pump laser are as the same as in the first case. Besides the pump laser, there is a counter-propagating laser pulse with same frequency, polarization and duration of the pump laser. Amplitude of the counter laser is 0.4. The two laser pulses collide at \(x = 100 \lambda_0\) and the colliding laser pulse injects electrons into wake field. In the third simulation, plasma parameters are kept as previous case, but amplitude of the pump laser is increased to \(a_0 = 2.2\). In this highly relativistic intensity regime, the seed electrons can be self-injected into the wake field by the wave breaking \([9, 13]\). This case is called the Self-Injection WFA (SIWFA). The last case of this series is the simulation of injection scheme via SMLWFA \([7, 11, 12, 17, 18]\). In this scheme, plasma density is higher than the plasma density satisfying \(\lambda_p \approx L\). So plasma density in this case is adjusted to \(2.0 \times 10^{-2} n_c\), and other parameters are kept as the same as in the first case of this series.

Fig. 3.7. a) spectrum of probe laser light for scheme without electron injection, spectrum of probe laser light (solid line) for scheme b) with electron injection via colliding lasers, c) with electron injection via wave breaking and d) with electron injection via SMLWFA and scheme without electron injection (dotted line).
Electron distributions in $p_x - x$ phase space of the last three cases are plotted in Figs. 3.6 b) – d). We can see that these schemes are efficient for the trapping and acceleration of electrons. From Fig. 3.7 b) – d), we can see clearly by comparing Fig. 3.7(a) and Fig. 3.7 (b),(c),(d) that there are wide wings in the spectrum of the scattered probe laser. In the case of electrons are trapped and accelerated, plasma density $N(l) = N_p(l) + N_b(l)$, where $N_b(l)$ is the distribution from trapped and accelerated bunch electrons, and $N_p(l)$ is the distribution of background electron plasma wave. These wings corresponds to the laser scattering by narrow electron bunches, namely the contribution of $N_b(l)$. Formation of the wings is similar in the spectrum of the pump laser due to stimulated Raman scattering when wave breaking occurs [11]. In our paper, the wing structure of the probe light is due to the electrons trapped and accelerated by wake field.

![Figure 3.8](image)

Fig. 3.8 a) Spectrum of probe laser light, b) Zoom in of the square in a), c) Electron distribution in phase space, d) zoom in of the square in c) with electron injection via colliding lasers

See Fig. 3.8, the width of the wing ($\Delta \omega_b$) is inversely proportional to the bunch width in one wake field potential well ($L_b$) as $L_b = 2\pi c/\Delta \omega_b$. Since the wing extends to $\pm 20\omega_p$, the bunch width can be determined to be $\omega_p/20$ from the spectrum. On the
other hand, the width of each sideband ($\Delta \omega_a$) is inversely proportional to the length where effective trapping and acceleration happen ($L_a$) as $L_a = \frac{2\pi c}{\Delta \omega_a}$. Here the width of sideband is about $\lambda_p/10$, so the effective accelerating length can be determined to be $10\lambda_p$.

The wing structures are different between the Fig. 3.7 b) and the Fig. 3.7 c) and d). The difference is in two ways. One is the relative amplitude of the wing (a solid horizontal line) to the first harmonics (broken horizontal line) is higher for the counter laser injection (Fig. 3.7 b)) by 2 times than the other two schemes (Fig. 3.7 c) and d)). This indicates that the number of injected electron relative to the wake field density fluctuation for the counter laser injection is two times higher than those for the other cases. As the consequence of this result, the Eq. (3.9) can be used for determining the total bunch electron charge from the scattered laser spectrum.

Each side band spectrum in the wing of the Fig. 3.7 b) is narrower than those for the Fig. 3.7 c) and d). This indicates that the number of bunch is larger for the counter laser injection than for the SIWFA. When the line width of one side band line is $\Delta \omega$, the number of bunch is estimated to be $\omega_p/\Delta \omega$.

3.4. Conclusion

In this chapter, 1D simulation results and an analytical solution for the multiple sidebands of a probe laser pulse which is scattered by the wakefield are presented. These results can be used as a diagnostic tool for the wakefield. The convenience of this scheme is that the interval between the pump laser pulse and the probe laser pulse is not required to be controlled precisely in comparison with the other schemes, where the probe laser pulse width is shorter than the wakefield period and the probe pulse should be injected at a given phase of the wake-filed. In the scheme of this chapter, since the probe laser pulse is longer than the wake-filed wavelength, the accuracy of the injection timing could be a few wake-filed wavelengths.

In the present scheme, the spectrum of the multiple sidebands can provide much detailed information about the wakefield by using the proposed analytical formula based upon 1D PIC simulations. The scheme of this paper is similar to the scheme that was discussed in a phenomenological way in the Ref. 34. The PIC simulations and the analytical results of this paper are consistent with the results of the experiment in Ref. 34.

On the other hand, it is found that the wing structure in the scattered probe laser
spectrum is useful for diagnosing the trapping and accelerating of electron bunches. Hence, it can be concluded that this diagnostic can be employed to measure laser wake field for a large parameter range of plasma density, plasma length and pump laser amplitude.
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Chapter 4 Electron Acceleration in Laser-cone Interactions

4.1 Introduction

High energy electrons can also be generated in laser solid density plasma interactions. These so-called hot or fast or super-thermal electrons whose energies are much higher than the bulk plasma temperature are produced mainly by a variety of collisionless mechanisms such as resonance absorption [1], vacuum heating [2], and relativistic $J \times B$ heating [3]. These collisionless mechanisms compete with each other depending upon the conditions of laser light (intensity, duration, contrast ratio, etc.) as well as plasma target (material, geometry, scale length, etc.), and produce hot electrons with different angular distributions. The resonance absorption and vacuum heating mechanisms are expected to produce hot electrons in the direction of the density gradient $\nabla n_e$ both forward and backward. The $J \times B$ heating mechanism produces hot electrons in the direction of laser light propagation $k_L$.

Besides hot electrons produced by these basic collisionless heating mechanisms, a single narrow self-focused current jet of energetic electrons into the low density corona normal to the target was first observed under the oblique incidence of a p-polarized laser beam in PIC and Vlasov simulations [4]. Furthermore, the energetic electron jets in the laser specular reflection direction and the collimation effect of self-induced quasistatic magnetic field have been investigated by 2D PIC simulations [5]. However, in the case of sharp plasma density gradient and large laser incident angle, electron jet disappears and the charge current is confined on the surface of target. The surface current confinement is important for cone fast ignition scheme and was explained by a simple model of the transition to a steady state of an open system [6]. Moreover, electron bunches of attosecond duration generated in the interactions of P-polarized ultraintense laser pulses with sharp boundaries of overdense plasma were reported and demonstrated by PIC simulations [7]. The generation of these attosecond electron bunches is interpreted that a group of counterstream electrons escape from the bulk plasma and inherit a peaked electron density distribution. In Section 4.2, a new mechanism responsible for the generation of charge current or electron bunches along the surface of overdense plasma is proposed, where the obliquely incident intense laser light interacts with the surface electron ripple.

Moreover, the transfer of energy from the laser pulse to hot electrons is one of
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the critical issues for the fast ignition of inertial confinement fusion. As we mentioned in the Chapter 1, the reentrant cone target was proposed for fast ignition to avoid the laser propagation loss and reflection by high-density plasma [8]. Meanwhile, cone target can focus the laser energy and guide high energy electrons to the cone tip [9], which results in higher energy coupling from the laser to hot electrons. In interaction of intense laser with cone plasma target, electron bunches generated by the mechanism described in Section 4.2 can be guided to the cone tip and accelerated once again by the focused laser light through $\mathbf{J}\times\mathbf{B}$ and wavebreaking mechanisms near the tip of the cone. In Section 4.3, this re-acceleration effect is demonstrated by 2D PIC simulations.

Furthermore, in cone target fast ignition, cone target is surrounded by a corona plasma generated by the implosion of a fuel capsule. The radiation hydro code PINOCO [10] shows that corona plasma density is well above the critical density. In this case, electrons accelerated by the laser field can escape freely from cone side to the surrounding corona plasma, resulting in the decrease of the energy flux through the cone tip. Nakamura et al. [11] have suggested a double-layer cone target to prevent the electrons from escaping aside. Their results show that double-layer cone target takes the advantages of confining the electrons in hundreds of femtoseconds with an immobile ion background. However, the plasma expansion can be very significant for picoseconds time scale simulation since the ions can be effectively heated, especially for the cone target cases. The sheath field inside the gap can be reduced to a very low level after a picosecond. Therefore, there are several points still need to be clarified. In Section 4.4, 2D PIC simulation is used for the investigation aiming at increasing the number of high energy electrons deposited to the compressed pellet by using double-layer cone target.

4.2 Generation of surface hot electrons by obliquely incident laser light

![Fig. 4.1 Incidence of a laser beam on an overdense plasma surface](image)
Consider a P-polarized laser pulse of finite width is obliquely incident on the surface of a perfect conductor or an overdense plasma, as shown in Fig. 4.1. The incident electric field is

\[ E_{\text{inc}}(x, y) = E_0 \cos(k_0 \sin \theta - yk_0 \cos \theta - \omega_0 t)(\cos \theta i + \sin \theta j) \]  

(4.1)

Here \( E_0 \) is the amplitude, \( \omega_0 \) and \( k_0 \) are the frequency and wave number of incident laser light. The incident angle is \( \theta \), \( i \) and \( j \) are the unit vectors in \( X \) and \( Y \) directions. Then the electric field of reflected laser light is

\[ E_{\text{ref}}(x, y) = E_0 \cos(k_0 \sin \theta + yk_0 \cos \theta - \omega_0 t)(\cos \theta i + \sin \theta j) \]  

(4.2)

In the triangle region, superposition of the incident laser light and the reflected laser light makes net electric field \( \mathbf{E}(x, y) = \mathbf{E}_{\text{inc}}(x, y) + \mathbf{E}_{\text{ref}}(x, y) \), whose components in \( X \) and \( Y \) directions are

\[ E_x(x, y) = -2E_0 \sin \theta \sin(k_0 \sin \theta - \omega_0 t) \]  

(4.3)

\[ E_y(x, y) = 2E_0 \sin \theta \cos(k_0 \sin \theta - \omega_0 t) \]  

(4.4)

From Eq. (4.3), we can see, on the surface where \( y = 0 \), \( E_x(x, y) \propto \sin(yk_0 \cos \theta) = 0 \), electric field only has component normal to the surface with amplitude of \( 2E_0 \sin \theta \). This normal electric field plays the key role in the vacuum heating mechanism. In the model of vacuum heating, the normal electric field drags electrons into vacuum and then pulls them back into the plasma. This pulling and pushing effect by the electric field will generate electron density ripples (convex and concave) on the plasma surface when the laser light is injected obliquely. The amplitude of electron density ripples is proportional to the laser intensity. When the laser intensity is high enough, the amplitude of the plasma surface ripple can be as high as the scale of laser wavelength. As shown in Eq. (4.4), in the vacuum region above the surface where \( y > 0 \), electric field has component parallel to the plasma surface with amplitude of \( 2E_0 \cos \theta \). This component can impact on the projected ripples and drag them forward along the plasma surface.

Then, we use 2D PIC simulation to demonstrate the effect described above. The target is 30° oblique to the \( X \)-axis and consisted of fully ionized plasma with the density of \( 10n_c \). A P-polarized laser is incident into the simulation box from left to right along the \( X \)-axis. Transversely, the laser pulse is Gaussian with \( 1.2\lambda_0 \) (FWHM),
and it rises up longitudinally in $1\tau_0$ and then maintains the peak intensity semi-infinitely. The peak normalized laser vector potentials, $a_0 = eA/m_e\omega_0 c^2$.

Fig. 4.2 Contour of critical electron density of plasma at $t=0$ (black) and $t=3\tau_0$ (blue), and distribution of electric field (red arrow) for a) $a_0=0.2$ and b) $a_0=5.0$.

In Fig. 4.2, red arrows display the spatial distribution of electric field vectors near the surface of plasma target for $a_0 = 0.2$ and 5.0. For low intensity laser, as Fig. 4.2 a) shows, the electron density is almost kept the same as initial one. But for high intensity laser, as Fig. 4.2 b) shows, the generation of density ripples is clearly observed. Where the electric field is positive, electrons are pushed back, so the plasma surface is concave. Where electric field is negative, electrons are dragged out, so the plasma surface is convex and the ripple is formed. The ripple extends into the vacuum about tens of percent of $\lambda_0$, and the reflection of incident laser is modified locally. As shown in Fig. 4.2 b), at the foreshide of the ripple, the parallel component of the electric field is very strong. And this electric field component can drag electrons forward.

Fig. 4.3 a) Contours of electron density and vector distribution of electrons; b) Distribution of electrons in the momentum phase space, at $t=3\tau_0$ for P-polarization and $a_0=5.0$. 
Chapter 4 Electron Acceleration in Laser-cone Interactions

Fig. 4.4 Contour of electron density and vector distribution of charge current at $t=6\tau_0$ for P-polarization and $a_0=5.0$.

Distribution of electrons velocity vectors for $a_0=5.0$ at $t=3\tau_0$ is shown in Fig. 4.3 a). A fraction of electrons located at the foreside of the ripple have velocities much higher than those of thermal electrons and parallel to the plasma surface, which is consistent with the local distribution of electric field vector as shown in Fig. 4.2 b). The distribution of electrons in momentum phase space $p_x$ vs $p_y$ is shown in Fig. 4.3 b). The red arrow line points to the direction of $30^\circ$. It is illustrated that most of hot electrons have velocity parallel to the target surface. And we believe that the parallel electric field component accelerated these hot electrons.

Fig. 4.4 shows the vector distribution of charge current and contour of electron density in a large area. The most outside contour line represents the critical density $n_c$. We can see electron bunches with density around initial electron density $n_0$ are flowing along the plasma surface. The spacing between them is about $1\lambda_0$. But their width is much shorter than $\lambda_0$. In the region between every two neighboring bunches, there is return current which in the direction opposite to electron bunches. The forward surface current and backward return current are responsible for the generation of quasistatic magnetic field which can maintain the surface electron flow [9].

The density ripple is generated only for high-intensity, obliquely incident and P-polarized laser light and critical for the generation of this surface electron bunches. To confirm the above effect existing only for P-polarized laser light pulse, a case of S-polarization is simulated. It is shown in Fig. 4.5 a) that, for S-polarization, no high amplitude electron density ripples are formed and there are no electrons accelerated
along the target surface. From the distribution of electrons in momentum phase space, Fig. 4.5 b), velocity of electrons is much lower than the P-polarization case. And we can see, energetic electrons are accelerated forward with an angular spread according to the $\mathbf{J} \times \mathbf{B}$ mechanism. At such high laser intensities, ponderomotive force is assumed to be independent on polarizations. So, it is confirmed that the effective injection of hot electrons is due to the parallel component of the net electric field.

![Fig. 4.5 a) Contours of electron density and vector distribution of electrons; b) Distribution of electrons in the momentum phase space, at $t=3\tau_0$ for S-polarization and $a_0=5.0$.](image)

4.3 Re-acceleration of surface electrons in laser-cone interaction

2D PIC simulations are used to demonstrate the re-acceleration of surface electron bunches in intense laser-cone interactions. The simulation box is $60\lambda_0 \times 40\lambda_0$ with cell size of $0.05\lambda_0$. The cone target has open angle of $30^\circ$ and consists of fully ionized plasma with density of $10n_c$. The initial temperatures of electrons and ions are both 1.0 keV. A P-polarized Gaussian laser beam with a focal spot of $6\lambda_0$ (FWHM) is incident to the simulation box along the $X$ axis from left to right. The laser beam rises up in $5\tau_0$ with a sinusoidal profile, after which it maintains its peak normalized vector potential $a_0 = 5.0$.

In Fig. 4.6 a), solid black line represents the initial critical density of cone plasma $n_c$; color image shows the spatial distribution of forward charge current $J_x$ at $t = 35\tau_0$. We can see electron bunches are flowing forward on the surface of cone plasma. The phase difference of electron bunches on the surfaces of upper and bottom sides is $\lambda_0/2$ which is consistent with the phase difference of electromagnetic field of incident laser light. Fig. 4.6 b) shows the distribution of electrons in momentum phase space at the same time and illustrates that these surface electron bunches have much higher energy.
than thermal plasma electrons.

Fig. 4.6 a) Spatial distribution of initial critical density \( n_c \) and forward charge current \( J_x \); b) Distribution of electrons in the momentum phase space at \( t = 35\tau_0 \).

Fig. 4.7 a) Spatial distribution of initial critical density \( n_c \) and energy density of laser light; b) Distribution of electrons in the momentum phase space at \( t = 50\tau_0 \).

When wave front reaches the cone tip, the focused laser light interacts with the cone tip strongly. The light pressure at the tips increased significantly due to the focusing effect of cone target. Fig. 4.7 a) illustrates the focusing of laser light by cone target. Initial energy density of incident laser light is normalized as \( W_0 = a_0^2 = 25 \). After the focusing at \( t = 50\tau_0 \), it is increased to 160, about 6.4 times higher. Surface electron bunches flow to the cone tip continuously and are re-accelerated by the enhanced laser light. Fig. 4.7 b) shows the distribution of electrons in momentum phase space at \( t = 50\tau_0 \) after the re-acceleration happens. We can see most of high energy electrons are forward and in an angle equal to the open angle of cone target. The maximum energy of forward accelerated hot electrons is around 20 MeV.

To confirm that these electrons are generated by the re-acceleration of surface electron bunches, the case of S-polarized incident laser light is simulated. For
S-polarization, hot electrons mainly originate from the cone tip interacting with the focused laser light since no injection of surface bunches occurs in this case. Fig. 4.8 a) shows the distribution of electrons in momentum phase space at $t = 50\tau_0$ for S-polarization. Fig. 4.8 b) illustrates the energy spectra of electrons for P- and S-polarizations. We can see, compared with S-polarization, more electrons are accelerated forward and to higher energies for P-polarization. From the above discussion, it can be confirmed that these hotter forward electrons are owed to the re-acceleration of surface electron bunches in the P-polarized laser-cone interactions.

Fig. 4.8 a) Distribution of electrons in the momentum phase space at $t = 50\tau_0$ for S-polarization; b) Energy spectrum of electrons at $t = 50\tau_0$ for P-polarization (solid line) and S-polarization (dashed line)

4.4 Confinement of hot electrons via double-layer cone target

Fig. 4.9 Schematic of the double cone target.

In this Section, 2D PIC simulation is used to investigate the confinement of hot
electrons via double-layer cone target. Fig. 4.9 shows the sketch of the geometry of the simulations. In the double-layer cone target, inner cone wing is isolated from the background plasma (corona plasma) due to the vacuum gap. Here, the width of the inner cone wing is $5\lambda_0$ and the width of the gap is $3\lambda_0$. The plasma density is $40n_e$, the initial electron temperature is set to be 1keV and the ion temperature is set to 0.1 keV. The laser pulse irradiates the target from the left boundary whose intensity is $10^{19}W/cm^2$. The laser field is P-polarized. The intensity profile is Gaussian in the y-direction with a spot size of $5.0\mu m$ (FWHM). The laser rises up in $20\tau_0$, after which the laser amplitude is kept constant.

The target geometry is very close to the simulations that were performed in Ref. [11], but our work was performed with movable ions and under much longer time scales and larger space scales. In picosecond time scale, we found that the plasma temperatures in the inner cone area were heated up much faster than that of the single cone case, resulting in a significant plasma expansion into the vacuum gap inside the cone wing. This plasma expansion can decrease the sheath field at the rear side of the inner cone.

Figure 4.10 Quasistatic magnetic fields at four different times: a) $t = 100\tau_0$, b) $150\tau_0$, c) $333\tau_0$, and d) $450\tau_0$. 
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Figure 4.10 shows the quasistatic magnetic fields at four different times: a) $t = 100\tau_0$, b) $150\tau_0$, c) $333\tau_0$, and d) $450\tau_0$. Note that the magnetic fields inside the gap first appear at the region close to the cone tip since at early time the magnetic fields are mainly generated by the return current from the cone tip. As time goes on, the magnetic fields grow to the whole gap area. The quasistatic electric field peaks at time $t = 75\tau_0$, and eventually decreases to very low level after time $t = 180\tau_0$. In comparison, the quasistatic magnetic field does not decrease with time after it grows up at time $t = 100\tau_0$. Since the average electron cyclotron radius is $R = m_e v_{th} c / eB_z$, here $v_{th}$ is the thermal velocity of hot electrons. So even for MeV hot electrons, the electron cyclotron radius is only $R \sim 0.15\lambda_0$ under such a large quasistatic magnetic field. Therefore, the electrons escaping into the vacuum gap can be effectively turned back by the magnetic fields.

Figure 4.11 Time averaged current $J_x$ at (a) $333\tau_0$, and (b) $450\tau_0$.

Figure 4.11 shows the time averaged longitudinal current $J_x$ at $t = 333\tau_0$ and $450\tau_0$. We notice that there are two oppositely directed currents inside the gap. The positive one is mainly produced by the return electrons coming from the cone tip; while the negative one is a surface current moving along inner surface of the outer cone. The collaboration of these two currents can therefore give rise a large quasistatic magnetic field inside the gap.

Table 4.1 Fraction of escaped energetic electrons at different boundaries for double-layer cone target and single cone target.

<table>
<thead>
<tr>
<th></th>
<th>right %</th>
<th>down %</th>
<th>up %</th>
<th>left %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gap</td>
<td>31.4</td>
<td>12.5</td>
<td>11.4</td>
<td>0.41</td>
</tr>
<tr>
<td>No Gap</td>
<td>38.4</td>
<td>4.5</td>
<td>4.4</td>
<td>0.41</td>
</tr>
</tbody>
</table>
The fraction of escaped energetic electrons, defined as the ratio of the escaped electrons kinetic energy from each boundary to the total input energy of the laser energy, for the single cone target case and double-layer cone case with a three micrometers gap, is plotted in Table 4.1. Here, the escaped high energy electrons are collected by the collectors placed beside the boundaries. In the single cone target case, only 56.7% of the total energy the escaped energetic electrons can accelerate to the cone tip (right boundary). When using a double-layer cone target, this fraction can be as high as 81.3%.

4.5 Conclusion

The injection of hot electrons induced directly by the oblique incident laser on high gradient plasma surface is presented and investigated by theoretical analysis and 2D PIC simulations. It is demonstrated that high electric normal component can drag electrons into the vacuum to form the convex on the plasma surface. The convex affects the reflection of laser light so that the parallel component of electric field located at the foreside of the convex can pull it forward. This effect can generate high current along the plasma surface.

In the cone target scheme of fast ignition, 2D PIC simulation results show these energetic electron bunches are confined to the cone tip on the surface of cone wall and re-accelerated by the focused laser light at the cone tip. This re-acceleration effect has advantages of enhancement of energy of hot electrons and coupling from laser to hot electrons.

Moreover, it is shown that the energy flux through the cone tip using the double-layer cone target is much larger and more focusing than the single cone target. At the beginning of interaction, the sheath fields at the rear of inner cone wing are strong enough to confine the high energy electrons. But the sheath fields decrease to very low level after several hundreds of femtoseconds because of plasma expansion. In contrast, the quasistatic magnetic fields, which are generated by the surface current along the inner surface of the outer cone, can be still as high as 100MG even at a long time, which are the real reason for confining the high energy electrons.
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5.1 Introduction

One of the wonderful applications of hot electrons from laser plasma accelerator is the generation of high energy ion beams. With current CPA technology ions are not easy to be accelerated to high energy directly by the laser field because of their much higher mass compared to that of electrons. However, in plasmas, intense laser lights interact with electrons and push them around; the electric fields via charge separation between electrons and ions are so high that the ions can be accelerated to high energies.

The emission of energetic ions in laser-plasma interactions for nanosecond time scale was first observed in experiment in 1960’s [1]. Over the last fifteen years, a number of experiments on the generation of forward multi-MeV ions for CPA laser lights at intensities over $10^{18}$ W/cm$^2$ were reported and interpreted with remarkably different mechanisms for origin and acceleration. One mechanism interpreted that high-energy proton beams were originated and accelerated at the front surface of target where incident laser pulse interacted with overdense plasma [2, 3] which was supported by the ring structure emission of protons; the other mechanism argued that forward high-energy proton beams originated and were accelerated at the rear surface of the target, which was supported by the evidence that protons were emitted perpendicular to the rear surface of the wedge-shaped targets [4].

The full discussion of the model proposed in Ref. [4] was presented and demonstrated by PIC simulation [5]. When intense laser light is incident on a planar plasma, hot electrons are generated at the interaction surface. Hot electrons can propagate through the target and produce a strong electrostatic field normal to the rear surface of target due to charge separation, which results in the acceleration of ionized protons in a contaminant. This is termed the target normal sheath acceleration (TNSA) mechanism [5]. From Poisson’s equation and Boltzmann statistics for electrons, the accelerating electric fields acting on the ions was estimated as $E=Th/e\max(L_n, \lambda_D)$, here $L_n$ is the density scale length of hot electrons, and $\lambda_D$ is the Debye length.

The typical energy spectrum of forward accelerated protons or ions has a quasithermal distribution with a cutoff at a maximum energy. The mean energy of
protons is much smaller than the maximum cutoff energy, namely, their spectrum has almost 100% spread. However, applications of high-energy ions require high-quality ion beams with small energy spread. In order to obtain quasi-monoenergetic proton beams, a scheme using microstructured double-layer target was proposed and demonstrated by 3D PIC simulations [6]. The first layer at the front side of the target consisted of high-Z atoms. The second layer was a low-Z material ultrathin longitudinally and small transversely coated on the rear side of the first layer. With the parameters of PIC simulations in Ref. [6], quasi-monoenergetic protons has energy spread $\Delta E/E_{\text{max}}<5\%$ with $E_{\text{max}}\sim 65\text{ MeV}$. Experiments based on the scheme in Ref. [6] was carried out by H. Schwoerer et al. [7]. The high intensity laser pulse had duration of 80 fs and peak intensity at $3.0 \times 10^{19}\text{ W/cm}^2$. The target was 5 $\mu\text{m}$ thin titanium film coated with a 0.5 $\mu\text{m}$ PMMA dot with 20×20 $\mu\text{m}^2$. Energy spectrum of the observed proton beams exhibited a narrow band of $\Delta E/E_{\text{max}} \sim 25\%$ with $E_{\text{max}} \sim 1.5\text{ MeV}$.

Critical for the acceleration of monoenergetic protons is the absorption efficiency of laser energy to hot electrons, since protons are accelerated by the electric fields induced by the charge separation of hot electrons and background ions. A target design of the re-entrant cone geometry [8] for fast ignition has attracted considerable interest. PIC simulations proved the cone target can increase the energy coupling from the laser pulse to electrons effectively [9]. A cone target is also proposed to enhance the generation of protons in simulation [10] and experiment [11]. But in these two references, the energy spreads of accelerated protons are almost 100% and it is not clear that if the cone target will damage the monochromaticity of protons.

In this chapter, a new scheme to increase the energy of quasi-monoenergetic protons is proposed. In this scheme, a cone-shaped target of high-Z material is used to interact with an ultrashort intense laser light for improving the generation and confinement of hot electrons. The rear surface of this target is coated with an extra ultrathin proton layer with relatively low density to act as the source of proton for the acceleration. Due to the proton acceleration mechanisms, protons are accelerated by the sheath field produced by hot electrons on the boundary between the high-Z substrate and the proton layer. As a result, the higher energy and density of hot electrons in the cone target increase the proton energy.

5.2 PIC simulations

Two-dimensional PIC simulations were performed to investigate the above
process. The scales of the simulation box are $X \times Y = 60\lambda_0 \times 40\lambda_0$ with a cell size of $\Delta X = \Delta Y = 0.05\lambda_0$, where $\lambda_0$ is the wavelength of the incident laser light. A linearly polarized Gaussian laser beam with a focal spot of $6\lambda_0$ (FWHM) is incident to the simulation box along the $X$ axis from left to right. The laser beam rises up in $5\tau_0$ with a sinusoidal profile, after which it maintains its peak intensity for $20\tau_0$, and then falls to zero in another $5\tau_0$, where $\tau_0$ is the laser period. The peak normalized vector potential is $a_0 = eA/m_e\omega_0c^2 = 5.0$, which corresponds to the peak incident intensity $I_0 = 3.5 \times 10^{19}$ W/cm$^2$.

![Image](image.png)

Fig. 5.1 Schematic of the cone-shaped substrate and the coated proton layer.

The geometry of the cone-shaped substrate and coated proton layer is shown in Fig. 5.1. The width of the cone wall is $3\lambda_0$, the open hatch and the tip are $18\lambda_0$ and $2\lambda_0$ wide, respectively, and the open angle is $30^\circ$ which is the optimum angle for laser cone interactions [12]. The cone substrate consists of partially ionized plasma where the effective charge-to-mass ratio $Z/A$ is assumed to be 1/10. The electron density of the target is 10 times the critical density ($n_c$), which is related to the frequency of the incident laser as $\omega_0^2 = 4\pi e^2 n_e/m_e$. The initial electron and ion temperatures are both 1.0 keV. At the rear surface of the cone substrate, there is a proton layer with density of $1n_c$, which is shown in the dashed square in Fig. 5.1.

To demonstrate the advantage of cone target for laser proton acceleration, a scheme with film substrate is simulated. For the film target, the high-Z layer is $18\lambda_0$ wide and $3\lambda_0$ thick. The proton layers for cone substrate and film one are both $1\lambda_0$ wide and $0.1\lambda_0$ thick. Because the protons on the target’s rear surface are accelerated directly by the sheath field due to the TNSA mechanism, first the spatial distribution of normalized $E_x$ which is averaged over one laser period from $t=60\tau_0$, namely the
electrostatic sheath, for both targets are plotted in Fig. 5.2. Strong electrostatic fields around $6 \times 10^{12}$ V/m are built up at both front and rear sides of the target independent on its geometry. At the front surface of the target, electric field turns from negative to positive within one laser wavelength. The negative electrostatic field is induced by the charge separation of expanding electrons and drags a faction of ions backward. The positive one is induced from forward hot electrons generated by the ponderomotive force of incident laser light and pushes a fraction of ions forward, which is supported by the evidence that the transverse size of the positive electric field is of the scale of the focal spot of incident laser pulse as shown in Fig. 5.2 b).

![Spatial distribution of normalized $E_x$ averaged over one laser period from $t=60\tau_0$ for a) cone target and b) film target.](image)

On the rear surface of the target, we can see, only positive electric field is set up due to the hot electrons propagating from the laser plasma interface to the rear surface of target. This is consistent with the model of TNSA [5]. Evolution of the on-axis distributions of sheath fields for cone and film targets is plotted in Fig. 5.3. We can see that at all times the amplitude and the range of the electric field on the rear surface of the cone target (solid line) is much higher than those for the film target (dashed line), as expected. The electrostatic field’s higher and wider amplitude indicates higher acceleration for the cone target.

Enhancement of the sheath field is believed to result from the increase of hot electrons generated by the cone target. From the TNSA mechanism [5], the amplitude of the sheath field on the target’s rear surface is proportional to the temperature of hot electrons (not thermal electrons). When an intense laser light interacts with the side wall of the cone target, electrons are confined on the surface to the tip by the self-induced surface magnetic field [9]. Meanwhile, the laser pulse is focused by the
conical surface, and its intensity can be increased by a few of times. The temperature of hot electrons is \( T_h = 511 [(1 + 0.73\lambda^2)^{1/2} - 1] \) keV due to the \( \mathbf{J} \times \mathbf{B} \) mechanism predominant in this interaction. Thus, the temperature of hot electrons is increased significantly by the focused laser light, and so is the accelerating sheath field.

Fig. 5.3 On-axis distribution of sheath fields for cone target (solid line) and film target (dashed line) at a) \( t=40\tau_0 \), b) \( 50\tau_0 \), c) \( 60\tau_0 \), d) \( 70\tau_0 \).

Fig. 5.4 a) spatial distribution of laser energy density at \( t=50\tau_0 \) for cone target; b) spectra of electrons escaping from the rear surface of cone target (solid line) and film target (dashed line).

Fig. 5.4 a) shows the spatial distribution of laser energy density for cone target.
At the cone tip, laser energy density is increased about 6.4 times higher than the incident one. From the scaling law of $J \times B$ mechanism, the temperature of hot electrons should be increased 2.5 times higher. The energy spectra of hot electrons escaping from the targets’ rear surface are plotted in Fig. 5.4 b). The electron temperature for film target is 1.14 MeV; for cone target it is 3.36 MeV, even higher than the expectation from the scaling law given above. This can be interpreted by the re-acceleration of surface hot electrons by the focused laser light at the cone tip discussed in Chapter 4. Therefore, higher hot-electron temperature of the cone target accounts for the higher sheath field at the target’s rear surface, which is consistent with the results shown in Fig. 5.3. The energy-transfer ratios from the laser to the hot electrons are 1.9% and 0.7% for the cone target and film target, respectively.

![Fig. 5.5 Spatial distribution of ion density at $t=70\tau_0$ for a) cone target and b) film target.](image)

![Fig. 5.6 Distribution of ions in phase space $p_x$ vs $x$ at $t=70\tau_0$ for a) cone target and b) film target.](image)

The above results demonstrate that the cone target can obtain higher temperature of hot electrons and the sheath field, which can accelerate protons on the rear surface, than the film target. Fig. 5.5 shows the 2D spatial distributions of ion density at $t =
70\tau_0 for both target geometries. The proton layer coated on the rear surface of the substrate is accelerated to jet from the substrate as a whole due to the difference of mass of these two ion species. Fig. 5.6 shows the distribution of both heavy ions and protons in phase space \( p_x vs x \) at \( t = 70\tau_0 \) for cone target and film one. At the tip of cone target or front side of film target, a fraction of ions move backward and a fraction of ions move forward, which is consistent with the direction of sheath field shown in Fig. 5.2. Moreover, at the rear surface of the substrate, both heavy background ions and protons are accelerated forward by the sheath field. However, protons are accelerated to higher momentum because of their lighter mass. For cone target, momentums of protons are higher than those of film target according to the increase of sheath field discussed above.

Fig. 5.7 Distribution of ions in phase space \( p_x vs p_y \) at \( t = 70\tau_0 \) for a) cone target and b) film target.

From the distributions of ions in momentum phase space \( p_x vs p_y \) shown in Fig. 5.7, we can estimate the angular distribution of proton emission. For film substrate, protons are confined in a cone angle about 26°. For cone substrate, the cone angle is 12°, which means much better collimation than film target.

Fig. 5.8 shows the energy spectra of protons measured at \( t = 70\tau_0 \), just after the incident laser light interacts with plasma. For the film target (dashed line), the peak proton energy is \( E_0 = 2.2 \text{ MeV} \), and the energy spread is \( \Delta E_{\text{FWHM}}/E_0 = 13.1\% \). For the cone target (solid line), the peak proton energy is \( E_0 = 5.9 \text{ MeV} \), 2.7 times higher than that of the film target, and the energy spread is \( \Delta E_{\text{FWHM}}/E_0 = 16.3\% \). The total energy transported from the laser to protons for the cone target is also about three times increased than the film target, which is consistent with the increase of hot electrons’ temperature by cone target. It is confirmed that this cone substrate plus ultrathin
proton layer scheme can increase the energy of protons and the coupling from laser to protons by about three times while maintaining the protons’ monochromaticity.

Fig. 5.8 Energy spectra of protons at $t=70\tau_0$ for cone target (solid line) and film target (dashed line).

Fig. 5.9 Energy spectra of protons at $t=70\tau_0$ for proton layer of $0.1\lambda_0\times1.0\lambda_0$ (solid line), $1.0\lambda_0\times0.1\lambda_0$ (dashed line), and $1.0\lambda_0\times1.0\lambda_0$ (dash-dot line).

The microstructured proton layer is the key for the generation of monoenergetic proton beams. Cases with different sizes of proton layer are simulated to check the effect of proton layer size to the monochromaticity of high energy proton beams. Besides the size in the above discussion, two more cases are simulated. One is $1.0\lambda_0\times0.1\lambda_0$ (thick×wide); the other is $1.0\lambda_0\times1.0\lambda_0$. Other parameters are the same as in Fig. 5.2 a). Energy spectra of protons of all three cases are plotted in Fig. 5.9. We can see, in the case of thinnest size, protons have maximum energy and best
monochromaticity. For larger size longitudinally even smaller in transverse direction, energy and monochromaticity of protons are both reduced. In the case of $1.0\lambda_0 \times 1.0\lambda_0$ size, protons’ energy is reduced more and spreads almost 100%. This can be explained by the difference of field extend longitudinally and transversely. From the spatial distribution of electrostatic field in Fig. 5.3, we can see it is much sharper in longitudinal direction than in transverse direction. Only ultrathin proton layer can experience the same sheath field while being accelerated.

![Energy spectra of protons at $t=70\tau_0$ for $a_0=5.0, 10.0, 20.0$ and 30.0](image)

Fig. 5.10 Energy spectra of protons vs laser intensities. Energy of proton beam is proportional to the normalized laser vector potential, which is consistent with TNSA mechanism and scaling law of $\mathbf{J} \times \mathbf{B}$ mechanism. When $a_0 = 30$, proton beam’s energy can be as high as 83 MeV. If 3D effect of the laser focusing from cone target is taken into account, the energy can be high to around 100 MeV. The current PW laser facility has intensity over $1.0 \times 10^{21}$ W/cm$^2$ and duration about 500 fs which is longer than that in my simulations and should be advantageous for proton acceleration. If the scheme discussed in this chapter is carried out under such laser pulse condition, 200 MeV monoenergetic proton beams which are appropriate for cancer therapy may be achieved.

5.3 Conclusion

In this chapter, one of applications of hot electrons in laser cone plasma interactions – proton beam acceleration is studied. A new target design for a cone-shaped substrate, on the rear surface of which a proton layer is coated, is
proposed and demonstrated by 2D PIC simulations. It is shown that this scheme can increase the energy of protons and the coupling from laser to protons by about three times while maintaining the protons’ monochromaticity. This effect is owed to the laser focusing and electron guiding by cone substrate.

The key for the generation of monoenergetic proton beams is the longitudinal size of proton layer which is coated on the rear surface of the heavy ion substrate. It is demonstrated that only ultrathin proton layer can experience the same electrostatic field and obtain monoenergy. From a simple estimate, 200 MeV monoenergetic proton beams may be achieved with the currently available PW laser facility.
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Chapter 6 A New Method of Increasing Laser Intensity - Focusing of Intense Laser via Parabolic Plasma Concave Surface

6.1 Introduction

Laser intensity plays an important role for laser plasma acceleration, which is consistent with results in previous chapters. Equation (3.1) and (3.12) illustrate the amplitude of laser wakefield is proportional to the pump laser intensity. Temperatures of hot electrons from collisionless mechanisms also scale with laser intensity as $T_h \sim I^{1/2 - 1/3}$, and so does the energy of ions which is accelerated by the charge separation electrostatic field proportional to the temperature of hot electrons.

With the advent of chirped pulse amplification technique and the development of high-fluence laser materials, laser intensity can easily exceed $10^{18} \text{ W/cm}^2$. Higher laser intensity means higher electric and magnetic fields due to $E_0 = \sqrt{2I_0/\varepsilon_0 c}$, where $I_0$ is the laser intensity, $\varepsilon_0$ is the permittivity of free space, $c$ is the light speed in vacuum, and $E_0$ is the amplitude of electric field. In such high electric and magnetic fields, the motion of electrons is relativistic. Moreover, the index of refraction of optical media is strongly modified and the optics becomes highly nonlinear.

Laser intensity is $I_0=W/ST$, here $W$ is the energy, $T$ is the duration of laser, and $S$ is the cross section of the laser beam. Higher input energy, shorter duration and smaller focal spot have advantages to obtain higher laser intensity. Under the current conditions of CPA technique, laser power is limited to hundreds of Terawatts to few of Petawatt. By focusing 17J pulse with width of 30fs onto a 0.8 μm focal spot through an $f/1.0$ parabolic mirror, researchers at the University of Michigan have achieved the highest recorded laser intensity of $2\times10^{22} \text{ W/cm}^2$ [1]. However, it is difficult to obtain such a diffraction-limited focal spot because the geometric aberrations are highly sensitive to the alignment. The distortion of the wave envelope of laser beam by thermal effects and imperfection of optics also affects the focus. On the other hand, in real experiment of laser plasma interactions, such small $f$ number parabolic mirrors can not be used to avoid plasma jet contaminating the mirror. So, in most CPA lasers for experiment around the world, the focal spots are from several to tens of microns.

In this chapter, an alternative scheme via parabolic plasma concave surface to focus intense laser is proposed. In the scheme, a parabolic concave surface is located at the focal spot of laser beam. The incident laser beam is then focused into a smaller...
focal spot due to the geometric reflection. Due to the high reflection ratio of femtosecond laser, the focused laser intensity can be increased significantly. 3D PIC simulation is used to investigate the geometric focusing of parabolic plasma concave surface with different focal lengths, laser light polarizations.

Moreover, another concept of coherent harmonic focusing was presented by Gordienko [2]. It was demonstrated high harmonics with wavelength $\lambda_n = \lambda_0/n$ could be generated [3-5] in intense laser pulse overdense plasma interactions. Since the focal spot is proportional to the wavelength, high harmonics can be focused into smaller focal spot and higher intensity. Ref. [2] only discussed the this temporal focusing effect due to the generation of high harmonics. However, high harmonics also means the steepening and compression in time. Although the averaged laser intensities are the same for high harmonics and incident laser under the assumption of perfect reflection by a planar overdense plasma, the temporal laser intensity of high harmonics is much higher than that of the incident laser, and so are the temporal laser electric and magnetic fields. Such improvement of temporal laser fields can play an important role in the region of highly relativistic and nonlinear laser plasma interactions. In this chapter, this effect is demonstrated by the results of 3D PIC simulations.

6.2 PIC simulations

![Figure 6.1 Scheme of focusing of intense laser via parabolic plasma concave surface](image)

The parameters of 3D-PIC simulation are as follows. The longitudinal simulation length is $X = 20\lambda_0$, the transverse simulation length is $Y \times Z = 20\lambda_0 \times 20\lambda_0$. The cell
size is $\Delta X = \Delta Y = \Delta Z = 0.05\lambda_0$, so the number of spatial cells in the simulation system is $400 \times 400 \times 400$. The absorbing boundary for fields is applied in all directions. As for the particles, direct reflection boundary condition is applied in the transverse directions and thermal reflection boundary condition is employed in the longitudinal direction. The scheme of the focusing via parabolic plasma is shown in Figure 6.1. The plasma is homogeneous with density of five times critical density ($n_e = 5n_c$). 27 simulation electrons and 27 simulation ions are placed in each cell. The surface of target is a parabolic plane with various focal lengths from 4μm to 16μm.

The Gaussian laser beam is irradiating the parabolic plasma from the left boundary. The focal spot $w_0$, for convenience here the waist of Gaussian beam is used instead of the FWHM, is $4\lambda_0$. The laser beam rises up in 2 laser cycles ($2\tau_0$) with a sinusoidal profile, after which it maintains its peak intensity for $6\tau_0$, and then falls down to zero in $2\tau_0$. The peak normalized vector potential at the $w_0$ is $a_0 = 2.0$, which corresponds to the incident intensity $I_0 = 5.5 \times 10^{18} \text{W/cm}^2$.

If here optical reflection is assumed, the diffraction limit of the focal spot is $w = \frac{\lambda_0}{\pi w_0}$, so the parabolic plasma with short focal length is of advantage for the focusing. But $f$ should be larger than $w_0/2$ to make sure that the focal angle is smaller than 180°. So the minimum focal length employed in the present paper is $f = w_0$ and the corresponding diffraction limit of focal spot is $\frac{\lambda_0}{\pi}$. Due to the energy conservation $Iw^2 = \eta I_0 w_0^2$, where $\eta$ is the reflectivity of the plasma, the limit laser intensity at the focus $I = \eta I_0 w_0^2 / w^2 = \eta I_0 \pi^2 w_0^4 / f^2 \lambda_0^2$. In the case of $f = w_0 = 4\lambda_0$ and $\eta = 1$, the extreme intensity at focus can be up to $157.8I_0$. In this simple way, the laser intensity can be increased more than two orders.

![Figure 6.2](image)

Figure 6.2 The radial profiles of a) the incident and b) the focused laser intensity, averaged over one laser period in YZ plane, from $t = 13\tau_0$ at $X = 2\lambda_0$ for $f = 4\lambda_0$. 
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Chapter 6 Focusing of Intense Laser via Parabolic Plasma Concave Surface

Figure 6.2 demonstrates the focusing of intense laser by parabolic plasma via 3D PIC simulation. The radial profiles of the incident and the focused laser intensity, averaged over one laser period in YZ plane, from $t=13\tau_0$ at $X=2\lambda_0$ for $f=4\lambda_0$, are plotted in Figure 6.2 a) and b). 3D PIC simulation can show the focusing in the polarization plane and the transverse plane. From the data of Figure 2, for $f=4\lambda_0$, the waist of the focal spot is $0.53\lambda_0$, about 1.67 times of the diffraction limit. And the maximum focused intensity is $60.1I_0$, about 38.1% of the extreme intensity.

![Figure 6.2](image)

**Figure 6.2** Extreme intensities (spherical), the focused intensities from PIC simulations (square), the limited focal spots (triangle) and the focal spots from PIC simulations (diamond) for various focal lengths.

Figure 6.3 shows the extreme intensities(spherical), the focused intensities from PIC simulations(square), the limited focal spots (triangle) and the focal spots from PIC simulations (diamond) for a variety of focal lengths. It is shown the focal spots are inversely proportional to the focal lengths of the parabolic plasma as expected. For small focal lengths, the differences between simulations and the extreme conditions are huge. However, when increasing the focal length, the focal spots of PIC simulation are getting closer to the diffraction limits, and so are the focused intensities. It can be interpreted by that the assumption of perfect optical reflection is not so correct, and density modulation of parabolic surface has strong effects on the laser reflection and focusing.
Figure 6.4 Reflectivity ratios for S-polarized laser light (down triangle), and P-polarized laser light (diamond); normalized focused intensities for S-polarized laser light (up triangle), and P-polarized laser light (square).

According to \( I = \eta I_o \pi^2 w_0^4 / f^2 \lambda_0^2 \), the reflectivity also affects the focusing. Since linearly polarized laser has higher absorption than circularly polarized laser, the reflectivity of linearly polarized laser should be lower than circularly polarized laser. From the results of PIC simulations, there are no big differences of the focal spots for linear polarization and circular polarization. So the difference between the focused intensity is coming from the difference of reflectivity. It is elucidated in Figure 6.4 that the reflectivity of linear polarization is about 10% lower than that of circular polarization, and so is the corresponding focused intensity.

Figure 6.5 a) temporal distribution and b) spectrum of electric field in the case of \( \Delta x=0.05\lambda_0 \) (solid line) and \( \Delta x=0.1\lambda_0 \) (dashed line) along the laser axis.
Besides the geometric focusing of intense laser light by parabolic plasma concave surface, high harmonics generated in intense laser overdense plasma interactions can also contribute to the enhancement of laser intensity. The highest frequency which PIC programs can simulate is inversely proportional the cell size as \( \omega_{\text{max}} = \frac{2\pi}{\Delta t} \), \( k_{\text{max}} = \frac{2\pi}{\Delta x} \). To see the temporal compression of laser field, we use two kinds of cell size: one is \( \Delta x = \Delta y = \Delta z = 0.1\lambda_0 \) and the other is \( \Delta x = \Delta y = \Delta z = 0.05\lambda_0 \). Figure 6.5 a) shows the temporal distribution of focused laser electric field along the laser axis in the above two cases. For \( \Delta x = 0.1\lambda_0 \) (dashed line), the maximum instant laser intensity is about 125\( I_0 \). Meanwhile, for \( \Delta x = 0.05\lambda_0 \) (solid line), the maximum instant laser intensity can reach as high as 230\( I_0 \). The spectra of laser intensity for both cases are plotted in Figure 6.5 b). It is obviously shown that for finer cell size, the high harmonic components have higher amplitudes. It is these high harmonics that account for the temporal improvement of the focused laser.

6.3 Conclusion

Since laser intensity plays an important role determining the energy of accelerated particles, in this chapter, a new method of increasing laser intensity – focusing of intense laser via parabolic plasma concave surface is proposed. 3D PIC simulation is used to investigate the focusing of intense laser via parabolic plasma concave surface. The focusing includes two aspects: one is geometric focusing; the other is temporal and spatial high harmonics focusing. The results of PIC simulations demonstrate that these two effects both contribute to the improvement of laser intensity. It is expected the laser intensity especially the temporal laser intensity can be increased for several orders with parabolic plasma concave surface. Compared with the improvement of laser optics, this scheme is much more economic and appropriate for most of femtosecond laser facilities.
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Chapter 7 Summary

This thesis presented researches on laser plasma acceleration and relevant topics which are of significant importance to many exciting applications such as fast ignition inertial confinement fusion, laboratory astrophysics, medical cancer therapy, and so on. The new findings of this thesis are as follows

Chapter 3 Diagnostic of Nonlinear Laser Wakefield by Raman Scattering of Probe Laser Light

To help understand physics of laser wakefield acceleration for experiment, a diagnostic method measuring the amplitude of wakefield by Raman scattering of probe laser light is proposed in this chapter. An analytical solution and 1D simulation results for the multiple sidebands of the scattered probe laser pulse are presented. The convenience of this scheme is that the interval between the pump laser pulse and the probe laser pulse is not required to be controlled precisely in comparison with the other schemes, where the probe laser pulse width is shorter than the wakefield period and the probe pulse should be injected at a given phase of the wakefield. In the scheme of this chapter, since the probe laser pulse is longer than the wakefield wavelength, the accuracy of the injection timing could be a few wakefield wavelengths.

In the present scheme, the spectrum of the multiple sidebands can provide much detailed information about the wakefield by using the proposed analytical formula based upon 1D PIC simulations. The scheme of this paper is similar to the scheme that was discussed in a phenomenological way. The PIC simulations and the analytical results of this paper are consistent with the results of the experiment.

On the other hand, it is found that the wing structure in the scattered probe laser spectrum is useful for diagnosing the trapping and accelerating of electron bunches. Hence, it can be concluded that this diagnostic can be employed to measure laser wake field for a large parameter range of plasma density, plasma length and pump laser amplitude.

Chapter 4 Electron Acceleration in Laser-cone Interactions

Acceleration of hot electrons or the coupling from laser energy to electrons is the key issue of fast ignition of inertial confinement fusion and all other applications of
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laser plasma interaction. Due to the guiding and focusing effect, cone target can increase the coupling efficiency significantly. This chapter studies acceleration of hot electron in intense laser cone plasma interactions via 2D PIC simulation.

The injection of hot electrons induced directly by the oblique incident laser on high gradient plasma surface is presented and investigated by theoretical analysis and 2D PIC simulations. It is demonstrated that high electric normal component can drag electrons into the vacuum to form the convex on the plasma surface. The convex affects the reflection of laser light so that the parallel component of electric field located at the foreside of the convex can pull it forward. This effect can generate high current along the plasma surface.

In the cone target scheme of fast ignition, 2D PIC simulation results show these energetic electron bunches are confined to the cone tip on the surface of cone wall and re-accelerated by the focused laser light at the cone tip. This re-acceleration effect has advantages of enhancement of energy of hot electrons and coupling from laser to hot electrons.

Moreover, it is shown that the energy flux through the cone tip using the double-layer cone target is much larger and more focusing than the single cone target. At the beginning of interaction, the sheath fields at the rear of inner cone wing are strong enough to confine the high energy electrons. But the sheath fields decrease to very low level after several hundreds of femtoseconds because of plasma expansion. In contrast, the quasistatic magnetic fields, which are generated by the surface current along the inner surface of the outer cone, can be still as high as 100MG even at a long time, which are the real reason for confining the high energy electrons.

Chapter 5 An Application of Hot Electrons by Laser Plasma Accelerator - Proton Acceleration in Laser cone Interactions

In this chapter, one of applications of hot electrons in laser cone plasma interactions – proton beam acceleration is studied. A new target design for a cone-shaped substrate, on the rear surface of which a proton layer is coated, is proposed and demonstrated by 2D PIC simulations. It is shown that this scheme can increase the energy of protons and the coupling from laser to protons by about three times while maintaining the protons’ monochromaticity. This effect is owed to the laser focusing and electron guiding by cone substrate.

The key for the generation of monoenergetic proton beams is the longitudinal
size of proton layer which is coated on the rear surface of the heavy ion substrate. It is demonstrated that only ultrathin proton layer can experience the same electrostatic field and obtain monoenergy. From a simple estimate, 200 MeV monoenergetic proton beams may be achieved with the currently available PW laser facility.

Chapter 6 A New Method of Increasing Laser Intensity - Focusing of Intense Laser via Parabolic Plasma Concave Surface

Since laser intensity plays an important role determining the energy of accelerated particles, in this chapter, a new method of increasing laser intensity – focusing of intense laser via parabolic plasma concave surface is proposed. 3D PIC simulation is used to investigate the focusing conditions. The focusing includes two aspects: one is geometric focusing; the other is temporal and spatial high harmonics focusing. The results of PIC simulations demonstrate that these two effects both contribute to the improvement of laser intensity. It is expected the laser intensity especially the temporal laser intensity can be increased for several orders with parabolic plasma concave surface. Compared with the improvement of laser optics, this scheme is much more economic and appropriate for most of femtosecond laser facilities.

These research results majorly by PIC simulation method helped us understand the physics of laser plasma acceleration better, demonstrated the energy improvement of accelerated particles by target geometric design, estimated the possibility of generation of proton beams for the application of cancer therapy with currently available laser facilities, and offered a more economic method for increasing the laser intensity which is very important for producing high energy particles by laser plasma acceleration.

In conclusion, all of these researches contribute to the achievement of high energy particles and relevant applications from laser plasma acceleration.
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