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Abstract

Recently, peer-to-peer (P2P) systems have been investigated and developed widely by not only the academic community, but also the industrial community because P2P systems provide a good substructure for large-scale data sharing, content distribution, and application-level multicast. In P2P systems, each peer acts as both a server and a client, and a logical network called an overlay is formed by peers. Cooperation of peers with communications via links on overlay yields fault tolerance and massive scalability properties.

The P2P content sharing system is the best known P2P application. Because of its openness, growth of popularity, and large interference of legitimate content sharing by the dissemination of polluted contents (e.g., faked or virus injected contents), malicious peers that provide polluted contents may exist. Hence, methods for prevention of polluted contents are necessary.

In this dissertation, the purpose of the research is to achieve preventability of polluted contents as well as search efficiency in the P2P content sharing system. First, we estimate the trustworthiness of peers as content providers using a reputation system. A reputation system computes a trust value, which is the estimation of trustworthiness of a peer, from rating values by other peers. To avoid downloading polluted contents, one peer among peers responding query is selected to be a source of downloading content based on the estimation result of them. There are dishonest peers that try to degrade the reliability of trust values by rating other peers with untrue values. Furthermore, the ratio of dishonest raters to all peers or the probability that a peer rates dishonestly fluctuates because of the open and anonymous nature of the P2P system. Hence, a method of trust value computation should be robust to such dishonest ratings. Among existent methods, simple methods such as the arithmetic average perform best when there is a low ratio of dishonest raters, or there is a low probability of rating dishonestly. Sophisticated methods, on the other hand, use the similarity between the rating values for common ratees by two peers perform best when there is a high ratio of dishonest raters or there is a high probability of rating dishonestly.
This dissertation proposes two methods of trust value computation, which perform best regardless of the ratio of dishonest raters or the probability of rating dishonestly. The first method is for a simple peer behavior. This method computes reliable trust values by inferring the honesty or the dishonesty of rating values wider than existent methods using a chain relation of both equality and inequality of rating values for common rates. The second method is for a probabilistic peer behavior. The method computes reliable trust value by estimating the probabilities that other peers rate honestly more precisely than existent methods using a chain of peers that have common rates. Furthermore, when all raters of responding peers still cannot be inferred, both methods compute trust values of responding peers by an arithmetic average to achieve high performance at the low ratio or the low probability of rating dishonestly. By simulations of content sharing, the effectiveness of each method is confirmed.

Secondly, construction of an overlay is considered. Searching for content is established by forwarding query messages through links on an overlay with a response by some of peers receiving a query message. A query message is never forwarded further when the peer responds. Furthermore, the receiving peer may respond to try to provide polluted contents even when the peer does not hold the content matching the query. Therefore, the line-up of responding peers and the number of forwarded query messages largely depend on the position of peers around the peer initiating a query on an overlay. In addition, even if the trustworthiness of a peer can be estimated precisely, a peer initiating query cannot obtain its desired content when no trustworthy peer is included in responding peers. This situation implies that the topology of the overlay is significant; hence, a method of constructing an overlay that achieves both search efficiency and preventability of polluted contents is necessary. Unfortunately, peers where both probabilities of providing honest contents (PHC) and holding desired contents (HDC) are high are only a small part of all peers. Their PHCs and HDCs are varied. Even among honest peers, their PHCs are varied because they provide polluted contents mistakenly. HDCs are also varied because held contents reflect their individual interests. A reasonable solution is that peers with high PHCs are privileged to achieve high performance. However, this privilege is not considered in existent methods of topology adaptation, which is a process for each peer's selection of its neighbors. A method of topology adaptation is proposed so that peers with high PHCs are rewarded. To show the effectiveness of our method, simulations of content sharing with topology adaptation are conducted by comparing some of existent methods.
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Chapter 1

Introduction

1.1 Background of the Research

Recently, peer-to-peer (P2P) systems have been investigated and developed widely by not only the academic community but also the industrial community because P2P systems provide a good substructure for large-scale data sharing, content distribution, and application-level multicast applications. A P2P system is a distributed system composed of networked computers called peers which function symmetrically, i.e., each peer acts as both a server and a client. Hence, a peer is also called a servant. This is opposite to a traditional server-client system. A logical network called an overlay, which is independent from physical network (e.g., the Internet), is formed by peers. Services or resources can be served at multiple sites redundantly or distributively, which brings resource sharing with fault tolerance and massive scalability properties by the cooperation of peers with communications via links on overlay. Moreover, it goes beyond services offered by client-server systems. There are numerous applications of P2P systems. Examples of these applications are content sharing systems (e.g., Napster, Gnutella\(^1\), and BitTorrent\(^2\)), distributed file systems (e.g., CFS [1] and OceanStore [2]), streaming media (e.g., PeerCast [3]), communications networks (e.g., Skype\(^3\) and Windows Live Messenger\(^4\)), etc. P2P technology is attracting much attention with its prospects.

Most P2P applications are usually open so that anyone can join as a peer almost anonymously. P2P applications also lack any hierarchical organization or centralized control. Furthermore, most applications are usually

---

\(^1\)http://rfc-gnutella.sourceforge.net/
\(^2\)http://www.bittorrent.com/
\(^3\)http://www.skype.com/
\(^4\)http://messenger.live.com/
deployed over the Internet. Hence, malicious users who join as peers and behave selfishly or maliciously can join easily although the cooperation of peers in general is significant for P2P applications. Various kinds of selfish or malicious behavior are investigated, e.g., free-riding on content sharing [4], an Eclipse attack which intercepts the honest peer's communications by surrounding the honest peer with malicious peers on an overlay [5], dishonest processing on forwarding messages on an overlay [6], etc. Provisions for malicious peers are necessary.

P2P content sharing systems (e.g., Napster, Gnutella, and BitTorrent) are the most well known applications of P2P systems. In the application, each peer provides its own content to other peers when requested. A major issue on the application is dissemination of polluted contents (e.g., faked or virus injected contents) [7-9]. It is observed that 80% of popular contents are polluted in real P2P content sharing systems [8]. It is warned that P2P networks will be significant methods of delivery of malicious codes as popularization of P2P systems [7]. Furthermore, legitimate content sharing is largely interfered with by dissemination of polluted contents [9]. Hence, there can be malicious peers that provide polluted contents and preventing dissemination of polluted contents in P2P content sharing systems is necessary.

1.2 P2P Content Sharing System

A P2P content sharing system is a P2P application for sharing content held by peers within them. In a P2P content sharing system, each peer provides their own content to other peers when requested, while each peer downloads its desired content from others. Without loss of generality, a P2P content sharing system employs the function of the search for content. As a fundamental behavior, each peer searches for its desired content using the function when trying to download. The function of searching yields some candidates of peers to request content. The peer selects one peer from the candidates, and downloads content from the selected peer.

Usually, anyone can join a P2P content sharing system easily. Hence, dissemination of polluted contents by malicious peers is apprehensive [7-9]. It is assumed that there are roughly two kinds of peers which are honest or dishonest peers. An honest peer provides honest contents while a dishonest peer provides polluted contents. In addition, it is assumed that peers can perceive whether their downloaded contents are honest or polluted. Note that peers provide content downloaded from others (i.e., content is replicated over peers) in most P2P content sharing systems. This dissertation assumes that an honest peer filters held polluted contents and provides only honest
1.3 Purpose of this Research

The purpose of this research is to achieve preventability of polluted contents as well as search efficiency in the P2P content sharing system. To avoid downloading polluted contents, trust value computation of a reputation system that is robust to dishonest ratings is established. To obtain only honest peers as a result of searching efficiently, construction of an overlay is established.

1.3.1 Establish Trust Value Computation

As mentioned in the preceding section, the honest and dishonest peers are assumed. A peer estimates the trustworthiness of other peers and selects a peer to be a source of downloading content based on the estimation result. The trustworthiness of peers is estimated using a reputation system wherein peers rate each other and their trust values are computed from rating values. Advantages of selecting a trustworthy source are to avoid both useless communication costs by downloading polluted contents, and damage by polluted contents that occurs immediately when such contents has been downloaded.

There can be peers that try to degrade the reliability of trust values by rating untruthfully because P2P content sharing system will be a significant method for malicious users to disseminate polluted contents [7]. In addition, the ratio of the number of malicious peers to the number of all peers in the system is unpredictable because of the openness of the P2P content sharing system. Therefore, methods that compute reliable trust values regardless of the ratio of dishonest raters are necessary.

In this dissertation, methods of trust value computation are proposed. To concentrate on estimation of the trustworthiness of peers, any concrete search method and overlay are not assumed here. Instead, it is assumed that candidates to be requested content are given by a certain search method. Two models of peer behavior are assumed. The first model is simple peers that always rate either honestly or dishonestly and always provide either honest or polluted contents. For the simple peer model, rating values by a dishonest rater can be interpreted reversely. Hence, for the model, a high performance method, which infers the honesty of rating values widely and computes trust values using the reverse interpretation, is proposed. The other peer behavior model is probabilistic peers that rate dishonestly and provide polluted contents with probabilities. The probabilistic peers confuse reputation systems
[10, 11]. For the probabilistic peers, precise estimation of the probability that a peer rates honestly is significant for trust value computation; hence, another high performance method, which estimates precise probability of rating honestly by other peer, is proposed. By simulations of content sharing system, the effectiveness of the proposed methods is confirmed.

1.3.2 Establish Overlay Construction

To search for content, an overlay is formed by peers. Regardless of methods of forwarding query messages or structures of overlays, a query message for searching travels though a path on an overlay. If a peer receiving a query message responds, the query message never travels in most search methods. Naturally, a peer responds when it has the contents matching the received query message. In addition, a dishonest peer responds to try to provide polluted contents although it does not hold the contents matching the query [9, 12].

Therefore, the line-up of responding peers and the number of links on an overlay through which a query message travels largely depends on the position of peers on the overlay. Even if the trustworthiness of peers can be estimated precisely by a reputation system, a peer initiating a query cannot obtain its desired content when no trustworthy peer is included in responding peers. This situation implies that the topology of the overlay is significant for both preventability of polluted contents and search efficiency. Therefore, a method of construction of an overlay that achieves both search efficiency and the preventability of polluted contents is necessary.

Overlays are classified into two types that are structured or unstructured. Structured overlays [13–16] have the restriction on the position of peers by peer's ID that is irrelevant to peer behavior. On the other hand, unstructured overlays have no restriction on the position of peers. Hence, unstructured overlays are suitable to design a construction method.

To realize construction of an overlay by a centralized system which tells neighbors on the overlay to each peer, it costs greater than existent centralized systems in P2P content sharing system. The existent centralized systems store information about each peer's held contents or holding peers for contents, and tells about peers that hold requested contents, e.g., the index server of Napster or the tracker of BitTorrent. On the other hand, the centralized system of construction of an overlay additionally has to store information about the trustworthiness of each peer as a provider to construct an overlay with both the preventability of polluted contents and search efficiency; hence, construction of an overlay by a centralized system is confronted with limitation on scalability that is more severe than the existent centralized
1.4. OUTLINE OF THE DISSERTATION

This dissertation is composed of 5 chapters. The remainder of the chapters is organized as follows. First, in Chapter 2, a content sharing system with a reputation system is described. In addition, existent methods of trust value computation are reviewed, and a method of trust value computation is proposed. This method of trust value computation achieves high performance regardless of the ratio of dishonest raters where the simple model of peers that always provide either honest or polluted contents while always rate either honestly or dishonestly. Furthermore, simulations of content sharing varying the ratio of dishonest raters are conducted and the effectiveness of the proposed method is shown.

In Chapter 3, a method, which achieves high performance regardless of the ratio of dishonest raters or the probability of rating dishonestly, is proposed where any peer is assumed to provide polluted contents and rate dishonestly with individual probabilities. In addition, simulations varying the ratio of dishonest raters and the probability of rating dishonestly are conducted and the effectiveness of the proposed method is shown.

In Chapter 4, content sharing on an unstructured overlay and a framework of topology adaptation are described. Furthermore, existent methods of topology adaptation are reviewed and a method is proposed so that peers with a high probability of providing honest contents achieve both an efficient search and preventability of polluted contents. The proposed method is evaluated by simulations of topology adaptation and its effectiveness is shown.

Finally, in Chapter 5, the contributions of this dissertation are summarized and future works are described.
Chapter 2

Trust Value Computation for Simple Peers

2.1 Introduction

When a peer obtains its desired content, the peer first initiates a query. Next, some of peers receiving query respond to the initiating peer and the initiating peer selects a peer from the responding peers and downloads content from the selected peer. The reputation system [10, 11, 19, 23–27] can be applied to avoid downloading polluted contents. The reputation system computes the trust values of peers, which is an estimation of their trustworthiness. The reputation system is composed of peers and a database of rating values. In this system, peers play the two roles. One role is as a rater that registers the rating value to the database when the rater has downloaded content. The other role is a ratee that is rated (i.e., the rating value for the ratee is registered), when the ratee has provided content for the rater. The rating value is computed by the rater based on the perception of whether the downloaded contents are honest or polluted, and the rating value is registered in the database. Trust values of peers are computed from the registered rating values and used to select a peer from responding peers to avoid downloading polluted contents in the future.

Because a P2P content sharing systems is a significant method to disseminate polluted contents, malicious peers may be dishonest raters that try to degrade the reliability of trust values by registering untrue rating values. Furthermore, the ratio of the number of dishonest raters to all peers may fluctuate largely. The ratio can grow more than 40% [10] by the Sybil attack [28] where a single malicious user obtains multiple identifiers. To prevent the Sybil attack, an identity authority should be employed. However, such
an authority is usually absence in P2P content sharing system due to limitation on scalability, large costs or responsibility for administration of the authority. Hence, the ratio of dishonest raters of more than 40% should be considered. However, growing the ratio of dishonest raters ultimately is impractical. This dissertation assumes that the ratio of dishonest raters is 50% at most. Therefore, a method that computes reliable trust values regardless of the ratio of dishonest raters that is not more than 50% is necessary. In this chapter, the simple peer behavior is assumed. The simple peer, as a rater, always rates either honestly or dishonestly, and provides either honest or polluted contents as a provider.

Among existing methods [10, 11, 19, 23–27, 29–33], when the ratio of dishonest raters is low, a simple method such as trust value computation by an arithmetic average [19, 32] performs best. On the contrary, when the ratio of dishonest raters is high, the method using a similarity between the rating values for common ratees by themselves and other peers, called the raters’ similarity, as the weight for rating value by the peers [11, 23, 26] performs best while the computation method by arithmetic average performs considerably less well. The method using the raters’ similarity is not deteriorated by the ratio of dishonest raters while the method by arithmetic average is deteriorated directly. However, because the methods using the raters’ similarity set raters’ similarity to zero if the peer and the rater do not have a common ratee, trust values cannot be defined, and the providing peer has to be selected randomly when there are frequently no common ratees with any other peers. Hence, the method by the arithmetic average performs better. This often occurs when the peer joins in the system.

In this chapter, a method, which achieves high performance regardless of the ratio of dishonest raters for the simple peer behavior, is proposed. Since the simple peer behavior is assumed, rating values by other raters can be inferred to be either honest or dishonest. The rating values inferred to be honest are straightforwardly the trust values of the ratees while the rating values inferred to be dishonest are the reverse of the trust values of the ratees. Our method infers the honesty of rating values by other peers by examining the rating values for a common ratee. It is the same as the existent methods which use the raters’ similarity as the weights [11, 23, 26]. Moreover, our method infers the honesty of rating values more widely than the existent methods [11, 23, 26] using a chain relation of both equality and difference of rating values. The rating values are for common ratees between peers along a chain of peers that have common ratees. Furthermore, if the honesty of all the raters of the responding peers cannot be inferred, then the proposed method computes trust values by arithmetic average to achieve a high performance as good as the existent methods of arithmetic average [19, 32] especially when
the ratio of dishonest raters is low. To show the effectiveness of the proposed method, simulations of content sharing are conducted by comparing known methods.

The remainder of this chapter is as follows. First, Section 2.2 describes a content sharing system with a reputation system and its performance metric. Section 2.3 describes a framework of trust value computation and reviews existent methods. Sections 2.4 and 2.5 describe assumed simple peer models and our proposal for the model. Section 2.6 evaluates our proposal by simulation. Finally, Section 2.7 concludes this chapter.

2.2 Content Sharing System with Reputation System

In this section, a content sharing system with a reputation system and the performance metric for the system is described. Note that the description in this section is also referred to in Chapter 3.

2.2.1 Description of the System

In this dissertation, a P2P content sharing system that applies a reputation system to avoid polluted contents is considered. Here, this system is described. Table 2.1 shows the significant parameters in our description. Note that systems in previous works [10, 11, 19, 23–27] also can be described as follows.

Let $P$ be the set of all peers and $C$ be the set of all honest contents shared by the peers. In this dissertation, $P$ and $C$ are constant for simplicity. Any content in $C$ is owned by one or more peers in $P$ and is provided by the peers. A fraction of peers in $P$ hold polluted contents and provide such contents. It is assumed that any peer in $P$ can perceive immediately whether the
downloaded contents are honest or polluted, i.e., the downloaded content is in C or not.

Generally, a reputation system is composed of all peers in P and a database of rating values, and has functions for publishing rating values and computing trust values as follows:

- Rating values \( r_{t_jx} \) for any pairs of peers \( j, x \in P \) are stored in the database. The values of \( r_{t_jx} (x \in P) \) are computed and registered by peer \( j \). Peer \( j \) has information \( inf_j \), and the function \( g \) for computing rating values from the information is defined. Peer \( j \) obtains the value of \( r_{t_jx} \) by \( r_{t_jx} = g(x, inf_j) \). Note that, if peer \( j \) is a dishonest rater, peer \( j \) not always registers rating values by the function \( g \). Usually, in a P2P content sharing system, the database of rating values is a distributed system where each peer stores and publishes a fraction of all rating values. It is assumed that published rating values are reliable by digital signatures of the registering peers. Note that digital signatures using peers’ self-signed certificates and using hash values of public keys as peers’ IDs [34] can achieve a practical anonymity because a certificate authority (CA) is absence, and the IDs are not associated with users.

- Let \( M_t \) be the matrix \( M_t = (r_{t_jx}) \). The function \( f \) for computing trust values of any peers from \( M_t \) is defined. Let \( tv_{ix} \) be the trust value of peer \( x \) for peer \( i \). The value of \( tv_{ix} \) is obtained by \( tv_{ix} = f(i, x, M_t) \). Note that a trust value is a real number and peer \( i \) interprets \( tv_{ix} < tv_{ix'} \) as peer \( x' \) is more trustworthy as a content provider than peer \( x \).

An example of definition of \( r_{t_jx} \) is the ratio of the number of peer \( j \)’s downloads of honest contents from peer \( x \) to the number of all peer \( j \)’s downloads from peer \( x \). In this example, \( inf_j \) has to contain the numbers of downloads. It is assumed that if peer \( j \) has never downloaded from peer \( x \), \( r_{t_jx} \) is stored and published as the value \( r_{t_{j0}} \).

By applying the reputation system described immediately above, in content sharing system, peer \( i \in P \) operates as follows when it tries to download content \( e \in C \).

(i) Peer \( i \) obtains some responding peers as a result of a certain method of searching for content. Let \( P_c \) (\( \subseteq P \)) be the set of responding peers except for the peer that had provided polluted contents when peer \( i \) queried about content \( e \) before.

(ii) Peer \( i \) computes trust value \( tv_{ixe} \) of each peer \( x \) in \( P_c \) and selects one peer \( x_0 \in P_c \) whose trust value is the highest among peers in \( P_c \). Note that if there are multiple peers whose trust values are equal and the highest,
(i) Obtaining the set of peers $P_c$ which respond to querying for content $c$.
(ii) Computing trust values $tv_x=f(i,x,M_{rt}) \ (x \in P_c)$ and downloading content from the peer $x_0 \in P_c$ with the highest trust value.
(iii) Updating information $inf_i$ with the result of the perception of downloaded contents, computing and registering the rating values for peer $x$, $rt_{ix}=g(x,inf_i) \ (x \in P)$.

Figure 2.1: The composition of the reputation system.

Peer $i$ selects one peer randomly from the multiple peers. Then, peer $i$ requests the selected peer $x_0$ to provide content $c$ and downloads it.

(iii) Peer $i$ updates $inf_i$ based on the result of perception, i.e., whether the downloaded contents is honest or polluted. Then, peer $i$ computes rating values $rt_{ix} \ (x \in P)$ by the function $g(x,inf_i)$ and registers them to the database.

The composition of the reputation system with peer’s processing are shown in Figure 2.1. This dissertation assumes that a malicious peer responds to provide polluted contents although it does not hold the queried contents. Hence, a responding peer at (i) is a peer that holds content $c$ or a peer that does not hold content $c$ but provides polluted contents.

As described in Section 1.3, any concrete search method and overlay are not assumed in Chapters 2 and 3. Instead, it is assumed that responding peers are obtained by a certain method in the ratio of the numbers of peers that provide honest contents and peers that provide polluted contents over all peers.

### 2.2.2 Performance Metric of the System

From the description of the system in Section 2.2.1, the designs of functions $f$ and $g_i$, and $inf_i$ are significant for the content sharing system. The design of function $f$ is particularly significant. The performance metric of the content sharing system must be determined to design the system. The performance
metric should indicate the effect of the prevention of polluted contents where each peer tries to obtain its desired content, since prevention of polluted contents is our objective.

There are some metrics in previous works [10, 11, 19]. For example, in PeerTrust PSM [11], the performance metric is the difference between the ideal and computed trust values of each peer. This metric is not suitable for our purpose since it does not indicate the effect of prevention of polluted contents. In [10], the metric is the ratio of the number of downloads of polluted contents to the number of all downloads. In [19], the metric is the number of downloads of polluted contents after a certain number of downloads. Both of the metrics [10, 19] indicate the quantity of downloads of polluted contents. However, they do not reflect the situation where each peer tries to obtain its desired content. The line-up of contents that each peer desires naturally varies. Hence, the numbers of desired contents are varied. Nevertheless, the metrics [10, 19] assume that all peers download equal times.

Contrary to previous works, it is assumed that each honest peer repeats downloads until it obtains all of its desired content. Moreover, our metric is the ratio of the number of downloads of polluted contents to the number of all downloads of honest contents, which is equal to the number of the peer's desired contents. Intuitively, this ratio is the mean number of eventual downloads of polluted contents between two downloads of honest contents. Hence, the ratio is called the rate of downloading polluted contents. Note that the performance of the system is measured by the average of the rates of downloading polluted contents over all honest peers. It is interpreted that the lower the averaged rates, the higher the performance of the content sharing system used with the reputation system.

2.3 Design of Trust Value Computation

This section describes the framework of trust value computation. Performance against the ratio of the number of peers that rate dishonestly is a matter of interest when designing trust value computation. Inferring the reliability of rating values in computing trust values is significant to compute reliable trust values with handling this matter. Hence, related works are described with respect to the weight of rating values. Note that this section is also referred to in Chapter 3.
2.3. DESIGN OF TRUST VALUE COMPUTATION

2.3.1 Computing Trust Values

In previous methods of computing trust values [10, 11, 19, 23–27, 29–33], reliability of rating values is estimated and rating values are weighted based on the estimation. Let \( wt_{ij} \) be the weight for the rating values \( rt_{ix} (x \in P) \) by peer \( j \in P \) that peer \( i \) uses when computing trust values. The \( |P| \) dimensions vector \( \mathbf{w}_i \) is defined as

\[
\mathbf{w}_i = (wt_{i1}, wt_{i2}, \ldots, wt_{ip})
\]

The subscripts of the weight are the trust value calculator \( i \) and the rater \( j \). Since, in our design, the weight for \( rt_{ix} (j, x \in P) \) used when computing \( tv_{ix} \) depends only on the peers \( i \) and \( j \), which is the same in [10, 11, 19, 23–27, 29, 31, 32]. Note that the weight can depend on the object of computing trust value, the peer \( x \), in addition to the peers \( i \) and \( j \), which is the same in [30, 33].

The function \( f'(i, M_t) = \mathbf{w}_i \), which calculates the vector \( \mathbf{w}_i \) from matrix \( M_t \), is defined in [10, 11, 19, 23–27, 29–32]. Furthermore, the function \( f'' \) is defined to compute trust values from weights \( \mathbf{w}_i \) and rating values \( M_t \),

\[
f''(\mathbf{w}_i, M_t) = (tv_{i1}, \ldots, tv_{ip}).
\]  

In practice, computing trust values of only the peers in \( P_e \) is sufficient to select a source of downloading content. For instance, \( f'' \) is defined by the weighted average of rating values [11, 26, 30], or the maximum value among the products of the weights and the rating values [24], etc. In [33], both of the numbers that peer \( x \) has been judged to have provided honest and polluted contents are used when computing the trust value of peer \( x \). In this case, the method can be corresponded to our description by slight modification; \( inf_j \) contains the two values and \( inf_j \) is one of the inputs of \( f'' \).

2.3.2 Related Works

In this section, we review previous methods, especially, the design of \( f'' \), i.e., the calculation of the weight of rating values. Note that the system applying the reputation system in [32] is a general P2P resource sharing system and that in [29–31, 33] is a multi-agent system. However, the methods of computing trust values in these methods can be applied readily to the P2P content sharing system.

Methods without countermeasure against dishonest raters In STEP [19] and [32], the trust value of a peer is computed by the sum or arithmetic average of the rating values for the peer. In these methods, all
rating values are dealt with equally; hence, all elements of \( |P| \) dimensions vectors \( w_i \) \( (i \in P) \) are 1. Therefore, there is no countermeasure against dishonest raters and the reliability of computed trust values is degraded when the ratio of dishonest raters to all the raters is high.

**Methods using statistical analysis of rating values** In [33], the reliability of a rating value for peer \( x \) is estimated by the mean of Beta distribution where the numbers of downloaded content from peer \( x \) is judged to be honest and to be polluted are its parameters. Each of the numbers is the sum of judgments by all peers that download content from peer \( x \). If the rating value for peer \( x \) by peer \( j \) largely differs from the mean, all the rating values by peer \( j \) are regarded as dishonest and excluded when computing trust values. Hence, the weight for the rating values by peer \( j \) is 1 if regarded as honest, or 0 if regarded as dishonest. In [30], the weight for rating value by one peer is determined by the Chi-square test of the rating values by the peer and the other peers. In these methods [30, 33], the weight for \( rt_{jx} \) largely depends on the distribution of rating values for peer \( x \) by all peers including peer \( j \). Therefore, similar to [19, 32], the reliability of computed trust values is degraded when the ratio of dishonest raters to all the raters is high [35].

**Methods assuming consistency in peer’s trustworthiness** In EigenTrust [10], it is assumed that a peer’s trustworthiness as a provider consists within its trustworthiness as a rater. At initial trust value calculation, the weights for all the rating values are equal. At succeeding calculations to update trust values, the higher the trust value of a peer, the higher the weight of rating values by the peer. Some known methods [24, 27, 29, 31] use the same assumption in EigenTrust [10]. Generally, a peer’s trustworthiness as a provider is not always synonymous with its trustworthiness as a rater; hence, these methods determine the weights incorrectly for rating values. For example, if there are peers that provide polluted contents and rate dishonestly, rating values by the peers are weighted largely although the peers are dishonest raters. As a result, the reliability of computed trust values is deteriorated [35].

**Methods using rating among raters** In [25], a peer rates other peers with respect to rating for other content providers. The weight for rating values by a peer is determined by the number of all positive ratings by other raters. In this method, dishonest rating among raters is not considered since the weight is computed by simple summation. Therefore, if dishonest raters also dishonestly rate other raters, similar
2.4. THE SIMPLE PEER MODEL

...to [19, 32], the reliability of computed trust values is degraded when the ratio of dishonest raters to all the raters is high.

**Methods using raters’ similarity** In PeerTrust PSM [11], P2PRep [23], and [26] a peer computes the weights for rating values by another peer by similarity between the rating values by the peer and the other peer for common ratees. \( w_{tij} \) is the value that represents similarity between the rating values by peers \( i \) and \( j \) for the common ratees of the two peers.

In the methods using raters’ similarity [11, 23, 26], the estimation of the reliability of the rating value by another peer (i.e., the weight) is independent from the trustworthiness of the rater peer as a content provider since the estimation is by similarity of the rating values for common ratees by itself and the other peer. Therefore, the performance of the methods is never deteriorated by an inconsistency of the peer’s trustworthiness as a rater and a provider. This is contrary to the methods [10, 24, 27, 29, 31] which assume consistency of trustworthiness of a peer as both a rater and a provider. Furthermore, the estimation of rating values is never affected by the ratio of dishonest raters to all the raters. This is contrary to [30, 33].

However, when there are no common ratee, the methods [11, 23, 26] cannot estimate the trustworthiness of peers as raters because all the weights are defined as zero and subsequently all the trust values are undefined in this circumstance. Hence, a peer has to chose a peer randomly from responding peers. This occurs frequently when peers join the system. On the other hand, the methods [19, 32] can compute trust values regardless of the existence of common ratees because of the trust values computed by the arithmetic average of rating values, etc. Furthermore, in the methods, the reliability of computed trust values is sufficient when the ratio of dishonest raters is 1/3 and less, while the reliability is insufficient when the ratio is more than 1/3 [29].

Therefore, among existent methods, computing by the arithmetic average is most reliable when the ratio of dishonest raters is low. Computing using raters’ similarity, in contrast, is most reliable when the ratio of dishonest raters is high.

2.4 The Simple Peer Model

In a content sharing system applied reputation system, a peer plays the role of rater when downloading content and ratee when providing content. In this...
chapter, it is assumed that peers behave simply. Any peer always rates either honestly or dishonestly, and provides either honest or polluted contents.

Section 2.2.1 describes how peer \( i \in P \) updates information \( \text{inf}_i \) by the result of perception (i.e., whether downloaded contents are honest or polluted) to compute \( rt_{ij} \) (\( j \in P \)) at each download. In this simple peer model, a rater is either honest or dishonest. If peer \( i \) is a dishonest rater, peer \( i \) always updates \( \text{inf}_i \) incorrectly, i.e., peer \( i \) registers the opposite to the result of perception. If peer \( i \) is an honest rater, it always updates \( \text{inf}_i \) correctly.

The other aspect of a peer is as a content provider. Section 2.2.1 also describes how peer \( x \) provides content that is either content \( c \in C \) or polluted contents when peer \( x \in P \) is requested to provide content \( c \). In the simple peer model, a content provider is either honest or dishonest. If peer \( x \) is an honest provider, it always provides honest contents. If peer \( x \) is a dishonest provider, it always provides polluted contents.

2.5 Proposed Method for the Simple Peer Model

2.5.1 Design of Proposed Method

In this section, a trust value computation that infers the honesty of rating values for the simple peer model is proposed. Since the simple peer model is assumed, only three values are enough for rating values and weights. The three values are to represent "honest", "dishonest", and "unknown", respectively (see Section 2.5.2).

As described in Section 2.3.2, the weight of the rating value by the raters’ similarity [11, 23, 26] is not affected by the ratio of dishonest raters. However, when the ratio of dishonest raters is low, the method using the raters’ similarity performs at least than the arithmetic average [19, 32]. The cause of this is that the value of the raters’ similarity for two peers is set to zero when there is no common ratee between the two peers as detailed in Section 2.3.2. To achieve high performance regardless of the ratio of dishonest raters, the proposed method uses raters’ similarity as weights, and moreover, the proposed method computes weights wider than the existent methods [11, 23, 26] by inferring the honesty between two peers that have no common ratee. Furthermore, the weight of rating values by other peers that have no common ratee is computed using a chain relation of both equality and difference of rating values. The rating values are for common ratees between peers along a chain of peers that have common ratees (see Section 2.5.3).

Trust values are computed from weights and rating values by the function \( f'' \) as in Equation (2.1). Since the simple peer model is assumed, a rating
value for which the weight is “honest” is straightforwardly the trust values for
the ratee of the rating value. On the other hand, the rating value for which
the weight is “dishonest” is the reverse of the trust value for the ratee of the
rating value. Furthermore, when all the weight of rating values for responding
peers are “unknown”, trust values are computed by an arithmetic average. At
this time, one peer is selected based on trust values by the arithmetic average.
Our method achieves high performance and is not inferior to computing by
arithmetic average [19, 32] when the ratio of dishonest raters is low. Note that
since our method infers the reliability of rating values widely, peer selection
by trust values computed by the arithmetic average do not occur frequently.
Hence, the deterioration will be little (see Section 2.5.4).

2.5.2 Specifications of Rating Values and Weights

Three values are necessary for rating values and weights. Here, \( r_{\text{init}}, 1, -1 \) are
used to represent “unknown”, “positive”, and “negative” respectively. Let
peer \( j \in P \) be an honest rater. If peer \( j \) has perceived the downloaded con-
tents from peer \( x \in P \) to be honest contents, \( r_{tx} = 1 \). If peer \( j \) has perceived
the downloaded contents from peer \( x \) to be polluted contents, \( r_{tx} = -1 \). If
peer \( j \) is a dishonest rater, \( r_{tx} \) takes the opposite value. When peer \( j \) has
not yet rated peer \( x \) (i.e. peer \( j \) has not yet downloaded content from peer
\( x \)), \( r_{tx} = r_{\text{init}} \) regardless of peer \( j \) being an honest or dishonest rater.

Since the simple peer model is assumed, only three values which represent
“unknown”, “positive”, and “negative” respectively are necessary. When
computing trust values, peer \( i \) infers the honesty of rating values by peer \( j \).
If peer \( i \) infers peer \( j \) to be an honest rater, \( wt_{ij} = 1 \). On the other hand, if
peer \( j \) is inferred to be a dishonest rater, \( wt_{ij} = -1 \). If peer \( i \) cannot infer
the honesty of peer \( j \) as a rater, \( wt_{ij} = 0 \).

2.5.3 Inferring Honesty of Another Rater

Before computing trust values, the honesty of rating values by another peer
is inferred. As the philosophy of the existent methods that use the raters’ sim-
ilarity as the weight [11, 23, 26], each peer assumes that itself is an honest
rater. Let peer \( i \) infer the honesty of rating values by peer \( j \in P \), i.e., peer
\( i \) computes \( wt_{ij} \). For peer \( x \), let \( R_x = \{ j \in P : r_{tx} = r_{\text{init}} \} \) be the set of
peers that are raters of peer \( x \). Let \( CR_{ij} = \{ x \in P : i, j \in R_y \} \) be the set
of common raters between peers \( i \) and \( j \). The simple peer model yields the
following proposition.

**Proposition 1.** Rating values by any two peers \( i, j \in P \) of the simple peer
model are always equal or different for any peer of the simple peer model in P rated by both peers i and j.

Proof. Let peer x be rated by peers i and j, i.e., both the values of \( r_{ix} \) and \( r_{jx} \) are not \( r_{init} \). Peer x is either an honest or a dishonest provider since the simple peer model is assumed. In addition, peers i and j are honest or dishonest raters. Hence, the honesty as raters of peers i and j either agrees or disagrees.

By the definition of the simple peer model and the specifications of rating values described in Section 2.5.2, if both peers i and j are either honest or dishonest raters, both values of \( r_{ix} \) and \( r_{jx} \) for peer x are either 1 or -1, and vice versa. In a similar way, if peer i is an honest rater while peer j is a dishonest rater or it is reversed, the values of \( r_{ix} \) and \( r_{jx} \) for peer x are different, and vice versa. \( \square \)

Peer i infers the honesty of peer j as a rater using Proposition 1. By the philosophy that each peer assumes that itself is an honest rater, peer i infers peer j to be an honest rater (i.e., \( wt_{ij} = 1 \)) when peer i can observe that the rating value for a common ratee between peers i and j are equal. On the other hand, peer j is inferred to be a dishonest rater (i.e., \( wt_{ij} = -1 \)) when peer i can observe that the rating value for a common ratee is different.

**Inferring when \( CR_{ij} \neq \emptyset \)**

Suppose \( CR_{ij} \neq \emptyset \). By Proposition 1, if \( r_{ix} = r_{jx} \) for peer \( x \in CR_{ij} \), it is always true for any other peer in \( CR_{ij} \), moreover, it is true for any peer whom rated by peers i and j in the future. On the other hand, if \( r_{ix} \neq r_{jx} \) for peer \( x \in CR_{ij} \), the same holds. Therefore, if \( r_{ix} = r_{jx} \), peer i infers that peer j is an honest provider since each peer assumes that itself is an honest rater. On the other hand, if \( r_{ix} \neq r_{jx} \), the peer i infers that the peer j is a dishonest provider. \( wt_{ij} (j \in P, CR_{ij} \neq \emptyset) \) is computed as

\[
wt_{ij} = \begin{cases} 
1 & \text{for a peer } x \in CR_{ij} \text{ and } r_{ix} = r_{jx} \\
-1 & \text{for a peer } x \in CR_{ij} \text{ and } r_{ix} \neq r_{jx}
\end{cases}
\]  \hspace{1cm} (2.2)

**Inferring when \( CR_{ij} = \emptyset \)**

Suppose \( CR_{ij} = \emptyset \). Even when \( CR_{ij} = \emptyset \), \( wt_{ij} \) may be computed from \( wt_{ik} \) and \( wt_{kj} \) using the following proposition.

**Proposition 2.** For any three peers \( i, j, k \in P \) of the simple peer model, where \( wt_{ik} \) and \( wt_{kj} \) whose values are 1 or -1 are given and these values are assumed to be correct, \( wt_{ij} = wt_{ik} \cdot wt_{kj} \).
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Proof. Since the value of $wt_{ik}$ is assumed to be correct, $wt_{ik} = 1 (-1)$ means that rating values for common rates between peers $i$ and $k$ are equal (different). For $wt_{kj} = 1 (-1)$, the same holds. In addition, by Proposition 1, rating values for common rates between peers $i$ and $j$ in the future are always equal or different. There are four cases of combinations of values of $wt_{ik}$ and $wt_{kj}$.

- $wt_{ik} = 1, wt_{kj} = 1$
  Rating values for common rates between peers $i$ and $k$ are equal.
  Rating values for common rates between peers $k$ and $j$ are equal.
  Therefore, rating values for common rates between peers $i$ and $j$ are also equal; $wt_{ij} = 1 = wt_{ik} * wt_{kj} = 1 * 1$.

- $wt_{ik} = -1, wt_{kj} = 1$
  Rating values for common rates between peers $i$ and $k$ are different.
  Rating values for common rates between peers $k$ and $j$ are different.
  Therefore, rating values for common rates between peers $i$ and $j$ are also equal; $wt_{ij} = 1 = wt_{ik} * wt_{kj} = (-1) * 1$.

- $wt_{ik} = 1, wt_{kj} = -1$
  Rating values for common rates between peers $i$ and $k$ are equal.
  Rating values for common rates between peers $k$ and $j$ are different.
  Therefore, rating values for common rates between peers $i$ and $j$ are also equal; $wt_{ij} = 1 = wt_{ik} * wt_{kj} = 1 * (-1)$.

- $wt_{ik} = -1, wt_{kj} = -1$
  In this case, $wt_{ij} = -1 = wt_{ik} * wt_{kj} = (-1) * (-1)$. This is proved alike in the case of $wt_{ik} = 1, wt_{kj} = -1$.

Therefore, $wt_{ij} = wt_{ik} * wt_{kj}$. 

Peer $i$ can infer the honesty of peer $j$ ($CR_{ij} = \emptyset$) as a rater using Proposition 2 if only there exists at least one sequence $p_{ij} = (p_0, \cdots, p_d)$ of finite length, where $d \geq 2$, $p_e \in P$ ($0 \leq e \leq d$), $p_0 = i$, $p_d = j$, $p_e \neq p_f$ if $e \neq f$, and $CR_{p_0p_{e+1}} \neq \emptyset$ ($0 \leq e \leq d - 1$). Weights $wt_{p_0p_{e+1}} (e = 0, \cdots, d - 1)$ are obtained by Equation (2.2) since $CR_{p_0p_{e+1}} \neq \emptyset$. Then, $wt_{ij}$ is obtained by applying Proposition 2 recursively. Note that the values of $wt_{ij}$ obtained by any sequences such as $p_{ij}$ are invariable because of the simple peer model. When there is no such sequence between peers $i$ and $j$, $wt_{ij} = 0$ which means that peer $i$ cannot infer the honesty of peer $j$ as a rater. Hence, $wt_{ij}$ for $CR_{ij} = \emptyset$
is computed as

\[
wt_{ij} = \prod_{e=0}^{d-1} wt_{pe,pe+1} \quad (CR_{ij} = \emptyset \text{ and there exists sequence } p_{ij})
\]

\[
wt_{ij} = \begin{cases} 
  1 & (rt_{ie} = rt_{ke1}) \\
-1 & \text{(otherwise)} 
\end{cases} 
\]

\[
wt_{kj} = \begin{cases} 
  1 & (rt_{ke} = rt_{je2}) \\
-1 & \text{(otherwise)} 
\end{cases} 
\]

An example of computing weights \( wt_{ij} \) using \( wt_{ik} \) and \( wt_{kj} \) given by existing common raters is depicted in Figure 2.2.

### 2.5.4 Computing Trust Values

Peer \( i \) has established inferring the honesty of other raters \( j \in P \setminus \{i\} \). Next, peer \( i \) computes trust values \( tv_{ix} \) (\( x \in P_e \)). Since the simple peer model is assumed, the rating value \( rt_{jx} \) by peer \( j_0 \) whom peer \( i \) infers to be an honest rater (i.e., \( wt_{ij0} = 1 \)) is straightforwardly the trust value \( tv_{ix} \). On the other hand, the rating value \( rt_{jx} \) by peer \( j \) whom peer \( i \) infers to be a dishonest rater (i.e., \( wt_{ij1} = -1 \)) is the reverse of the trust value \( tv_{ix} \). If all raters in \( R_x \) cannot be inferred, \( tv_{ix} \) is set to “undefined” here. Hence, \( tv_{ix} \) is computed as

\[
tv_{ix} = \begin{cases} 
  wt_{ij} * rt_{jx} & \text{(There exists a peer } j \in R_x \text{ s.t. } wt_{ij} \neq 0) \\
  \text{undefined} & \text{(otherwise)} 
\end{cases} \quad (2.3)
\]

Note that for any peer \( j \) in \( R_x \), the value of \( wt_{ij} * rt_{jx} \) is either 1 or -1, moreover, the value is invariable because of the simple peer model.
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If there are one or more peers in $P_c$ whose trust values are 1, one peer among them is selected to request content $c$. However, all the trust values can be $-1$ or “undefined”. As mentioned in Section 2.2.1, it is assumed that the responding peers are in the ratio of honest and dishonest providers over all peers. Moreover, it is meaningless that the situation where all peers in $P$ are dishonest providers; hence, all of the trust values of peers in $P_c$ are not necessarily $-1$. The situation, where there is at least one trust value of “undefined” of peers in $P_c$, but there is no trust value of 1 of peers in $P_c$, is considered.

Since a peer whose trust value is $-1$ is inferred to be a dishonest provider by peer $i$, peer $i$ tries to select a peer from the peers whose trust values are “undefined”. Peer $i$ computes the trust values of the peers whose trust values are “undefined” by Equation (2.3) using an arithmetic average. For peer $y \in P_c$ where $tv_{iy}$ is undefined by Equation (2.3), $tv_{iy}$ is recomputed as

$$tv_{iy} = \begin{cases} \frac{|\{j \in R_y : rt_{ij} = 1\}|}{|R_y|} & (R_y \neq \emptyset) \\ \text{undefined} & \text{(otherwise)} \end{cases} \quad (2.4)$$

Peer $i$ selects one peer whose trust value is neither “undefined” nor $-1$ but the highest in $P_c$. If there are still only peers whose trust values are $-1$ or “undefined”, peer $i$ selects one peer randomly from the peers whose trust values are “undefined”.

2.6 Evaluation of Proposed Method

2.6.1 Simulation Settings

The proposed method is evaluated and compared with some existent methods. The evaluation is conducted by the simulation of the content sharing described in Section 2.2.1. The performance metric is the average of the rates of downloading polluted contents for all honest peers as described in Section 2.2.2. Figure 2.3 shows the process of the simulation. In the process, desired contents for each peer is set and each peer shares content until all of the desired contents of all peers are obtained. Hence, content sharing is perpetual during the simulation. Finally, the average of the rates of downloading polluted contents for honest peers is computed.

Compared Methods

As mentioned in Section 2.3.2, the performances of the methods with no countermeasure against dishonest raters [19, 32], the methods using statistical
analysis of rating values [30, 33], and the method using rating among raters [25] are virtually equal. Hence, among these methods, only the method computing trust values by arithmetic average [32] is compared with the proposed method. From the methods using raters’ similarity [11, 23, 26], PeerTrust PSM [11] is compared. EigenTrust etc. [10, 24, 27, 29, 31] are not chosen since it is assumed that the peer’s trustworthiness as a provider does not always agree with its trustworthiness as a rater.

Furthermore, to analyze the effectiveness of elements of the proposed method, variances of the proposed method are compared. In the rest of this chapter, the proposed method is called Method A. To evaluate the effectiveness of inference of the reliability of rating values using a chain relation among peers that have a common ratee, variance of the proposed method which infers rating values only by other peers that have a common ratee, i.e., only direct inferring. This variance is called Method A’. In addition, to evaluate the effectiveness of computing trust values by arithmetic average, another variance of the proposed method which never computes trust values by arithmetic average, i.e., the trust values being “undefined” by Equation (2.3) are never recomputed by Equation (2.4). This variance is called Method A” in the rest of this chapter.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Providing</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Honest peer</td>
<td>Always honest contents</td>
<td>Always rating honestly</td>
</tr>
<tr>
<td>Malicious peer</td>
<td>Always polluted contents</td>
<td>Always rating dishonestly</td>
</tr>
<tr>
<td>Confusing peer</td>
<td>Always honest contents</td>
<td>Always rating dishonestly</td>
</tr>
</tbody>
</table>

**Assumed Peer Models**

In the simulation, the honest peer, the malicious peer, and the confusing peer are assumed as shown in Table 2.2. The confusing peer confuses the methods of EigenTrust etc. [10, 24, 27, 29, 31] by an inconsistency in the trustworthiness of a peer as a provider and a rater [35]. There can be the converse of the confusing peer, i.e., a peer which always provides polluted contents and rates honestly. However, EigenTrust etc. are not confused by such a peer since peers that provide polluted contents are regarded as dishonest raters and rating values by the peers are discarded when computing trust values. Furthermore, in the existent methods even in the proposed method, the trustworthiness of a peer as a rater is not regarded as having the same trustworthiness as a provider. Therefore, in our simulation, only the three types of peers are picked up.

**Settings on Desired and Held Contents**

Each honest peer’s desired contents are assigned from \( C \) by popularity of each piece of content in \( C \). During the simulation, the set \( C \) is invariable. In addition, peers that respond a query for each piece of content in \( C \) are fixed.

The number of the honest peers that desire each piece of content in \( C \) is assumed to be proportional to Zipf distribution on all the ranks of content. It is reported that the number of peers that have each piece of content is distributed in Zipf distribution in practical P2P content sharing system [8]. Note that except for the honest peers, queried content is selected randomly from \( C \) for each requesting so that the malicious or confusing peers rates other peers same times.

The ratio of honest and dishonest providers in responding peers is assumed to be the ratio of honest and dishonest providers over all peers as described in Section 2.2.1. Hence, in the simulation, for content in \( C \), 20 different peers are selected randomly form all peers to be the responding peers.
Table 2.3: The default values of parameters in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># of all peers $</td>
<td>P</td>
</tr>
<tr>
<td># of all honest contents $</td>
<td>C</td>
</tr>
<tr>
<td># of experiments over which results are averaged</td>
<td>5</td>
</tr>
</tbody>
</table>

**Other Settings**

Table 2.3 shows the default values of parameters in the simulations. The number of all honest contents $|C|$ is set to the multiple of the number of the honest peers for the fairness of the number of desired contents per honest peer.

**2.6.2 Results**

Since assuming the simple peer model, the performance against the ratio of dishonest raters or providers is a significant matter of interest. Hence, in this section, to influence the ratio of the dishonest raters and providers, simulations are conducted by varying the number of the malicious peers. Figure 2.4 shows the average rates of downloading polluted contents against the number of malicious peers. The number of the malicious peers varies between 25 (5%) and 250 (50%) of 500 while that of the confusing peers is set to 50 (10%) of 500. The honest peers form the reminder.

As shown in Figure 2.4, Method A (the proposed method) performs best except for the case when the number of the malicious peers is 250 (50%). Moreover, the results show that elements of the proposed method (i.e., inference of the reliability of rating values using a chain relation and computing trust value by arithmetic average) are effective.

Method A always performs the same or better than Method A'. This performance shows that the inference of the honesty of rating values using the chain relation improves the performance. This is also true between the Method A'' and PeerTrust PSM.

When the number of the malicious peers is not more than 50 (10%), the arithmetic average performs better than PeerTrust PSM. On the other hand, when the number of the malicious peers is not more than 200 (40%), Method A performs better than Method A'' in which trust values are never computed by arithmetic average. Furthermore, although Method A' never uses a chain relation for inference of the reliability of rating values, it performs better
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Figure 2.4: The performance according to the number of malicious peers.

than Method A* when the number of the malicious peers is not more than 50 (10%). These results show that arithmetic average is effective when the ratio of dishonest raters is low.

Method A performs less than Method A* when the number of the malicious peers is 250 (50%). When the number of the malicious peers is 250, the ratio of dishonest raters is 60%; the numbers of the malicious and the confusing peers are 250 (50%) and 50 (10%), respectively. Since Method A* never computes trust values by the arithmetic average, the result shows that Method A is deteriorated by arithmetic average. However, Method A is more useful than the Method A* since the ratio of dishonest raters seldom exceeds 50% in practice as described in Section 2.1.

2.7 Concluding Remarks

In this chapter, only the simple peer behavior is assumed. In addition, a method of trust value computation, which achieves high performance regardless of the ratio of dishonest raters, is proposed. The proposed method infers the reliability of other raters more widely than the existent methods using a chain relation among peers that have a common rater. Furthermore, if all raters of responding peers cannot be inferred, the proposed method computes trust values by an arithmetic average to achieve high performance especially when the ratio of dishonest raters is low. As a result of the simulation, the proposed method performs better than any other existent methods regardless of the ratio of dishonest raters.
The proposed method needs to trace a chain of peers with common ratees that connects two peers. The proposed method requires more memory, computing, and communication resources than existent methods since existent methods trace only other raters that have a common ratee at most. Efficient and secure implementation of proposed method in P2P systems is beyond the scope of this dissertation, but it is significant future research.
Chapter 3

Trust Value Computation for Probabilistic Peers

3.1 Introduction

In a content sharing system, peers issue queries to request content and to download content from responding peers. A reputation system that is composed of peers and a database of rating values. A reputation system that computes trust values is applied to avoid polluted contents. There can be malicious peers that rate dishonestly to degrade the reliability of trust values. Furthermore, the ratio of dishonest raters or the probabilities providing polluted contents and rating dishonestly largely fluctuate because of the open and anonymous nature of P2P systems. Therefore, a method that computes reliable trust values in such situation is necessary to avoid polluted contents.

In Chapter 2, only the simple peer behavior, where peers always rate either honestly or dishonestly and provide either honest or polluted contents, is considered. However, the probabilistic behavior is investigated in previous works [10, 11, 19, 23–27, 29, 31, 33] because it confuses the reputation system by the probabilistic behavior [10, 11]. The probabilistically peer rates honestly or dishonestly with probability and provides honest or polluted contents with probability. Since the proposed method in Chapter 2 estimates the peer’s trustworthiness through a binary decision, it is not sufficient for the probabilistic peer model. Hence, a method that performs well for the model is necessary.

In this chapter, a method for computing reliable trust values regardless of the ratio of dishonest raters or the probability of rating dishonestly is proposed. Since the probabilistic peer behavior is assumed, the proposed method computes the trust value of a peer to be the probability that the
Table 3.1: Probabilities for the probabilistic peer model

| $\Pr_d(j)$ | The probability that peer $j$ rates dishonestly |
| $\Pr_p(x)$ | The probability that peer $x$ provides polluted contents |

peer provides honest contents. First, the proposed method computes the weight between two peers to be the probability that the rating values by the two peers agree. Even when there are no common rates between the two peers, the weight for the two peers is computed using a chain of peers that have common rates. Furthermore, if all of the computed trust values are undefined or ineffective in selecting peers to avoid polluted contents despite computed weights, the undefined trust values are recomputed by an arithmetic average by excluding rating values by obvious dishonest raters. To evaluate the effectiveness of the proposed method, a simulation of content sharing is conducted with existent methods.

The remainder of this chapter is as follows. Section 3.2 describes the probabilistic peer model. Sections 3.3 and 3.4 provide a proposal for the probabilistic peer model and its evaluation, respectively. Finally, Section 3.5 discusses the conclusions of this chapter.

3.2 The Probabilistic Peer Model

In this chapter, the probabilistic peer behavior is assumed. The probabilistically behaving peer rates dishonestly with probability and provides polluted contents with probability. Notations of the probabilities are shown in Table 3.1. Probabilistic ratings and providing of polluted contents are defined as follows.

As described in Section 2.2.1, peer $j \in P$ updates information $inf_j$ by the result of perception (i.e., whether downloaded contents are honest or polluted) to compute $rt_{jx} (x \in P)$ at each download. $Pr_d(j)$ is the probability of peer $j$. Peer $j$ updates $inf_j$ incorrectly with probability $Pr_d(j)$ i.e., registers the opposite to the result of perception while it updates correctly with probability $(1 - Pr_d(j))$. We define the probability of a dishonest rating by peer $j$ as $Pr_d(j)$.

The other aspect of the peer is as a content provider. As described in Section 2.2.1, when peer $x \in P$ is requested to provide content $c \in C$, peer $x$ provides content that is either content $c$ or polluted contents. $Pr_p(x)$ is the probability of peer $x$. Peer $x$ provides polluted contents with probability
Pr_p(x) when requested while it provides honest contents with probability \((1 - Pr_p(x))\). The probability of providing polluted contents by peer \(x\) is \(Pr_p(x)\).

### 3.3 Proposed Method for the Probabilistic Peer Model

#### 3.3.1 Design of the Method

A method of trust value computation is proposed to achieve high performance regardless of the probabilities of rating dishonestly and providing polluted contents in addition to the ratio of the number of malicious peers. As described in Section 2.3.1, peer \(i\) computes trust values \(tv_{ix} \ (x \in P)\) from weights \(w_i\) and rating values \(M_{it}\) by the function \(f''\), as in Equation (2.1).

Since the probabilistic peer behavior is assumed as described in Section 3.2, the function \(g\) which calculates rating values had better be defined so that it calculates \(rt_{jx}\) to be the probability that ratee peer \(x\) provides honest contents observed by rater peer \(j\).

Computation of weights for rating values in related works [10, 11, 19, 23–27, 29–33] is provided in Section 2.3.2. As detailed in the section, weights by raters’ similarity [11, 23, 26] are not affected by the ratio of dishonest raters. High performance is preferred regardless of the ratio of dishonest raters. However, in the existent methods, since the raters’ similarity for two peers is set to zero when there is no common ratee between the two peers, the trust values of all responding peers may be undefined. Subsequently, computing by the arithmetic average [19, 32] is the most reliable when the ratio of dishonest raters are low while computing using raters’ similarity [11, 23, 26] is the most reliable when the ratio of dishonest raters is high.

Our method uses the raters’ similarity as the weight of rating value since the similarity is not deteriorated by the ratio of dishonest raters. Our method also computes weight to be the probability that rating values by the two peers agree since we assume the probabilistic peer model. Moreover, to improve in computing the weight of two peers that have no common ratee, a chain of peers that have common ratees is used, and trust values are computed with the weights (see Section 3.3.2). However, a chain does not always exist and subsequently, weights are not always computed properly. Hence, in our method, computed trust values of peers in \(P_e\) are judged whether they are effective or not in selecting the peer that provides honest contents from responding peers (see Section 3.3.3). If at least one trust value is judged to be effective, the peer with the highest trust value among \(P_e\) is selected. On
the other hand, if judged to be ineffective, the trust values of peers, whose trust values are “undefined” in former computation because all the weights are zero, are recomputed by excluding the rating values by obviously dishonest raters (see Section 3.3.4). Note that there is an apprehension that the performance is not so high when the ratio of dishonest raters is more than 1/3 since a peer may be selected based on the trust value by the arithmetic average, which occurs especially when peers join the system. However, selection based on the trust value by the arithmetic average will not be considerably frequent and the performance will be not so deteriorated especially when the ratio of dishonest raters is no more than 50% because of the widely computing weights that use a chain of peers that have common rates.

3.3.2 Computing Raters’ Similarity and Trust Values

To compute the trust value \(tw_{ix}\) of peer \(x\) in \(P_c\), peer \(i\) first computes the weight \(wt_{ij}\) of rating values by peer \(j \in P\) by the function \(f'\). Next, peer \(i\) computes \(tw_{ix}\) from the weight \(wt_{ij}\) and the rating value for peer \(x\) by peer \(j\), \(rt_{jx}\), by the function \(f''\).

As described in Section 2.2.1, the rating value \(rt_{jx}\) is managed and made public as the value \(rt_{init}\) when peer \(j\) registers no rating values for peer \(x\). In our method, \(rt_{init}\) is assumed to be out of the domain range of the function \(g\) and it can be seen whether peer \(j\) registers the rating value for peer \(x\) by examining whether the value of \(rt_{jx}\) is \(rt_{init}\) or not. Let \(R_{x} = \{j \in P : rt_{jx} \neq rt_{init}\}\) be the set of peers, called raters for peer \(x\), that register rating value for peer \(x\) and \(CR_{ij} = \{x \in P : i, j \in R_{x}\}\) be the set of common raters of peer \(i\) and \(j\). Furthermore, let \(sim_{ij}\) be the raters’ similarity between peers \(i\) and \(j\) computed from rating values for common raters \(CR_{ij}\). We call this similarity the direct raters’ similarity because this similarity is computed for two peers using only existing common raters between the two peers. \(sim_{ij}\) is computed as the probability that the rating values by peers \(i\) and \(j\) agree. Since computing the probability precisely is difficult, it is assumed that the probability is inferred from \(M_{ij}\) by a certain method. Note that the example of \(sim_{ij}\) is given by Equation (3.6) in Section 3.4, while specific definition of \(sim_{ij}\) is not given here. Note that, when \(CR_{ij} = \emptyset\), \(sim_{ij}\) is set to 0.

Below are shown the computation of the weight \(wt_{ij}\) and the definition of the function \(f''\) that calculates the trust values.

**Computing the Weight \(wt_{ij}\)**

Generally, if there are sufficient common raters between peers \(i\) and \(j\), \(sim_{ij}\) can be computed to be near the probability that rating values for a peer
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\[
wt_{ij} = sim_{ij}
\]

\[
|CR_{ij}| \geq \gamma
\]

Figure 3.1: Computation of \( wt_{ij} \) when \( |CR_{ij}| \geq \gamma \).

by peers \( i \) and \( j \) agree. Hence, the weight \( wt_{ij} \) is set to the direct raters’ similarity \( sim_{ij} \) as

\[
wt_{ij} = sim_{ij} \quad (|CR_{ij}| \geq \gamma)
\]  

(3.1)

when the number of common ratees is \( \gamma \) or more where \( \gamma \) is the parameter. Computation of \( wt_{ij} \) when \( |CR_{ij}| \geq \gamma \) is depicted in Figure 3.1.

On the other hand, when the number of common ratees \( |CR_{ij}| \) is less than \( \gamma \), the weight \( wt_{ij} \) is computed using a chain of peers that have common ratees. Let \( p = (p_0, \ldots, p_d) \) be the sequence connecting peers \( i \) and \( j \) where \( p_0 = i, p_d = j, \) and \( p_k \neq p_l \) if \( k \neq l \), and any adjoining peers have at least one common ratee. Naturally, the direct raters’ similarity between the adjoining peers can be computed. The probability that the rating values by two peers for the other peer agree is depends only on the two peers and the common ratee since the probabilistic peer behavior is assumed. Hence, the direct raters’ similarities on the sequence \( p \) are independent. Therefore, when there are enough common ratees between the adjoining peers, the product of the direct raters’ similarities on the sequence \( p \) is the lower bound of the probability that rating values for a common ratee between peers \( i \) and \( j \) agree. The value of product is seemed to be a proper inference of \( sim_{ij} \) with enough common ratees between peers \( i \) and \( j \). The value of \( wt_{ij} \) is computed by the product of the direct raters’ similarities on the sequence where any adjoining peers have \( \mu \) or more common ratees. Note that the length of the sequence is limited by \( d_{\text{max}} \) and only the sequence whose length is the minimum among possible sequences. If there are multiple sequences whose length are the minimum, the weight is computed by the average of the products of the direct raters’ similarities on the sequences. The weight is
computed using sequences whose length are the minimum because the longer the sequence, the farther from the value of \( \text{sim}_{ij} \) with enough common rates the value of the products, since the value of direct similarity is between 0 and 1. The product of the direct raters’ similarities on the sequences connecting peers \( i \) and \( j \), \( \text{sim}'_{ij} \) is computed as

\[
\text{sim}'_{ij} = \begin{cases} 
\frac{\sum_{p \in \mathcal{S}_{ij}^{\mu,d_{\text{max}}}} \prod_{k=0}^{d_{ij}} \text{sim}_{p_{k+1}}} {\left| \mathcal{S}_{ij}^{\mu,d_{\text{max}}} \right|} & (\mathcal{S}_{ij}^{\mu,d_{\text{max}}} \neq \emptyset) \\
0 & \text{(otherwise)}
\end{cases}
\]

where \( \mathcal{S}_{ij}^{\mu,d_{\text{max}}} \) is the set of sequence \( p = (p_0 = i, \ldots, p_{d_{ij}} = j) \) connecting peers \( i \) and \( j \) where any adjoining peers have \( \mu \) or more common rates. The length of sequences in \( p \) is \( d_{ij} (\leq d_{\text{max}}) \) that is the minimum among possible sequences. \( \text{sim}'_{ij} \) is called the secondhand similarity between peers \( i \) and \( j \) because this similarity is computed not using common rates between peers \( i \) and \( j \), which is opposite to the direct raters’ similarity. When the number of common rates between peers \( i \) and \( j \) is less than \( \gamma \), \( wt_{ij} \) is computed as

\[
wt_{ij} = \text{sim}'_{ij} \left( |CR_{ij}| < \gamma \right).
\]  

Figure 3.2 depicts an example of computing \( wt_{ij} \left( |CR_{ij}| < \gamma \right) \) when \( d_{ij} = 2, |\mathcal{S}_{ij}^{\mu,d_{\text{max}}} | = 3 \).

Computing the Trust Value \( tv_{ix} \)

The trust value \( tv_{ix} \) is computed by the weighted average of \( rt_{jx} \ (j \in R_x) \) where the weight is \( wt_{ij} \). Hence, the function \( f^\prime \) is defined as

\[
tv_{ix} = f^\prime(w_i, M_x) = \begin{cases} 
\sum_{j \in R_x} \frac{wt_{ij}}{\sum_{j' \in R_x} wt_{ij'}} rt_{jx} & (\sum_{j' \in R_x} wt_{ij'} \neq 0) \\
\text{undefined} & \text{(otherwise)}
\end{cases}
\]  

3.3.3 Judging the Effectiveness of Trust Values

The trust values \( tv_{ix} \ (x \in P_c) \) computed by Equation (3.3) are judged effective in selecting the peer that provides honest contents from \( P_c \). When \( tv_{ix} \) is not “undefined”, \( tv_{ix} \) can be considered to represent the probability that peer \( x \) provides honest contents. Hence, when the maximum trust values of peers in \( P_c \) are not sufficiently high, it is not good to select the peer whose trust value is the highest. Therefore, when there is at least one peer \( x' \in P_c \) such as \( tv_{ix'} > \lambda \) for the threshold \( \lambda \), the trust values are judged to be effective. Otherwise, they are judged to be ineffective.
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$$wt_{ij} = \frac{sim_{ik_i} \cdot sim_{ik_j} + sim_{ik_i} \cdot sim_{ik_j} + sim_{ik_i} \cdot sim_{ik_j}}{3}$$

Figure 3.2: An example of computing $wt_{ij}$ ($|CR_{ij}| < \gamma$) when $d_{ij} = 2$, $|SP^{\mu_{d_{max}}}_{ij}| = 3$.

3.3.4 Selecting a Peer

Based on the computed trust values and the result of judgment as in Sections 3.3.2 and 3.3.3 respectively, one peer in $P_c$ is selected to request content to be provided. If the trust values are judged to be effective, the peer whose trust value is the highest is selected.

On the other hand, if judged not to be effective, all of the trust values of peers in $P_c$ computed by Equation (3.3) are either less than $\lambda$ or “undefined”. Since peers whose trust values are less than $\lambda$ are considered to be untrustworthy, the method tries anew to compute the trust values “undefined” by Equation (3.3) and select a peer. Let $\hat{P}_c \subseteq P_c$ be the set of peers in $P_c$ whose trust values are “undefined”. If $\hat{P}_c = \emptyset$, one peer in $P_c$ with the highest trust value is selected.

If $\hat{P}_c \neq \emptyset$, the trust values of peer $x \in \hat{P}_c$ are computed by the arithmetic average of the rating values except for the values by peers that are obviously dishonest raters. Concretely, peer $j$ appears to be a dishonest rater if $CR_{ij} \neq \emptyset$ and $wt_{ij} = 0$. Hence, the rating value $rt_{jx}$ by such peer $j$ is excluded when computing the trust value of peer $x$ by the arithmetic average. Let $\hat{R}_x = R_x \setminus \{j \in R_x : CR_{ij} \neq \emptyset, sim_{ij} = 0\}$. The trust value of peer $x \in \hat{P}_c$,
\(tv_{ix}\) is recomputed as

\[
tv_{ix} = \begin{cases} \frac{\sum_{j \in R_x^i} rt_{xj}}{|R_x^i|} & (R_x^i \neq \emptyset) \\ \text{undefined} & \text{(otherwise)} \end{cases}
\]

(3.4)

Before selecting a peer, the trust values computed by Equation (3.4) are judged effective in selecting the peer that provides honest contents. The judgment is done with the threshold \(\lambda\) as well as in Section 3.3.3. If the trust values are judged to be effective, one peer with the highest trust value in \(\hat{P}_c\) is selected. If judged to be ineffective and there is at least one peer whose trust value is “undefined”, one peer is selected randomly from “undefined” peers. If judged to be ineffective but there are no peers whose trust values are “undefined”, one peer with the highest trust value in \(\hat{P}_c\) is selected.

3.4 Evaluation of Proposed Method

3.4.1 Simulation Settings

The evaluation of the proposed method is conducted. The settings of the simulation are nearly the same as the settings in Chapter 2. The settings of the simulation in Chapter 2 are described in Section 2.6.1. In this section, only the differences from the settings in Chapter 2 are described.

Compared Methods

The proposed method in this chapter is compared with the arithmetic average [32] and PeerTrust PSM [11], which is the same as in Chapter 2. Furthermore, in this chapter, the variances of the proposed method are also compared to evaluate the elements in the proposed method. To evaluate the effectiveness of the secondhand similarity, the trust value computation, which does not use the weight by the secondhand similarity, is used. In the computation, the weight \(wt_{ij}\) is defined as

\[
wt_{ij} = \begin{cases} sim_{ij} & (|CR_{ij}| \geq \gamma) \\ 0 & \text{(otherwise)} \end{cases}
\]

In addition, the effectiveness of trust value computation by the average in the proposed method is also evaluated. Hence, in this computation, if trust values computed by Equation (3.3) are judged to be ineffective, one peer is randomly selected from the peers whose trust values are “undefined”. In the rest of this chapter, the proposed method, the trust value computation that
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Table 3.2: Definition of probabilistic malicious peer.

<table>
<thead>
<tr>
<th>Model</th>
<th>Providing</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic malicious peer</td>
<td>polluted contents with probability $Pr_p(M)$</td>
<td>Rating dishonestly with probability $Pr_d(M)$</td>
</tr>
</tbody>
</table>

does not use the secondhand similarity, and the trust value computation that does not use the average computation are called “Method B”, “Method B”**, and “Method B”**, respectively.

**Assumed Peer Models**

In the simulation of this chapter, the honest peer, the confusing peer, and the probabilistic malicious peer are assumed. The malicious peer in Chapter 2 is replaced by the probabilistic malicious peer. A probabilistic malicious peer provides polluted contents and rates dishonestly with probabilities $Pr_p(M)$ and $Pr_d(M)$ respectively, as shown in Table 3.2.

The Definition of the Rating Value

In the simulation, the rating value $rt_{jx}$ and the direct raters’ similarity $sim_{ij}$ are defined as follows. $rt_{jx}$ is defined to compute the probability that peer $x$ provides honest contents based on the observation by peer $j$. Hence, $rt_{jx}$ is defined as

$$rt_{jx} = \begin{cases} \frac{hd_{jx}}{hd_{jx} + pd_{jx}} & (j \in R_x) \\ \frac{rt_{init}}{rt_{init}} & \text{(otherwise)} \end{cases},$$ (3.5)

where $hd_{jx}$ and $pd_{jx}$ are the stored numbers of downloads of honest and polluted contents from peer $x$, respectively. These numbers are stored at $inf_j$. Note that the stored numbers may differ from the result of perception by peer $j$ when downloading, if peer $j$ is not a honest rater i.e., $Pr_d(j) < 1.0$.

The Definition of Direct Raters’ Similarity

For peers $i, j \in P$, $sim_{ij}$ is defined as

$$sim_{ij} = \begin{cases} \frac{|\{x : |rt_{ix} - rt_{jx}| \leq \epsilon, x \in CR_{ij}\}|}{|CR_{ij}|} & (CR_{ij} \neq \emptyset) \\ 0 & \text{(otherwise)} \end{cases},$$ (3.6)
Table 3.3: The default values of parameters in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># of all peers (</td>
<td>P</td>
<td>)</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>(\lambda)</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>(d_{\text{max}})</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td># of experiments over which results are averaged</td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

where \(\epsilon\) is the threshold that determines whether two rating values by the two peers are close or not.

When peer \(i\) is an honest rater (i.e. the probability of rating honestly is 1) and the probability that peer \(x\) provides polluted contents with probability \(\Pr_p(x)\), \(rt_{ix}\) converges to \((1 - \Pr_p(x))\) provided that peer \(i\) downloads content from peer \(x\) enough times. When peer \(j\) is also an honest rater, \(rt_{jx}\) also converges to \((1 - \Pr_p(x))\). Therefore, \(\epsilon\) should be set to 0. However, \(\epsilon\) is set to a little more than 0 because there is an error in the computation of rating values in practice.

Simulations with the various values of \(\epsilon\) to investigate the appropriate value are conducted. As a result of the simulations, the performance is almost equal when \(\epsilon \in [0 : 1]\) and it is higher than when \(\epsilon = 1\). It is confirmed that the number that a peer downloads from another peer is practically at most 1 during content sharing of the simulations. Therefore, while \(\epsilon \in [0 : 1]\), the value of \(rt_{jx}\) is practically either 0 or 1 from Equation (3.5); hence, the trueness of \(|rt_{ix} - rt_{jx}| \leq \epsilon (x \in CR_{ij})\) and the value of \(sim_{ij}\) are seldom varied. This is why the performance is almost equal when \(\epsilon \in [0 : 1]\). On the other hand, when \(\epsilon = 1\), \(|rt_{ix} - rt_{jx}| \leq \epsilon (x \in CR_{ij})\) is always true since \(0 \leq rt_{ix} \leq 1\). Therefore, the performance with \(\epsilon = 1\) is lower than the performance with \(\epsilon \in [0 : 1]\) because the direct raters’ similarity to another peer with \(\epsilon = 1\) cannot be other than 1 although the peer may be a dishonest rater. In Section 3.4.2, only the results of the simulations with \(\epsilon = 0.1\) are shown.

**Other Settings**

Table 3.3 shows the default values of parameters in the simulations. The default value of \(\lambda\) is set to 0.5. The relation of the performance and the value of \(\lambda\) is discussed at the end of Section 3.4.2.
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![Graph showing the performance of Method B' according to γ.]

**Figure 3.3:** The performance of Method B' according to γ.

### 3.4.2 Results

**The Performance according to γ and μ**

γ and μ are the parameters for computing the weight \( wt_{ij} \) \((i, j \in P)\). The greater the value of γ or μ, the more reliable the computed weight. Increasing the value of γ or μ, which is the necessary number of common ratees, implies that content sharing (i.e., peers' querying for and providing content, and rating) has to be made more and more. Therefore, the greater the γ, the more the frequencies that a peer is selected by the trust values computed by the secondhand similarity in Method B (the proposed method) and Method B', and by the arithmetic average in Method B'. The greater the μ, the more the frequencies that a peer is selected randomly or by the trust values computed by the arithmetic average in Method B and Method B". Hence, increasing the value of γ or μ does not always improve the performance of the system. Simulations with various values of γ or μ are conducted to investigate their appropriate values.

First, influence for Method B' by the parameter γ is investigated. Figure 3.3 shows the average rate of downloading polluted contents according to the value of γ = 1, 2, 3. The numbers of the probabilistic malicious and the confusing peers are set to 150 (30%) and 50 (10%) of 500, respectively. The two lines are for the probabilities that the probabilistic malicious peers provide polluted contents \( Pr_p(M) = 1, 0.5 \), respectively. The average rates decrease according to γ regardless of \( Pr_p(M) \). This decrease is because increasing γ makes Method B' depend more on the trust values computed by the arithmetic average. Below, γ is always set to 1 for Method B'.

\[ \text{Required common ratees } \gamma \]

\[ \text{(for weight by direct raters' similarity)} \]
Figure 3.4: The performance according to $\mu$. 

(a) $\Pr_p(M) = 1.0$. 

(b) $\Pr_p(M) = 0.5$. 

Method B (Proposal) 
Method B''
Next, influence for Method B (the proposed method) and Method B'' by the parameter $\mu$ is investigated. Figure 3.4 shows the average rate of downloading polluted contents according to the value of $\mu = 1, 2, 3$. The numbers of the probabilistic malicious and the confusing peers are set to 150 (30\%) and 50 (10\%) of 500, respectively. Figures 3.4(a) and 3.4(b) are for the probabilities that the malicious peers provide polluted contents $\Pr_p(M) = 1.0, 0.5$, respectively. The same simulations with $\gamma = 1, 2, 3$ are also conducted. As a result, the methods perform better with $\gamma = 1$ than the other values of $\gamma$. Hence, only the results for $\gamma = 1$ are shown here.

When $\Pr_p(M) = 1$ (Figure 3.4(a)), the performance of the methods decreases while $\mu$ increases. This is because the greater the value of $\mu$, the more the performance largely depends on peer selection by randomness or the trust values computed by the arithmetic average. When $\gamma = 2, 3$, the methods with $\mu = 1$ perform better than the other values of $\mu$ as well as when $\gamma = 1$.

On the other hand, when $\Pr_p(M) = 0.5$ (Figure 3.4(b)), both of the methods with $\mu = 2$ perform better than $\mu = 1, 3$. When $\mu = 1$, only one common ratee is not enough to compute the reliable direct raters' similarities and the weights since there are peers whose probability that provide polluted contents $\Pr_p(M) = 0.5$, which is between 0 and 1. When $\mu = 3$, the performance of the methods decreases compared to when $\mu = 2$ because the performance largely depends on peer selection by randomness or the trust values by the arithmetic average.

The same simulations by varying the number of the probabilistic malicious peers, or the values of $\Pr_p(M)$ and $\Pr_d(M)$ are conducted. The difference in the performances between when $\Pr_p(M)$ and $\Pr_d(M)$ are 1 or 0 and when they are between 1 and 0 tends to be the same as the above results. For a probabilistic malicious peer, it appears to be easy to make the probability of providing polluted contents be between 0 and 1. Furthermore, as shown in Figure 3.4, when $\Pr_p(M)$ varies from 1 to 0.5, the declinations of the performances of Method B and Method B'' with $(\gamma, \mu) = (1, 2)$ are smaller than those with the other values of $(\gamma, \mu)$. Therefore, the values of the parameters should be set to $(\gamma, \mu) = (1, 2)$. Below, $(\gamma, \mu)$ is always set to $(1, 2)$ for Method B and Method B'' if there is no annotation.

**The Influence of $d_{\text{max}}$**

Computed trust values are judged effective (see Section 3.3.3) frequently and the performance appears to improve more by increasing the value of $d_{\text{max}}$, which is the maximum length of the sequence of peers with at least one common ratee. Hence, we investigate the relevance of Method B'' between
Figure 3.5: The average ratio of peers that obtain an effective trust value against the average rates of downloading polluted contents.
the ratio of peers that obtain at least one trust value judged to be effective and the average rates of downloading polluted contents with a varying $d_{\text{max}}$. The ratio of peers that obtain at least one trust value judged to be effective is shown as the results by averaged over an initial 20 cycles because the ratio of peers that obtain at least one trust value judged to be effective converges to 1 until the 20th cycle over all the values of $d_{\text{max}}$ in the conducted simulations. In addition, the average rate of downloading polluted contents is measured after the 20th cycle has finished. The parameters $(\gamma, \mu)$ are set to (1,1) or (1,2). The numbers of the honest, the probabilistic malicious, and the confusing peers are 300 (60%), 150 (30%), and 50 (10%), respectively.

Figure 3.5 shows the average ratio of peers that obtain an effective trust value against the average rates of downloading polluted contents for some values of $d_{\text{max}}$. The results for $(\gamma, \mu) = (1,1)$ and $(1,2)$ are shown in Figures 3.5(a) and 3.5(b) respectively. By increasing $d_{\text{max}}$, the average ratio of peers that obtain effective trust value increases while the average rates of downloading polluted contents decreases. Therefore, the performance of the method improves by increasing $d_{\text{max}}$.

The Influence of the Ratio of the Probabilistic Malicious Peers

To investigate the influence of the ratios of the dishonest raters and providers, simulations are conducted by varying the number of the probabilistic malicious peers. Figure 3.6 shows the average rates of downloading polluted contents against the number of the probabilistic malicious peers. The number of the probabilistic malicious peers is between 25 (5%) and 250 (50%) of
500 and the number of the confusing peers is set to 50 (10%) of 500. The probabilities that the probabilistic malicious peer provides polluted contents and rates dishonestly, \( Pr_p(M) \) and \( Pr_d(M) \) respectively, are set to 1.0.

As shown in Figure 3.6, Method B (the proposed method) performs best when the number of the probabilistic malicious peers is not more than 200 (40%) while it performs less than Method B' and PeerTrust PSM when the number of the probabilistic malicious peers is 250 (50%) or more. This result is because Method B uses trust values computed by the arithmetic average, which is readily deteriorated by the ratio of dishonest ratings. Method B', which does not use weights computed by secondhand similarities, also uses trust values computed by the arithmetic average; however, Method B performs better. Method B performs better than Method B' implies that the secondhand similarity is responsible for deterioration because of the increased ratio of the probabilistic malicious peers.

The Influence of the Probability of Providing Polluted Contents

To investigate the influence of the probability of providing polluted contents, a simulation with the varied values of \( Pr_p(M) \), which is the probability that the probabilistic malicious peers provide polluted contents, is conducted. Figures 3.7(a) and 3.7(b) show the average rates of downloading polluted contents against the values of \( Pr_p(M) \) where the numbers of the probabilistic malicious peers are 50 (10%) and 150 (30%) of 500, respectively. The number of confusing peers is 50 (10%) and the value of \( Pr_d(M) \) is always set to 1.0. Note that the settings for \( Pr_p(M) = 1.0 \) in Figures 3.7(a) and 3.7(b) are quite equal to the numbers of the probabilistic malicious peers, which are 50 and 150 in Figure 3.6, respectively.

When the number of the probabilistic malicious peers is 50 (10%) as shown in Figure 3.7(a), Method B (the proposed method) performs the best for \( Pr_p(M) \geq 0.5 \), while it performs next to the arithmetic average for \( Pr_p(M) \leq 0.4 \). The improvement of Method B to Method B' implies that the improvement is attributed to the secondhand raters' similarity. Furthermore, the improvement of Method B and Method B' to Method B'' and PeerTrust PSM implies that using trust values by the arithmetic average is effective.

On the other hand, when the number of the probabilistic malicious peers is 150 (30%) as shown in Figure 3.7(b), Method B performs the best for all the values of \( Pr_p(M) \), while the arithmetic average performs as well for \( Pr_p(M) \leq 0.3 \). The result implies that improvement of Method B is due to both the secondhand similarity and the arithmetic average as in the case where the number of the probabilistic malicious peers is 50 (10%).
3.4. EVALUATION OF PROPOSED METHOD

![Graph showing the probability of providing polluted contents]

(a) # of the probabilistic malicious peers: 50.

![Graph showing the probability of providing polluted contents]

(b) # of the probabilistic malicious peers: 150.

Figure 3.7: The performance according to the probability of providing polluted contents.
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The Influence of the Probability of Dishonest Rating

To investigate the influence of the probability of dishonest rating, a simulation with varied values of Pr_d(M), which is the probability that the probabilistic malicious peers rates dishonestly, is conducted. Figures 3.8(a) and 3.8(b) show the average rates of downloading polluted contents against the values of Pr_d(M) where the numbers of the probabilistic malicious peers are 50 (10%) and 150 (30%) of 500, respectively. The number of the confusing peers is 50 (10%) and the value of Pr_p(M) is always set to 1.0. Note that the settings for Pr_d(M) = 1.0 in Figures 3.8(a) and 3.8(b) are quite equal to the numbers of the probabilistic malicious peers, which are 50 and 150 in Figure 3.6, respectively.

When the number of the probabilistic malicious peers is 50 (10%) as shown in Figure 3.8(a), Method B (the proposed method) performs the best for all the values of Pr_d(M) as well as Method B'. This implies that trust values computed by the arithmetic average are especially effective since these methods perform better than Method B''.

On the other hand, when the number of the probabilistic malicious peers is 150 (30%) as shown in Figure 3.8(b), Method B performs the best for all the values of Pr_d(M), while the arithmetic average performs as well as Method B for Pr_d(M) ≤ 0.5, and Method B' performs as well as Method B for Pr_d(M) ≥ 0.6. Trust values computed by the arithmetic average are especially effective when the number of the probabilistic malicious peers is 50 (10%).

The Influence of $\lambda$

$\lambda$ is the parameter of the proposed method for judging the effectiveness of trust values computed by the weighted or arithmetic average as described in Sections 3.3.3 and 3.3.4. If the trust value is $\lambda$ or more, it is judged to be effective, otherwise, ineffective. If at least one trust value of a peer in responding peers is the appropriate value of $\lambda$ depends on which is greater, the probability of providing honest contents by the peer whose trust value is the highest in responding peers, or the average probability of providing honest contents among the peers whose trust values are “undefined”. This dependence is because one peer whose trust value is the highest in responding peers is selected when at least one trust value is judged to be effective while one peer is randomly selected from peers whose trust values are “undefined” when all trust values are judged to be ineffective. Hence, if the probability that the peer with the highest trust value provides honest contents is greater, $\lambda$ should be set to a smaller value to select the peer. On the other hand, if the
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(a) # of the probabilistic malicious peers: 50.

(b) # of the probabilistic malicious peers: 150.

Figure 3.8: The performance according to the probability of rating dishonestly.
average probability of providing honest contents among the peers whose trust values are "undefined" is greater, \( \lambda \) should be set to a greater value to select randomly from the peers with the trust values "undefined". However, the peer that is about to select cannot know in practice which of the probabilities is greater. Therefore, it appears to be appropriate that \( \lambda \) is set to 0.5, which is the middle of 0.0 and 1.0 since trust values are between 0.0 and 1.0.

To investigate the influence of \( \lambda \) experimentally, the same simulation of Method B (the proposed method), \( B' \), and \( B'' \) with \( \lambda \) set to \(-1\) (< 0) or some values in [0 : 1] are conducted. When \( \lambda = -1 \) (< 0), a peer is selected by trust values computed with secondhand or direct raters' similarity except in the case where all of the trust values are "undefined" by Equation (3.3) since all of the trust values which are not "undefined" are judged to be effective. Therefore, Method B with \( \lambda = -1 \) performs as well as Method \( B'' \). When \( \lambda = 1 \), a peer is selected randomly from a peer whose trust values are "undefined" except for the case where all of the trust values are not "undefined" since all of the trust values which are not "undefined" are judged to be ineffective. Method B with \( \lambda = 1 \) performs better than it does with \( \lambda = 0.5 \) when the ratio of dishonest raters is more than 50\% while Method B with \( \lambda = 1 \) performs less than Method B with \( \lambda = 0.5 \) when the ratio of dishonest raters is not more than 50\%. When the ratio of dishonest raters is low (i.e., not more than 50\%), because trust values by the arithmetic average are sufficiently reliable but, a peer is selected randomly by Method B with \( \lambda = 1 \), Method B performs less than it does with \( \lambda = 0.5 \). Contrarily, when the ratio of dishonest raters is high (i.e., more than 50\%), trust values by the arithmetic average are not reliable; hence, Method B with \( \lambda = 1 \) in which peers are frequently randomly selected performs better than it does with \( \lambda = 0.5 \).

Furthermore, some values of \( \lambda \) in [0 : 1] are investigated. As a result, while \( 0 \leq \lambda < 0.8 \), Method B performs constantly. When \( 0.8 \leq \lambda < 1 \) and the ratio of dishonest raters is high, Method B performs slightly better than it does with \( 0 \leq \lambda < 0.8 \) and as well as it does with \( \lambda = 1 \). When \( 0.8 \leq \lambda < 1 \), but the ratio of dishonest raters is low, Method B performs as well as it does with \( 0 \leq \lambda < 0.8 \). Only the results with \( \lambda = 0.5 \) are shown since Method B performs almost constantly when \( 0 \leq \lambda < 1 \).

### 3.4.3 Discussions

As described in Section 3.4.2, Method B (the proposed method) performs almost the best. The result of the simulation that varies the number of the probabilistic malicious peers shown in Figure 3.6 implies that Method B is virtually effective regardless of the ratio of the number of dishonest raters.
3.5. CONCLUDING REMARKS

Method B performs the best when the ratio of dishonest raters is not more than 50%, which is composed of the 200 probabilistic malicious peers with $\Pr_d(M) = 1$ and the 50 confusing peers of 500 peers. On the other hand, Method B performs less than Method B' and PeerTrust PSM when the ratio is 60%, which is composed of the 250 probabilistic malicious peers with $\Pr_d(M) = 1$ and the 50 confusing peers of 500 peers. However, Method B is considered virtually effective regardless the ratio of dishonest raters because the ratio over 50% is impractical as described in Section 2.1.

Another simulation that varies the probability $\Pr_p(M)$ so that the 50 (10%) of probabilistic malicious peers rate dishonestly is shown in Figure 3.7(a), where Method B and Method B' perform less than the arithmetic average when $\Pr_p(M) \leq 0.4$. Since the ratio of dishonest raters is low, when $\Pr_p(M) \leq 0.4$, the methods can perform better than the arithmetic average by modifying the judgement of the effectiveness of trust values described in Section 3.3.3 so that larger part of the trust values are computed by the arithmetic average as in Equation (3.4). However, such modification seems to cause degradation of the performance when the ratio of dishonest raters is high. Because of this apprehension and the degradation of Method B to the arithmetic average when $\Pr_p(M) \leq 0.4$ is smaller than the improvement to $\Pr_p(M) \geq 0.5$ as shown in Figure 3.7(a), the judgment in Section 3.3.3 is better than the modification.

3.5 Concluding Remarks

In this chapter, a method for computing reliable trust values regardless of the ratio of dishonest raters or the probability of rating dishonestly is proposed. The proposed method computes weights for rating values in computing trust values not only by direct raters' similarity, but also secondhand raters' similarity even with peers without common ratees, using a chain of peers that have common ratees. Furthermore, when trust values are computed with secondhand raters' similarity as the weight but all of the computed trust values are “undefined” or less than the threshold, trust values that are “undefined” are anew computed by excluding rating values by obvious dishonest raters. As a result of the conducted simulations, the proposed method performs as well as the arithmetic average when the ratio of dishonest raters is less than 15% and performs better than that of existent methods using the raters' similarity when the ratio is less than 50%.

In this chapter, the probabilistically behaving peer was considered a practical peer behavior. Changing behavior by time is another major practical model [36]. Making our proposal to handle a time model is another avenue
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for future research.
Chapter 4

Overlay Construction for Prevention of Polluted Contents

4.1 Introduction

In a P2P content sharing system, search efficiency is a significant performance metric in addition to preventability of polluted contents. When a peer downloads content, it selects a source of downloading content from peers responding query. Even if a peer can precisely estimate the trustworthiness of the responding peers, the peer initiating query cannot obtain its desired content when there is no trustworthy peer in the responding peers. Hence, a trustworthy peer should be frequently included in responding peers for both an efficient search and prevention of polluted contents. Prior to downloading, searching for desired contents is processed. A searching should be processed efficiently.

In the system, peers form an overlay which is a logical network to search for content. Regardless of methods of forwarding query messages or structures of an overlay, a query message for searching for content travels a path on an overlay. If a peer receiving query message responds, the query message never travels in most searching methods. A peer naturally responds to a received query when the peer holds the contents matching the query or the peer is about to provide polluted contents although the peer does not hold the contents matching the query. Therefore, the line-up of responding peers and the number of links through which a query message travels largely depend on the position of peers around the peer initiating query on an overlay. This situation implies that the topology of the overlay is significant for search
efficiency and preventability of polluted contents.

For each peer, the topology of the overlay is such that other peers with high probabilities of providing honest contents (PHC) and holding desired contents (HDC) are neighbors or within a short distance, which is preferable for efficient search and prevention of polluted contents. In practice, even among honest peers, PHC over the honest peers is varied because they provide polluted contents mistakenly. HDC is also varied because held contents reflect each peer’s individual interests. Therefore, unfortunately, peers where both PHC and HDC are high are only a small part of all peers; hence, all of the peers may not achieve optimum performance. A reasonable solution is that peers with high PHCs are privileged to achieve high performance, i.e., to take peers that both have PHCs and HDCs as high as their neighbors. The solution rewards peers with high PHCs.

In previous works, various methods of topology adaptation are proposed [12, 17-22]. Topology adaptation is a process of constructing an overlay by each peer’s individual selection of its neighbors. In topology adaptation, neighbors are selected based on the results of an evaluation of other peers. In existent methods, other peers are evaluated by either PHC or HDC. In methods evaluated by PHC, peers whose PHCs are high are grouped on an overlay; however, the peers are not clustered into peers whose HDCs are mutually high. On the other hand, in methods evaluated by HDC, all peers are clustered into peers whose HDCs are mutually high; nonetheless, peers whose PHCs are high are not grouped. Hence, existent methods do not achieve a reasonable performance.

In this chapter, a method of topology adaptation is proposed to achieve both efficient search and preventability of polluted contents especially so that peers with high PHC are rewarded. In the proposed method, other peers are evaluated by both PHC and HDC while PHC is preceded. Peers with high PHCs are grouped on an overlay by preceding PHCs. Furthermore, peers with high PHCs are clustered into peers whose HDCs are mutually high by evaluating HDCs. To show the effectiveness of our method, simulation of content sharing with topology adaptation is conducted by comparing some of the existent methods.

The remainder of this chapter is as follows. First, Section 4.2 describes content sharing on an overlay and overlay construction by topology adaptation. Section 4.3 describes the design of existent and proposed methods. Section 4.4 describes the proposed method, and Section 4.5 evaluates this method. Finally, Section 4.6 discusses the conclusions of this chapter.
### 4.2 Content Sharing with Topology Adaptation

In this chapter, a content sharing system on an unstructured overlay constructed by topology adaptation is considered. An unstructured overlay is a logical network formed by peers where peers may take any other peer as a neighbor. On the contrary, a structured overlay is a logical network where neighboring peer is restricted by the peer’s ID, e.g., Chord [13], CAN [14], Tapestry [15], and Pastry [16]. Unstructured overlay is considered rather than a structured overlay because the structured overlay is unsuitable for constructing an overlay that satisfies an efficient search and preventability of polluted contents due to the limitation on neighboring peer by peer’s ID, which is irrelevant to the peer’s behavior. Topology adaptation is a process that constructs an overlay by each peer’s individual selection of its neighbors. Concrete processes are proposed in [12, 17–22]. In this section, the content sharing process on an unstructured overlay and a framework of topology adaptation are described.

Table 4.1, in addition to Tables 2.1 and 3.1, shows additional significant parameters. The set of all peers on an overlay is denoted by \( P \) and the set of all honest contents shared by peers in \( P \) is denoted by \( C \). \( \Pr_p(x) \) is the probability that peer \( x \) provides polluted contents. It is assumed that the probability affects not only the providing contents, but also the response to the query message (see Section 4.2.1). \( B_i \subset P \) is the set of neighbors of peer \( i \in P \) on an overlay. \( r_{\text{max}}^i \) is the allowed number of neighbors, which is described in Section 4.2.1. \( R_i \subset P \) is the set of candidates given in the connection request process (see Section 4.2.2) executed by peer \( i \in P \). Since peers in \( R_i \) may be connected in the future, \( B_i \cap R_i = \emptyset \). \( H_c \) is the set of peers that hold content \( c \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_i \subset P )</td>
<td>The set of neighbors of peer ( i \in P ) on overlay</td>
</tr>
<tr>
<td>( r_{\text{max}}^i )</td>
<td>The allowed number of neighbors of peer ( i )</td>
</tr>
<tr>
<td>( R_i \subset P )</td>
<td>The set of candidates for connection request of peer ( i \in P )</td>
</tr>
<tr>
<td>( H_c \subset P )</td>
<td>The set of peers that hold content ( c )</td>
</tr>
</tbody>
</table>
4.2.1 Content Sharing on an Unstructured Overlay

It is assumed that the number of neighbors on an overlay is limited, i.e., \( |B_i| (i \in P) \) has its own maximum \( \tau^i_{\text{max}} \). The limitation depends on the capacities of the peer, e.g., on the capacities of the physical network and computation, etc. An unstructured overlay is used when peers search for content. When a peer searches its desired content, the peer first sends a query message to its neighbors. The receiving peer responds to the peer initiating the query, forwards the query message to its neighbors, or throws such messages away. Finally, the peer initiating query selects one peer with the highest trust value in the responding peers and downloads content from the selected peer. Trust values are computed by the reputation system described in Section 2.2.1. Note that the peer downloads nothing if no peer responds.

Forwarding Query Message

In this chapter, query messages are forwarded on an overlay by flooding [37]. Note that there are various methods of query forwarding [38–42] other than flooding. Flooding is based on the breadth first search (i.e., query messages are forwarded to all neighbors), while other methods narrow links through which query messages are forwarded probabilistically or deterministically. Hence, the number of forwarded query messages at flooding is upper bound of other forwarding methods. Therefore, only assuming flooding is sufficient for evaluation of overlay with respect to preventability of polluted contents and search efficiency.

In flooding, peer \( i \in P \) initiates a search by sending query messages for its desired content \( c \in C \) to all its neighbors \( B_i \). When peer \( j \in P \) receives a query message, peer \( j \) determines whether to throw it away immediately or not. Immediately throwing away a message avoids duplicate processing of query messages. Each query message has a message ID embedded by the initiating peer \( i \). The message ID is generated by a random number generator to avoid collision of the message IDs among all forwarded messages on an overlay. When receiving a query message, peer \( j \) immediately throws the message away if its message ID is one of the message IDs which peer \( j \) has processed.

When not immediately throwing away the received query message, peer \( j \) determines whether to respond to the received query message or not. When responding, peer \( j \) provides peer \( i \) about information which is necessary to communicate, such as the peer’s ID, IP address, etc. This dissertation assumes that peer \( j \) responds to peer \( i \) directly. The received query message is never forwarded.
When not responding, peer $j$ either forwards the query messages further or throws them away. The query message is forward further if the number of links through which the message is forwarded is less than the threshold. Otherwise, the message is thrown away. The threshold is the parameter called TTL (Time-To-Live), which limits the number of links through which the query message travels. A peer $i$ initiating query embeds the variable $ttl$ whose value is the threshold TTL. When not responding, peer $j$ first subtracts 1 from the value of variable $ttl$ embedded in the message. Subsequently, if the value of $ttl$ is more than 0, peer $j$ copies the query message and forwards it to its neighbors except for the peer that had sent the query message. Otherwise, if the value of $ttl$ is 0, peer $j$ throws away the message.

**Responding Query**

As mentioned, the peer determines whether to respond to the received query or not. A peer responds only when it has contents matching the query or intends to provide polluted contents. Let a peer search for content $c \in C$. When peer $j \in H_c$ receives the query message, $j$ always responds to the initiating peer directly. When peer $k \notin H_c$ receives, peer $k$ responds to the initiating peer with probability $Pr_p(k)$ to provide polluted contents.

As the processes of flooding, it is assumed that a responding peer directly responds to a peer initiating the query. In a variant of flooding, a responding message by the responding peer for the initiating peer is forwarded reversely along the path though which the query message has traveled to the responding peer. In the variant of flooding, a malicious peer that aims to disseminate polluted contents on the path may intercept the reverse forwarding of the responding message [9]. However, since the malicious peer has received the query message corresponding the responding message before, it is sufficient for dissemination of polluted contents that the malicious peer responds to provide polluted contents when receiving the query message. Hence, assuming that a responding peer directly responds to a initiating peer is sufficient.

Note that an Eclipse attack [5] is not coped with in this dissertation. A peer $k$ with $Pr_p(k) > 0$ intercepts forwarding query messages but it is only an instance of an attacker on an Eclipse attack. Because an Eclipse attack aims to intercept query forwarding, a peer that does not provide polluted contents but intercepts query forwarding is also an attacker. However, in this dissertation, a peer where interception of query forwarding is influenced by only the probability of providing polluted contents is assumed.
Assumed Distributions of Peers’ Parameters

In this chapter, the probabilities of providing honest contents and holding another peer’s desired contents are considered the parameters of a peer. The probability of providing honest contents is the reverse of providing polluted contents, i.e., \((1 - Pr_p(x))\) for peer \(x\), which affects query responding as described immediately above. Below, the probabilities that a peer provides honest contents and that a peer holds another peer’s desired contents are called PHC and HDC, respectively. The probability that peer \(i\) holds peer \(x\)’s desired contents is denoted by \(Pr_h(i, x)\).

It is assumed that PHC and HDC over honest peers are distributed normally. The background of the distributions is as follows:

- **PHC**
  
  If peer \(x\) is honest, \(Pr_p(x)\) is ideally 0. However, in practice, \(Pr_p(x)\) is rarely 0 even if peer \(x\) is honest because a peer may provide polluted contents mistakenly. Therefore, it is assumed that \(Pr_p(x)\) over honest peers \(x\) is distributed normally. PHC of peer \(x\) (i.e., \((1 - Pr_p(x))\)) are naturally distributed normally.

- **HDC**
  
  Peers are interested in the subset of existing content in practical P2P content sharing systems [43]. In addition, it is observed that the number of peers that have content is proportional to Zipf distribution of the popularity ranks of all content [8]. Therefore, content is categorized and the number of peers holding or desiring contents in a category is proportional to Zipf distribution of popularity ranks of all categories [44]. Because the occupied proportion of the distribution by the highest rank is large and the proportion for each rank declines quickly with ranks in Zipf distribution, HDC over all peers is distributed normally. The normal distribution of HDCs over all peers is observed by simulation with the model described in [44].

Note that PHC and HDC of a peer are assumed to be independent because the frequency of providing polluted contents mistakenly and the peer’s interests appear to be independent in nature.

### 4.2.2 Topology Adaptation

In the topology adaptation, each peer on the overlay selects a member of its neighbors. Subsequently, the overlay is constructed. Each peer individually evaluates other peers, and connects or disconnects them based on the result
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of evaluation [12, 17–22]. The topology adaptation is composed of the processes for connection request and connection acceptance [12, 17–22]. Peer $i \in P$ executes the process of connection request and requests a peer in $R_i$ to connect on an overlay. When peer $x \in P$ receives a connection request from peer $i$, peer $x$ executes the process for connection acceptance. If peer $x$ accepts the connection request as a result of the process, peers $i$ and $x$ have link on an overlay. Note that a peer may disconnect from its existing neighbors to keep the number of neighbors not more than its limitation when executing the processes.

The Connection Request

A peer requests another peer to connect by executing the connection request process. In the process, the peer selects a peer from given candidates $R_i$ to request to connect. Next, peer $i$ executes the process. The function $Req_i(R_i, B_i, inf_{2i}(R_i \cup B_i))$ evaluates peers in $R_i$ or $B_i$, and selects a peer in $R_i$ as a result. $inf_{2i}(R_i \cup B_i)$ is the information on each peer in $R_i$ and $B_i$ for evaluation. Peer $i$ may select no peer when no peer in $R_i$ is satisfactory.

The Connection Acceptance

The connection acceptance process is executed by a peer when the peer is requested to connect. In the process, the peer judges whether to accept or reject the request. Next, peer $x$ executes the process which is triggered by the request from peer $i$. The function $Acp_x(i, B_x, inf_{2x}(\{i\} \cup B_x))$ evaluates peer $i$ and its neighbors $B_x$, and determines whether peer $x$ accepts the request or not. If peer $x$ accepts, peer $i$ and $x$ are connected. In particular, if peer $x$ accepts when the number of current neighbors $|B_x|$ is at its limitation $\tau_{x_{\text{max}}}$, peer $x$ disconnects an existing neighbor whose rank is the lowest in $B_x$ to keep the number of neighbors not more than $\tau_{x_{\text{max}}}$.

4.3 Design of Topology Adaptation

Search efficiency and preventability of polluted contents are important performance measures of the system, and largely depend on the topology of the overlay. From Section 4.2.2, the key to design has been how to evaluate candidates of neighbors in the connection request, or how to evaluate a peer requesting a connection in the connection acceptance, i.e., in the design of the functions $Req_i$ and $Acp_x (i, x \in P)$. We consider this design to achieve both prevention of polluted contents and efficient search.
4.3.1 Relation of the Performance and Overlay

Performance Metric

Search efficiency and preventability of polluted contents are used as performance measures of contents sharing. The number of forwarded query messages during searching and the highest PHC in responding peers quantify search efficiency. On the other hand, preventability of polluted contents is also quantified by the highest PHC in responding peers. Highness of the highest PHC in responding peers implies that the peer with the highest PHC has the contents matching the query with high probability because the higher the PHC, the lower the probability of responding without the contents matching the query according to the model of query responding described in Section 4.2.1. In addition, the peer initiating query selects the peer with the highest trust value, which is an inference of PHC in responding peers as described in Section 4.2.1. Hence, by assuming that computed trust values are reliable, the higher the highest PHC in responding peers, the higher the probability that the peer initiating a query obtains its desired contents. Note that the highest PHC is assumed to be 0 when no peer responds.

Relation between the Performance and Topology

The performance largely depends on the topology of the overlay. Since query messages are forwarded through logical links on an overlay as described in Section 4.2.1, which peers respond and the number of links through which query messages travel largely depend on the topology of the overlay. To achieve high performance, there must be a peer with a high probability of providing honest contents in responding peers. Therefore, first of all, query message should arrive at the peer called the 'preferred peer' with high probabilities of providing honest contents and holding desired contents. On an overlay, the preferred peer should be positioned within the distance TTL from the peer initiating a query because of the process of query forwarding described in Section 4.2.1, i.e., flooding. In addition, peers with a low probability of providing honest contents should not be on a path on which query messages travel between the peer initiating the query and the preferred peer since a peer with low probability interrupts traveling of query messages although it does not have the contents matching the query. Furthermore, for an efficient search, the distance between the peer initiating the query and the preferred peer should be short because the longer the distance, the more the number of forwarded query messages during searching.
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Preferred Topology of Overlay

As mentioned in the previous section, to achieve high performance, a peer whose both PHC and HDC are high is preferred to be a neighbor or to be within a short distance, while peers with a low PHC is not preferred to be on the path from a peer initiating a query and the preferred peer. However, since PHCs and HDCs are distributed normally as described in Section 4.2.1, the preferable peer, i.e., the peer whose both PHC and HDC are high, seldom exists. Hence, only a small part of all peers can take preferable peers as neighbors.

It is reasonable that peers whose PHCs are relatively high are privileged to take the preferable peer as neighbors. Therefore, peers whose PHCs are high and HDCs are mutually high should be grouped on overlay.

4.3.2 The Design of Existent Methods

As described immediately above, the topology of an overlay is significant for performance. Therefore, from Section 4.2.1, the key to design of topology adaptation has been the evaluation of other peers in the processes, i.e., the functions $Req_i$ and $Acpx$ ($i, x \in P$), which affects the selection of peers to be neighbors. The information for evaluation, $inf_{2i}(Q)$ ($Q \subset P$), which is the input of the functions, is an estimation of either PHC, HDC, or both in existent methods [12, 17-22]. How to estimate is also significant. We review the evaluation of other peers and subsequent topologies as well as the estimation of PHC and HDC in existent methods [12, 17-22].

Limitation on the Evaluation in this Dissertation

In INGA [18], RC-APT [12] and AGP [21], evaluation of forwarding query messages is included in $inf_{2i}(Q)$ besides in the estimation of PHC or HDC. In INGA, other peers are additionally evaluated with respect to frequency of forwarding query messages which yields downloads of desired contents. In RC-APT, the peer whose PHC is low, but that deliberately has malicious peers as neighbors and forwards query messages to them is assumed. In AGP, a peer that is free-rider on query forwarding messages is assumed. Contrary to these methods, in this dissertation for simplicity, these types of peer are not assumed. Hence, evaluation of query forwarding is beyond the scope of this dissertation. Instead, concentration is put on the behavior of providing content, i.e., the HDC and the PHC. Note that evaluation of query forwarding can be easily integrated with an evaluation of HDC or PHC by the weighted sum of the evaluation results as in INGA, RC-APT, and AGP.
Obtaining HDC and PHC

The HDCs for two peers are obtained by reporting about their own content by themselves. In INGA [18] and AGP [21], two peers mutually report to the other about held contents and compute the value called a relevance score or a similarity score, which is the estimation of HDC of the other peer. In GES [17], a peer issues a query only to estimate HDCs of the other peers. When receiving the query message, a peer responds to the initiating peer with information on its held contents. The initiating peer computes the relevance scores which are the estimations of HDC of the responding peers.

The PHC is obtained by the reputation system [19, 21]. In the reputation system, when a peer downloads content from another peer, the downloading (rater) peer stores the rating value for the providing peer (ratee) in the peer that is in the role of storing the rating value. In STEP [19] and AGP [21], a reputation system is run. In STEP [19], the rating values are stored with some peers except the ratee peer of the rating values. A peer who wants to know the PHC of another peer queries on an overlay by flooding to obtain the rating values for the objective peer and computes the trust value from collected rating values. The computed value is the inference of the PHC. In AGP [21], rating values are collected by querying the objective peer. The queried peer answers the set of rater peers itself.

In [12, 20, 22], both the HDC and the PHC are obtained from the history of direct downloading from the objective peer.

Evaluation and Subsequent Topology

Evaluations of other peers in existent methods are reviewed. In existent methods, information for evaluation is either HDC [17, 18], PHC [19], or both [12, 20–22]. The topology of a constructed overlay is varied according to evaluations.

- **HDC**
  
  In GES [17] and INGA [18], a malicious peer is not assumed. Peers are preferred to be neighbors only if their HDCs are high. Since PHC is not dealt with in the methods and PHC is varied even over honest peers as described in Section 4.2.1, peers with relatively low PHCs can be positioned on neighbors. Hence, as a result of the overlay construction by the methods, peers are clustered into peers whose HDCs are mutually high. In addition, peers with relatively low PHCs mingle with clusters, which is different from the preferred overlay described in Section 4.3.1. Therefore, the performance may not be optimum.
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- PHC
  In STEP [19], search efficiency is not explicitly considered. Peers are preferred to be neighbors only if their PHCs are high. Hence, peers with relatively high PHCs are the core of the overlay, and peers with relatively low PHCs are around the core as a result of overlay construction by the methods. Since HDC is not considered, HDCs of neighbors are not always high for each peer, which differs from the preferred overlay described in Section 4.3.1. Therefore, the performance may not be optimum.

- Both of HDC and PHC
  In AGP [21], [22], APT [20], and RC-APT [12], peers are evaluated by both HDC and PHC. In AGP [21], a peer requests a peer with the highest PHC in given candidates. However, because existing neighbors and requested peers are not compared with respect to PHC in AGP, the preceding PHC in the evaluation is incomplete. In [12, 20, 22], the objective peer is evaluated by direct experience with the peer. The value for evaluation is the number of successful downloads over the number of sending query messages to the objective peer. Although [22] does not assume malicious peers, the value is the probability of providing desired contents, (HDC) * (PHC). In [12, 20], the value for the evaluation is the number of downloads of honest contents minus the number of downloads of polluted contents from the objective peer. Because the greater the PHC or the HDC, the greater the value, the order of the peers by the value is roughly equal to the order by (HDC) * (PHC). Hence, peers are virtually evaluated by (HDC) * (PHC) in [12, 20]. Since the probability does not represent the PHC directly, prevention of polluted contents is not achieved sufficiently when there are peers such that the value is high, but the PHC is low. These methods [12, 20–22] treat both HDC and PHC; however, they incompletely achieve a reasonable performance.

4.3.3 Design of Topology Adaptation

Obtaining Information for Evaluation

It is assumed that the HDCs of the objective peer are obtained by mutual reporting as INGA [18] and AGP [21]. In this approach, a dishonest peer may report false information about held contents, which is not held to tempt other peers to be neighbors and consequently disseminate polluted contents. However, since our method evaluates other peers, i.e., not only the HDC but also the PHC, such dishonest peer will excluded eventually.
In addition, it is assumed that the PHC is obtained by the reputation system. A peer collects rating values for the objective peer and computes the PHC. If the PHC is computed from only direct experiences as in APT [20], RC-APT [12], and [22], it is less possible to obtain the PHC than in the case where the PHC is computed from not only direct experience, but also other peers' rating values of the objective peer in a reputation system.

Furthermore, it is assumed that rating values are stored at peers that are not the objective peer as in STEP [19]. In AGP [21], rating values of the objective peer (ratee) are obtained by querying the objective peer. In the case of AGP [21], the objective peer can itself report a falsehood to raise the computed PHC dishonestly. Our assumption differs from AGP [21].

In practice, there could be peers that dishonestly register unfair rating values. However, it is assumed that such rating values are excluded by some proper methods when computing the PHC, e.g., the proposed method in Chapter 3.

Evaluation of Other Peers

As mentioned in Section 4.3.1, peers whose PHCs are high and whose HDCs are mutually high should be grouped on an overlay. As described in Section 4.3.2, methods which evaluate peers only by PHC [12, 19, 20] construct an overlay such that the core is peers whose PHCs are high. On the other hand, methods which evaluate peers by only HDC [17, 18] construct an overlay which is clustered into peers whose HDCs are mutually high. Therefore, in topology adaptation, it appears to be appropriate that both PHC and HDC are evaluated while PHC is preceded. The core of the overlay composed of peers with high PHCs will be constructed by precedence of PHC. Furthermore, peers in the core will be clustered into peers with mutually high HDCs by evaluating HDC. Subsequently, the preferred overlay will be constructed. Hence, in our proposal, encountering peers in the topology adaptation are evaluated by both PHC and HDC, but PHC is prior to HDC. In the connection request (i.e., the function $Req_i$), peers in candidates and existing neighbors are compared for evaluation. In the connection acceptance (i.e., the function $ACP_x$), the requesting peer and existing neighbors are compared for evaluation.

Following the philosophy of evaluating other peers, when comparing two peers, two peers are ordered by HDC only if PHCs of the two peers are exactly equal; otherwise, the two peers are ordered by PHC. However, since PHCs of peers are distributed as described in 4.2.1, any two PHCs are virtually never equal exactly. Therefore, in our proposal, the PHCs which are in certain tiny scope are regarded as equal and the peers whose PHCs are in the scope are
4.4 Proposal of Topology Adaptation

In this section, our proposal of topology adaptation (i.e., definitions of the functions \( Req_i \) and \( AcP_x \)) is described. Prior to describing our proposal, assumptions for obtaining information to evaluate other peers is described.

4.4.1 Assumptions for Obtaining the Information

In the processes of the topology adaptation, the HDC of the objective peer is obtained by mutual reporting. The PHC of the objective peer is obtained by the reputation system. Rating values of the objective peers for computing the PHC are stored at some peers except for the objective peer and dishonest rating values, which are excluded by proper method.

- **HDC**
  
  Let \( Pr'_h(i, x) \) be the inferred probability that peer \( x \) has contents desired by peer \( i \). When obtaining \( Pr'_h(i, x) \) in the processes, peer \( i \) and \( x \) mutually reports about each peer's held contents. It is assumed that reported information is some kinds of proper description of held contents, e.g., XML description of held documents described in AGP [21], and computed \( Pr'_h(i, x) \) is moderately correct; hence, the error in the inferred HDC is ignored.

- **PHC**

  Let \( tv_{ix} \) be the trust value of peer \( x \) computed by peer \( i \), which is the inferred probability that peer \( x \) provides honest contents, i.e., the inferred value of \( (1 - Pr_p(x)) \). \( tv_{ix} \) is obtained by the reputation system. It is assumed that the computed trust value \( tv_{ix} (i, x \in P) \) is reliable.

  Note that \( Pr'_h(i, x) \) and \( tv_{ix} \) for peer \( x \in Q (Q \subseteq P) \) are included in \( inf\ P_i(Q) \).

4.4.2 Topology Adaptation

**Preparation for the Processes**

We define some notations to evaluate peers in the processes. In the following, \( Q (\subseteq P) \) is the set of peers, \( i \) and \( x \) are peers in \( P \), and \( \psi \) is a real number.

- **topPr\( h(i, Q) = \{x \in Q : Pr'_h(i, x) = \max_{y \in Q} Pr'_h(i, y)\} \).**
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Require: \( x \in P, Q \subseteq P, \psi, \inf_{x \in \{x\} \cup Q} \)
Ensure: true, false
1: if \( t_{vix} > \min_{y \in Q} t_{viy} \) then
2: return true
3: else if \( t_{vix} \in [\min_{y \in Q} t_{viy} - \psi, \min_{y \in Q} t_{viy}] \), \( Pr'(i, x) > Pr'(i, y \in \text{btm}(Q, i)) \) then
4: return true
5: else
6: return false
7: end if

Figure 4.1: The pseudo codes of the function \( cmp_i \).

- \( \text{top}(Q, i, \psi) = \{ x \in Q : t_{vix} \in [\max_{y \in Q} t_{viy} - \psi, \max_{y \in Q} t_{viy}] \} \).
- \( \text{btm}(Q, i) = \{ x \in \text{btm}'(Q, i) : Pr'(i, x) = \min_{y \in \text{btm}'(Q)} Pr'(i, y) \} \), where \( \text{btm}'(Q, i) = \{ x \in Q : t_{vix} = \min_{y \in Q} t_{viy} \} \).

\( \text{top}(Q, i, \psi) \) is the set of the peers whose trust values are regarded as equal and the highest in the given set \( Q \). As in the evaluation policy described in Section 4.3.3, PHCs within a certain scope are regarded equal. \( \psi \) is the width of the scope. \( \text{topPr}(i, Q) \) and \( \text{top}(Q, i, \psi) \) are used in the function \( \text{Req} \), which requests other peers to connect. The set \( \text{btm}(Q, i) \) determines the peers evaluated the worst by peer \( i \) in the given set \( Q \). Peers in \( \text{btm}(Q, i) \) are the peers whose HDCs are the lowest in peers whose PHCs are the lowest in \( Q \). \( \text{btm}(Q, i) \) is used in the function \( \text{Acp} \) when selecting a peer to disconnect.

Furthermore, the function \( \text{cmp}_i(x, Q, \psi, \inf_{x \in \{x\} \cup Q} \) \( (i, x \in P, Q \subseteq P) \) is defined as shown in Figure 4.1. The function is used when deciding whether to replace an existing neighbor with a new one or not. The function \( \text{cmp}_i(x, Q, \psi, \inf_{x \in \{x\} \cup Q} \) \( (i, x \in P, Q \subseteq P) \) determines whether peer \( x \) is evaluated better by peer \( i \) than the peer evaluated the worst in \( Q \) or not, following the evaluation policy described in Section 4.3.3. The peer evaluated the worst in \( Q \) has the minimum HDC within peers with the minimum trust value in \( Q \). When peer \( x \) is evaluated higher, \( \text{cmp}_i \) returns “true”, otherwise, “false”.

If the trust value of peer \( x \) is higher than that of the worst peer, peer \( x \) is evaluated higher as in the lines 1 and 2. Another case of evaluating higher is when the trust value of peer \( x \) is regarded as equal by \( \psi \) to that of the worst peer and the HDC of peer \( x \) is higher than that of the worst peer as in the lines 3 and 4.

In our method, the candidates’ set \( R_i \) for the connection request is the set of peers that have responded to peer \( i \), but not to neighbors first. \( R_i \) includes peers that have provided contents for peer \( i \). Since responding peers appear
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Require: $R_i, B_i, \inf 2_i(R_i \cup B_i)$
Ensure: true, false
1: if $|B_i| < \tau^i_{max}$ then
2: $R_i' \leftarrow \{x \in R_i : \Pr_h(i, x) > 0\}$
3: else
4: $R_i' \leftarrow \{x \in R_i : \cmp(x, B_i, \psi, \inf 2_i(\{x\} \cup B_i)) = \text{true}\}$
5: end if
6: $R_i'' \leftarrow \text{top}(R_i', i, \psi)$
7: while $R_i'' \neq \emptyset$ do
8: Request one peer $x$ randomly selected from $\text{topPrh}(R_i'', i)$
9: if accepted by peer $x$ then
10: if $|B_i| = \tau^i_{max}$ then
11: Disconnect one peer in $btm(B_i, i)$
12: end if
13: return true
14: else
15: $R_i'' \leftarrow R_i'' \setminus \{x\}$
16: end if
17: end while
18: return false

Figure 4.2: The pseudo codes of the function $Req_i$.

to hold contents desired by peer $i$, taking responding peers as candidates is effective. This is same as [21, 22]. Furthermore, when peer $i$ cannot connect, $R_i$ is replaced by peers randomly selected from all peers in $P$ to find the most preferable peer. In our method, a peer takes candidates at the most half of all peers in $P$ because half seems to be sufficient in seeking a preferable peer. Note that randomly selected peers are assumed to be given by the bootstrap server of the system.

The Connection Request

Figure 4.2 shows the pseudo codes of the function $Req_i$ which returns “true” if the connection request is accepted, but otherwise returns “false”. As mentioned in the process of seeking new neighbors shown in Figure 4.3, peer $i$ seeks new preferable peers as far as possible. Hence, function $Req_i$ is triggered many times until peer $i$ finds a preferable peer that accepts a connection request. The function $Req_i$ is triggered as in Figure 4.3.

Next, peer $i$ executes the function $Req_i$. Prior to execution, peer $i$ obtains the information $\inf 2_i(R_i \cup B_i) = \{(w_{iy}, \Pr_h(i, y)) : y \in R_i \cup B_i\}$. Peer
1. $R_i \leftarrow \{\text{Peers that have responded to peer } i, \text{ but are not its neighbors.}\}$
2. $r \leftarrow |R_i|$
3. Obtain $inf_{R_i \cup B_i}$
4. if $Req(R_i, B_i, inf_{R_i \cup B_i}) = \text{true}$ then
   5. return
6. end if
7. while $r < |P|/2$ do
8. $R_i \leftarrow \{\text{Some randomly selected peers}\}$
9. $r \leftarrow r + |R_i|$
10. Obtain $inf_{R_i \cup B_i}$
11. if $Req(R_i, B_i, inf_{R_i \cup B_i}) = \text{true}$ then
   12. return
   13. end if
14. end while
15. return

Figure 4.3: The pseudo codes of the process for seeking new preferable peer by peer $i$.

$i$ requests a part of the peers in the candidates $R_i$. When any request is accepted, $Req_i$ is terminated immediately.

In the function $Req_i$, first, the candidates $R_i$ are narrowed to $R_i'$, which is the set of peers satisfying the marginal condition. When the current number of neighbors $|B_i|$ is less than its limitation $\tau_{\text{max}}^i$, any peer may be a candidate. However, a peer with no desired contents is insignificant. Hence, $R_i'$ is the set of peers whose HDC is more than 0 as in the line 2. On the other hand, when $|B_i| = \tau_{\text{max}}^i$, only candidates that are evaluated higher than the worst peer in the existing neighbors is taken. Hence, $R_i'$ is the set of peers evaluated higher than the worst peer in existing neighbors $B_i$ by the function $cmp_i$ as in the line 4. Furthermore, $R_i'$ is narrowed to $R_i''$ which is the set of peers whose trust values are the highest with the equality of trust value by the width $\psi$ as in the line 6.

Next, peer $x$ requests peers in $R_i''$ in the order of inferred HDCs as in the lines 7-17. Note that if the request is accepted when $|B_i| = \tau_{\text{max}}^i$, peer $i$ disconnects a peer randomly selected in $btm(B_i, i)$, i.e., the peer evaluated the worst in the existing neighbors, to keep the number of neighbors not more than $\tau_{\text{max}}^i$ as in the lines 10 and 11.
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Require: \( i, B_x, inf2_x(\{i\} \cup B_x) \)
Ensure: true, false
1: if \( |B_x| < \tau_{\text{max}}^x \) then
2: if \( \Pr_f'(x, i) > 0 \) then
3: return true
4: else
5: return false
6: end if
7: else
8: if \( cmp_x(i, B_x, \psi, inf2_x(\{i\} \cup B_x)) = \text{true} \) then
9: Disconnect one peer in \( btm(B_x, x) \)
10: return true
11: else
12: return false
13: end if
14: end if

Figure 4.4: The pseudo codes of the function \( Acp_x \).

The Connection Acceptance

Let peer \( x \) be the requested peer and \( i \) be the requesting peer. Peer \( x \) obtains \( inf2_x(\{i\} \cup B_x) = \{(tw_{xy}, \Pr_f'(x, y)) : y \in \{i\} \cup B_x\} \) at first. Next, peer \( x \) executes the function \( Acp_x \) as shown in Figure 4.4. The function \( Acp_x \) returns “true” if accepted, and “false” otherwise.

When the number of neighbors \( |B_x| \) is less than its limitation \( \tau_{\text{max}}^x \), peer \( x \) accepts if \( \Pr_f'(x, i) \) is more than 0, which is the marginal requirement as in the line 2. On the other hand, when \( |B_x| = \tau_{\text{max}}^x \), peer \( x \) accepts if peer \( i \) is evaluated higher the peer evaluated lowest in existing neighbors \( B_x \) by the function \( cmp_x \) as in the line 8. If accepted, one peer in \( btm(B_x, x) \) is disconnected as shown in the line 9.

4.5 Evaluation of Proposed Method

In this section, simulations of topology adaptation are conducted. Our method is compared with some existent methods.

4.5.1 Simulation Settings

The simulation repeats a number of cycles. In each cycle, each peer issues a query on an overlay, obtains responding peers, and executes topology adap-
Table 4.2: Simulation settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td># of peers</td>
<td>$</td>
</tr>
<tr>
<td># of cycles in one simulation</td>
<td>300</td>
</tr>
<tr>
<td>TTL (Time-To-Live) of flooding</td>
<td>4</td>
</tr>
<tr>
<td>Distribution of $\tau_{\text{max}}^i$ (i $\in$ $P$)</td>
<td>Zipf</td>
</tr>
<tr>
<td>The maximum value of $\tau_{\text{max}}^i$ over all peers</td>
<td>20</td>
</tr>
<tr>
<td>The minimum value of $\tau_{\text{max}}^i$ over all peers</td>
<td>3</td>
</tr>
<tr>
<td>Initial # of neighbors $</td>
<td>B_i</td>
</tr>
<tr>
<td>The distribution of PHC over honest peers</td>
<td>Normal distribution with average 0.95 and variance $4.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$\psi$</td>
<td>0.05</td>
</tr>
<tr>
<td># of experiments over which results are averaged</td>
<td>5</td>
</tr>
</tbody>
</table>

Simulation as described in Section 4.2. Content sharing is perpetual during the simulation. In the following, the evaluation metric, compared methods, assumed peer models, and distributions of PHC and HDC in the simulations are described. Table 4.2 summarizes the setting of simulations.

**Evaluation Metric**

Following the performance metric described in 4.3.1, methods are evaluated by the highest trust value of responding peers and the number of forwarded query messages during a search. For each cycle and peer, the highest trust values in responding peers and the number of forwarded query messages are observed. Methods are evaluated by each measurement averaged over repetition cycles and by peers.

** Compared Methods**

As mentioned in Section 4.3.2, previous methods evaluate other peer in topology adaptation by either HDC [17, 18], PHC [19], or both [12, 20–22]. However, details of the methods (e.g., obtaining information to evaluate and candidates for requesting to connect) differ from our proposal. To evaluate our proposal clearly and simply, compared methods are set to be the same as our proposal other than the evaluation of other peers at the process of topology
adaptation. Therefore, compared methods are variants of our proposal with respect to the evaluation of other peers by HDC, PHC, or both. Concretely, for the function $Req_i$, peer $i$ requests peers in $R_k$ in the order of HDC, PHC, or the value obtained from PHC and HDC. For the function $Acp_r$, the requesting peer and existing neighbors are compared by the order of the values. As mentioned in Section 4.3.2, peers are evaluated by $(PHC)\ast (HDC)$ in APT [20], RC-APT [12], and [22]. Hence, peers are ordered by $(PHC) \ast (HDC)$ in the variant for PHC and HDC. Note that because there is no value for ordering peers to substitute for AGP [21], only AGP is directly picked up in our simulation. However, settings on assumptions for obtaining information and candidates of requesting connection are set the same as our proposal. These setting are described in Section 4.4.1 and the beginning of Section 4.4.2. Below, the variants for PHC, HDC, and PHC and HDC are denoted by “sb. PHC”, “sb. HDC”, and “(PHC)\ast(HDC)”, respectively.

Settings on Topology of Overlay

Distribution of the allowed number of neighbors and the topology of an overlay at beginning of the simulation are set as follows. The settings are summarized in Table 4.2.

The maximum number of observed node degree in real P2P content sharing systems is 20 [45]. Hence, the maximum value of $\tau_{max}$ among all peers is set to 20. The minimum value of $\tau_{max}$ among all peers is set to 3. Furthermore, the distribution of node degree shows power law in practical P2P content sharing systems [46, 47]. Hence, the values of $\tau_{max}$ ($i \in P$) are derived from values between 3 and 20, to be drawn by Zipf distribution, which is a representative probability distribution of power law.

The initial topology of an overlay is a random graph where each peer has some neighbors, which are set randomly. It is assumed that a peer takes some peers as neighbors, and these neighbors are randomly selected peers from existing on-line peers by the bootstrapping server of the content sharing system (e.g., GWebCache) when a peer joins the system.

Peer Models

In the simulations, all peers in $P$ are composed of honest and malicious peers. Honest peers almost always provide honest contents, but occasionally provide polluted contents by mistake. On the other hand, malicious peers deliberately provide polluted contents. It is assumed that malicious peers aim to disseminate polluted contents over honest peers. Hence, each

\footnote{http://www.gnuceus.com/gwebcache}
malicious peer tries to take honest peers as neighbors. Concretely, a malicious peer always requests one peer selected randomly from the honest peers and accepts a connection request from an honest peer. When a malicious peer $j$ disconnects an existent neighbor to keep the number of neighbors not more than its limitation $r_j^{\text{max}}$, peer $j$ randomly selects a neighbor to be disconnected.

**Distributions of PHC and HDC**

As described in Section 4.2.1, the values of PHCs and HDCs over all honest peers are assumed to be distributed normally. For each peer model, there is an additional condition.

An honest peer provides polluted contents by mistake. Hence, the values of $Pr_p(x)$ for honest peers $x$ are set to be distributed normally, where the average is close to 0.0. On the other hand, a malicious peer deliberately provides polluted contents. Hence, the values of $Pr_p(y)$ for malicious peers $y$ are set to a value much more than the average over honest peers. Note that the value of PHC for peer $x$ is $(1 - Pr_p(x))$. In simulations, the average and the variance of $(1 - Pr_p(x))$ over all honest peers is set to 0.95 and $10^{-4}$, respectively, as shown in Table 4.2.

It is natural that the PHC and HDC for a peer are independent. In addition, since held contents reflects the peer’s interests, it is natural that HDC is symmetry, i.e., $Pr_h(i, x) = Pr_h(x, i)$ ($i, x \in P$). Hence, the values of $Pr_h(i, x)$ ($i, x \in P$) are set to be distributed normally with the condition of the symmetry. Note that the values of HDCs are fixed during the simulation. It assumes that peers that respond a query for each some content are fixed.

**4.5.2 Results**

In simulations, performance according to distributions of HDC, and performance against the ratio and the probability of providing polluted contents $Pr_p(M)$ of malicious peers are investigated.

**Performance against the Average of HDC**

In practice, distribution of HDC may be varied due to fluctuations of disseminated content. To investigate the performance against distributions of HDC, first, a simulation that varies the average of HDC is conducted. Figures 4.5 and 4.6 show the highest PHC in responding peers and the number of forwarded query messages during a search versus the medians of ranges of
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(a) The highest PHC among responding peers.

(b) The # of forwarded query messages.

Figure 4.5: Performance of topology adaptation when the average of HDC is 0.01.
Figure 4.6: Performance of topology adaptation when the average of HDC is 0.1.
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peers’ PHC. The result is the average over peers in each range. The averages of HDC are 0.01 for Figure 4.5, and 0.1 for Figure 4.6. The variance is $2.5 \times 10^{-5}$ for both. All of peers are set to be honest peers to concentrate on observing the influence by the average of HDC. Because there are only a few peers whose PHCs are less than 0.9 at the distribution of PHC over honest peers, results for these few peers are discarded.

As shown in both figures, the proposed method achieves the value of the highest PHC no less than existent methods in groups of peers with higher PHC, while the numbers of forwarded query messages for the groups are less than other methods except for sb. PHC. sb. PHC reduces the number of forwarded query messages because peers with close PHCs are gathered and cycles frequently appear on an overlay. Subsequently, query messages do not travel farther. However, sb. PHC is disadvantageous against the small average of HDC, e.g., when iterest of peers to content is highly divided. As shown in Figure 4.5 where the average of HDC is 0.01, sb. PHC achieves the value of the highest PHC considerably less than other methods. On the contrary, in Figure 4.6 where the average of HDC is 0.1, sb. PHC is not so degraded.

Performance against the Variance of HDC

To investigate the performance against distributions of HDC, a simulation with varying the variance of HDC is conducted. Figures 4.7 and 4.8 show the highest PHC in responding peers and the number of forwarded query messages during a search versus the medians of the ranges of peers’ PHC. The setting of the simulation is the same as that for Figures 4.5 and 4.6 except for the distribution of HDC. The variances of HDC are $2.5 \times 10^{-5}$ for Figure 4.7, and 0.1 for Figure 4.8, while the average of HDC is 0.5 for both.

Figures 4.7 and 4.8 show that the proposed method achieves the value of the highest PHC no less than existent methods in groups of peers with higher PHC while the numbers of forwarded query messages for the groups are less than in other methods except for sb. PHC. In the methods of sb. HDC, (PHC)*/(HDC), AGP, and the proposed method, the number of forwarded query messages decreases by increasing the variance. This decrease is because these methods evaluate other peers in topology adaptation using HDC and peers are clustered into small groups where their HDCs are mutually high when the variance is large. Note that since values of HDC lie in between 0 and 1, and they are assumed to be distributed normally, variance cannot be much greater than in our experiments. Hence, the results shown here reveal the largest change in performance by variance of HDC.
Figure 4.7: Performance of topology adaptation when the variance of HDC is $2.5 \times 10^{-5}$. 

(a) The highest PHC among responding peers.

(b) The # of forwarded query messages.
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(a) The highest PHC among responding peers.

(b) The # of forwarded query messages.

Figure 4.8: Performance of topology adaptation when the variance of HDC is 0.1.
Performance against the ratio of Malicious Peers

To investigate the influence of the performance for honest peers by malicious peers, simulations by varying the ratio of the number of malicious peers and the probability that malicious peers provide polluted contents are conducted. Figures 4.9 and 4.10 show the highest PHC in responding peers and the number of forwarded query messages during the search versus the medians of ranges of peer's PHC. The numbers of malicious peers are 50 (10%) for Figure 4.9, and 150 (30%) for Figure 4.10. The probability that malicious peers provide polluted contents \( \Pr_p(M) \) is set to 1. The distribution of HDC over all peers is set to the normal distribution with the average 0.01 and the variance \( 2.5 \times 10^{-5} \).

Figures 4.9 and 4.10 show that the proposed method achieves the value of the highest PHC no less than existent methods in groups of peers with a higher PHC. When the number of malicious peers is 50 (10%), sb. PHC and AGP reduce the number of forwarded query messages more than the proposed method as shown in Figure 4.9(b); however, these methods achieve lower values of the highest PHC in responding peers than the proposed method. When the number of malicious peers is 150 (30%), sb. HDC reduces the number of forwarded query messages considerably as shown in Figure 4.10(b). This reduction occurs because honest peers connect malicious peers since peers are evaluated by only HDC in sb. HDC, and malicious peers always respond since \( \Pr_p(M) = 1 \).

Performance against the probability of providing polluted contents

To investigate the influence of the performance for honest peers by the probability of providing honest contents, simulations by varying the probability that malicious peers provide polluted contents are conducted. Figures 4.11 and 4.12 show the highest PHC in responding peers and the number of forwarded query messages during a search versus the medians of ranges of peer’s PHC. The settings on the simulations are the same as those of Figure 4.9 and 4.10 except for the probability that malicious peers provide polluted contents \( \Pr_p(M) \). The value of \( \Pr_p(M) \) is 0.5 for Figure 4.11 and 0.8 for Figure 4.12, while the number of malicious peers is 150 (30%) for both.

Figures 4.11 and 4.12 show that the proposed method achieves the value of the highest PHC no less than existent methods in groups of peers with a higher PHC. As shown in Figures 4.11(b) and 4.12(b), the numbers of forwarded query messages in the proposed method and AGP are greater than that of other methods. This is because honest peers may connect to malicious peer whose probability of holding honest contents is extremely higher than
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(a) The highest PHC among responding peers.

(b) The # of forwarded query messages.

Figure 4.9: Performance of topology adaptation when there are 50 malicious peers.
Figure 4.10: Performance of topology adaptation when there are 150 malicious peers.
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Figure 4.11: Performance of topology adaptation when $Pr_p(M) = 0.5$. 
Figure 4.12: Performance of topology adaptation when $Pr_p(M) = 0.8$. 
that of honest peers for sb. HDC and \((\text{PHC})^*(\text{HDC})\).

### 4.5.3 Discussion

For simulations assuming only honest peers, the proposed method achieves a reasonable performance regardless of the average or the variance of HDC, i.e., in the proposed method, the value of the highest PHC is no less than existent methods in groups of peers with a higher PHC, while the number of forwarded query messages exceeds other existent methods except for sb. PHC. As shown in Figure 4.5, sb. PHC is disadvantageous when interests of peers to content is highly divided Hence, the proposed method is the most useful when there are only honest peers.

When assuming malicious peers, the number of forwarded query messages of the proposed method partially exceeds that of other methods. This is because, in other methods, peers may connect malicious peers, and malicious peers forward received query messages since their probability of providing polluted contents is much higher than that of honest peers. Hence, the value of the highest PHC in groups of peers with a higher PHC is no less than other methods, and our proposal is the most useful.

### 4.6 Concluding Remarks

In this chapter, the method of topology adaptation was proposed for both search efficiency and preventability of polluted contents. The proposed method evaluates peers by both the probabilities of holding desired contents and providing honest contents while the probability of providing honest contents is preceded, which is for rewarding peers with high probability of providing honest contents by positioning peers with high probabilities of providing honest contents and holding desired contents at neighbors. As a result of conducted simulations comparing existent methods, our method achieves reasonable performance regardless of the distribution of the probability of holding desired contents over all peers, the ratio of malicious peers, and the probability of providing polluted contents by malicious peers.

In our method, peers are evaluated with respect to only providing and holding contents. However, in practice, the behavior of query forwarding or taking neighbors is also significant for performance. Concretely, if a peer disregards its received query message or if a peer itself provides honest contents, but deliberately takes malicious peers as neighbors, query messages arrive at only unfavorable peers. Hence, extending our method to evaluate other peers with respect to query forwarding and taking neighbors by rewarding honest
peers is for future research.
Chapter 5

Conclusion

5.1 Summary of Contributions

This dissertation features on the P2P content sharing system that is the most known application of P2P systems and spreads widely. Dissemination of polluted contents is a major security issue for the P2P content sharing system. This dissertation proposes methods for prevention of polluted contents to use P2P content sharing system securely. Methods of trust value computation for the simple and the probabilistic peers are proposed to select trustworthy peer to obtain honest contents. In addition, a method of overlay construction is proposed for preventability of polluted contents and search efficiency. Furthermore, it is confirmed by simulations of P2P content sharing system that each proposed method improves preventability of polluted contents more than existent methods. This dissertation contributes secure use of the P2P content sharing system.

In Chapter 1, the wide spreading P2P content sharing system is described. Furthermore, the necessity of prevention of polluted contents due to its openness, growth of popularity, and the large interference of legitimate content sharing by dissemination of polluted contents are described. In addition, approaches for prevention of polluted contents are described.

In Chapter 2, the simple peer behaviour is assumed. A method of trust value computation that achieves high performance regardless of the ratio of the number of dishonest raters. A simulation of content sharing is conducted by varying the ratio of dishonest raters and the simulation confirms that the proposed method performs better than existent methods when the ratio of dishonest raters is no more than 50%.

In Chapter 3, the probabilistic peer behavior is assumed. A method of trust value computation that achieves high performance regardless of the ra-
tio or the probability of rating dishonestly of peers. As a result of conducted simulations, the proposed method performs no less or better than existent methods regardless of the probability of rating dishonestly or providing polluted contents. The proposed method performs better when the ratio of dishonest raters is no more than 50%.

In Chapter 4, a method of constructing an overlay is proposed to achieve both preventability of polluted contents and search efficiency. In this method, when a peer selects its neighbors, it evaluates peers by the both probabilities of holding desired contents and providing honest contents while the probability of providing honest contents is preceded. As a result of conducted simulations, the method proposed in this dissertation achieves reasonable performance regardless of distribution of the probability of holding desired contents over all peers, the ratio of malicious peers, and the probability of providing polluted contents by malicious peers.

5.2 Future Research

5.2.1 Handling Various Models of Peer Behavior

In this dissertation, only limited models of peers are examined. Behavior models for providing content, and rating in a reputation system are assumed to be simple or probabilistic. In previous works, two main types of further models are assumed. The first model has to do with changing behavior through time [36]. In our method, the assumed model is the probabilistic behavior model at its most complex. However, in practice, there can be malicious peers that gain a good reputation by honest behavior until the malicious peers suddenly begins to behave maliciously. By introducing the weights of time factor to computation of trust values (e.g., the newer the rating values, the more the weights), our proposed method of trust value computation is expected to handle not only probabilistic behavior, but also time-controlled behavior.

Behavior on forwarding query messages on an overlay is assumed to be honesty only for the purpose of this dissertation. In AGP [21], peers that neither forward nor respond received query messages are assumed and they appear to be practical. Because such peers stopo query messages from traveling, the line-up of responding peers is massively affected. Our method of topology adaptation in Chapter 4 concentrates on evaluating peers with respect to providing content to establish a proper method for prevention of polluted contents. By including behavior on forwarding query messages in evaluation items of peers, the impact of such peers is expected to degrade.
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5.2.2 Efficient and Secure Computation of Weights

In Chapters 2 and 3, weights of rating values were computed using a chain of peers with common ratee that connecting own and other peers. Using an overlay where there is a link if peers at both ends which have common ratees, the rating values are expected to be shared efficiently. In our methods in Chapters 2 and 3, necessary rating values for trust value computation are only for weights are not 0, i.e., rating values by peers within a certain distance on overlay. Therefore, rating values appear to be collected efficiently by querying on the overlay. Designing a collecting method is of further interest. In addition, the computation of weights and the suppression dishonesty on the computation, e.g., boosting the value of weights dishonestly should also be investigated in the future.
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