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Preface

The popularity of the Internet and advancements in multimedia communication technologies
have led to an exponential growth in Internet traffic. Moreover, IP (Internet Protocol) is emerg-
ing as a dominant technology, so the ability to carry IP traffic efficiently is an important issue
for the next—generation data—centric Internet. WDM (Wavelength Division Multiplexing) tech-
nology provides multiple wavelengths each of the order of 10 Gbps. While link capacity can
be increased by increasing the number of wavelengths multiplexed on the fiber, doing this does
not eliminate the network bottlenecks caused by explosive traffic growth. It simply shifts the
bottleneck to the electronic routers.

Recent advances in optical switches have led to WDM technology with networking capabil-
ities. Using optical switches, a logical network consisting of wavelength channels (lightpaths)
is built on a physical WDM network. The IP packets are carried on the logical network; the
underlying WDM network provides only logical paths between the nodes. Networking in the
optical domain has the potential to offer several network control functionalities such as func-
tions of routing, congestion control, and reliability. While the TCP/IP protocol suite also has
these functions, building the same functionality into more than one layer often gives an ill effect
for the objective. An example of this is the TCP over ATM ABR service class, in which both the
TCP and ABR service classes have their own congestion control mechanism. If the parameters
of two layers are appropriately chosen, congestion control works very well. However, if they
are not, the performance can degrade unexpectedly and actually become worse than with no
congestion control mechanism. A more appropriate scenario for next—generation IP over WDM
networks is limited use of the network control functionalities of WDM networks.

In this thesis, we propose methods for designing an effective and reliable IP over WDM

network. When the WDM network is applied to an IP, the packet route is determined by the



routing protocol provided by the IP layer; therefore the end-to-end path provided by the logical
topology of the WDM network is not suitable for an IP since an IP has its own metrics for
route selection. Furthermore, the WDM network can also provide the IP layer with a reliability
function. The routing protocol of an IP can find a detour and restore the traffic flow when a
network component fails, but usually after a noticeable delay (typically 30 sec for updating the
routing table). The reliability mechanism provided by the WDM network layer can offer much
faster recovery, typically less than 50 msec.

We first describe a logical topology design algorithm in which a packet route is determined
by the routing protocol provided by the IP layer. Thus, in designing the logical topology, the
routes of the lightpaths are determined by considering the nature of the IP routing protocol.
That is, we place lightpaths so that an IP packet experiences smaller delays on its end-to-end
path. For this purpose, we try to reduce the number of electronic nodes, in addition to reducing
the propagation delays between two end nodes. The routing stability of IP is another important
issue in designing IP over WDM networks. Researches typically assume that the amount of
traffic between nodes is given and fixed. In building IP networks, however, the issue of routing
stability should also be considered. We compare the packet delays on the shortest and second-
shortest end-to-end paths, and if the delays are much different, we conclude that the logical
topology is robust against traffic fluctuation. We show through numerical examples that our
algorithm is robust against routing instability. The simulation results show that our logical
topology design algorithm increases the maximum throughput by 10-50% without sacrificing
routing stability.

We next discuss the interaction between IP-layer reliability and optical-layer survivability,
assuming that some lightpaths are protected by a WDM protection mechanism and the rest are
restored by the IP-layer routing. To construct a reliable IP over WDM network, backup paths
as well as primary paths should be embedded within the logical topology. The best approach
to doing this depends on the protection schemes used and the types of failures that may occur.
One approach is to recover from all types of failures in the optical layer, but this may require
many wavelength resources and is thus less effective. In IP over WDM networks, IP routing has
its own routing mechanism, so it may not be necessary to protect all the lightpaths by using the
optical layer if doing so does not lead to cost savings even when a shared protection scheme is

used. If we allow that several primary lightpaths cannot recover from some failure patterns and



that the resilience is left to the IP layer, we can expect more cost savings. We first formulate
the design of a reliable IP over WDM network as an optimization problem and then propose a
heuristic algorithm to relax the computational complexity. Using numerical examples, we show
that our algorithm is best if the primary concern is traffic load at the IP routers after a failure.
Based on our algorithm, we also discuss the effect of the interaction between the IP and WDM
layers.

We next introduce QoR (Quality of Reliability), which is a concept related to QoS (Quality
of Service) that reflects reliability in a WDM network. QoR can be used to guarantee a maxi-
mum recovery time set, based on the user’s request, and guarantee that backup lightpaths will
be available. In the conventional quality—based lightpath configuration methods, the failure-
recovery quality is guaranteed only probabilistically. That is, these methods are aimed at im-
proving the effective usage of network resources, but at the cost of a 100% guarantee of failure
recovery. Thus, we introduce QoR as a new QoS metric aimed at providing highly reliable light-
paths. With QoR, both the time needed to recover from a single failure and 100% failure recov-
ery are guaranteed, because building a highly reliable network is becoming increasingly more
important than using network resources efficiently, especially as the number of wavelengths
rises with advances in WDM technology. For this purpose, we propose heuristic algorithms;
the results show that the number of wavelengths necessary to satisfy the QoR is reduced by 20
-30.

In the above studies, we assume that traffic demand is known a priori. This assumption is,
however, inappropriate when WDM technology is applied to the Internet. A more flexible net-
work provisioning approach is necessary for the Internet. For capacity dimensioning of reliable
IP over WDM networks, we propose a new approach, called “incremental capacity dimension-
ing”, to designing the logical topology. There are three phases: an initial phase, an incremental
phase, and a readjustment phase. With our approach, the logical topology can be adjusted ac-
cording to incrementally changing traffic demand. During the incremental phase, primary paths
are added as traffic increases. At the same time, the backup lightpaths are reconfigured since
they do not affect the traffic carried on the operating primary paths. We describe a heuristic
algorithm for selecting the set of backup lightpaths to be configured and formulate an optimiza-
tion problem for reconfiguring them. The results show that the total traffic volume that the IP

over WDM network can accommodate is improved by using our algorithm.
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Chapter 1

Introduction

1.1 Background

The rapid growth in the number of users and in the number of multimedia applications on the
Internet is dramatically increasing traffic volumes on networks. WDM (Wavelength Division
Multiplexing) technology, which provides multiple wavelengths each of the order of 10 Gbps on
a fiber, is currently used by many ISPs (Internet Service Providers). While WDM technology
offers a low-cost solution to the problem of growing traffic demands, the use of WDM for
transporting IP traffic is still controversial. One aspect of the controversy is related to the
protocol stack. ATM (Asynchronous Transfer Mode) technology can be used on SONET/SDH
(Synchronous Optical NETwork / Synchronous Digital Hierarchy). If SONET, in turn, is built
on WDM technology, the result is an IP over ATM over SONET over WDM network. An IP
over SONET over WDM network is another solution since the ATM technology introduces only
a protocol overhead (i.e., 5 byte cell header within a 53-byte cell). Another and more promising
solution is the IP over WDM networks in which WDM is directly used by the IP (more exactly,
there is a data link layer protocol such as PPP or HDLC between the IP and the WDM protocol
stack).

There are several alternatives even for IP over WDM networks, depending on whether we
utilize the capabilities of the WDM network or not. They include functions for routing, conges-
tion control, and reliability. Currently, commercially available WDM transmission systems use

WDM technology only on their fiber links (see Fig. 1.1). Each wavelength in a fiber is treated



as a physical link between network components (e.g., routers and switches). That is, each wave-
length on the fiber is treated as a physical link between conventional IP routers, meaning that the
conventional IP technique for handling multiple links can be used. Link capacity is increased by
increasing the number of wavelengths on the fiber, which may eliminate bandwidth bottlenecks
in the link. However, simply eliminating link bottlenecks in the face of exploding demand is
not enough because it only shifts the bottlenecks to the electronic routers.

One way to eliminate router bottlenecks is to introduce optical switches. Suppose that each
node has an optical switch directly connecting each input wavelength to an output wavelength,
so that there is no electronic processing at the packet level. That is, no electronic routing is
needed at the nodes. A wavelength path can be set up directly between two nodes via one or
more optical switches (i.e., cross—connect switches). The intermediate nodes along the wave-
length path are released from electronic routing, thereby eliminating the bottlenecks at the elec-
tronic routers.

If lightpaths are placed between every two nodes, then no electronic processing is necessary
within the network. We can see such an example in a MPLS (Multi Protocol Label Switching)
network [1]; the applicability of MPLS to the IP over WDM Network is now being discussed
[2], which views the wavelength as a label. However, a great many wavelengths are necessary
to establish such a network [3]. We thus need a compromise — establish a logical topology
consisting of lightpaths by using the available wavelengths as much as possible. If a direct
lightpath cannot be set up between two nodes, two or more lightpaths are used by packets to
reach the destination. A example logical topology, or what we call WDM path network, is
shown in Fig. 1.1. Packets sent from node N; to N3 are forwarded on the direct logical path
using wavelength \,. However, packets sent from node N, to IV, takes two hops since there is
no direct logical path. That is, the packets are first forwarded to node N4 and then passed to
node N,. A logical view of the underlying network (i.e., the logical topology established by the
WDM network) is shown in Fig. 1.3.

Many researchers have developed methods for designing the logical topology [4-6]. For
example, the authors in [5] formulated a method for designing logical topology as an opti-
mization problem and showed that the problem is NP-hard. In [6], the authors considered the
logical topology design problem together with the packet routing problem so as to maximize

the network throughput. Since the combined problem is computationally hard to solve, it is split



Physical Network

Figure 1.1: Physical WDM network: Optical nodes are connected using optical fibers

Connect Nodes Via Lightpaths

Figure 1.2: Constructing logical topology by configuring lightpaths

into two subproblems, which are solved independently. The routing problem is formulated as a
linear-programming problem by imposing a delay constraint on each node pair. Several heuris-
tics have also been proposed to relax the computational burden. However, when the WDM
network is applied to IP, a packet route is determined by the routing protocol provided by the
IP layer; therefore, the end-to-end path provided by the logical topology of the WDM network
is not suitable for the IP, since the IP has its own metrics for route selection.

Advances in WDM technology lead to very high capacity networks, which will drive the
need for a reliability mechanism embedded in the logical topology. “Reliability mechanism” is a

functionality that enables recovery from unexpected failures of network components. Networks



Logical Topology

Figure 1.3: Logical topology as seen from upper layer protocol

will have to operate 99.999% of the time, meaning that downtime must be no more than five
minutes per year. Without a reliability mechanism, the failure of a network component can lead
to the loss of a large amount of data. In a traditional synchronous optical network/synchronous
digital hierarchy (SONET/SDH) ring network, a backup fiber is allocated for each working
fiber, in the case of a 1:1 protection scheme, and automatic protection switching [7] provides
the reliability mechanism. Fiber allocation is sufficient for SONET/SDH networks because the
optical signal is converted into an electronic signal at each node. However, in WDM networks,
the optical signals, which are transparent to the upper layer protocol (e.g., IP, SONET/SDH, and
ATM), may pass through successive network components. Thus, coordination of a reliability
mechanism for each lightpath, end to end, is necessary for WDM networks.

Of course, in IP over WDM networks, IP itself has a reliability mechanism: link and/or node
failures are avoided by finding a detour and then routing the IP traffic through it. However, the
exchange interval of the routing metrics is long (e.g., 30 sec). In contrast, a new route can
be established within a few tens of milliseconds following a failure in WDM networks. A
reliability mechanism in the optical domain is not always an optimal solution because of the
physical constraints on the number of wavelengths that can be carried in a fiber. By combining
a reliability mechanism in the optical domain with one in the electronic domain, we can obtain

more reliable networks than the current Internet.



1.2 Protection/Restoration Schemes

Reliability mechanisms in WDM networks can be roughly categorized into protection schemes
and restoration schemes. Protection schemes allocate explicit resources for backup purposes, so
they consume wavelengths. Restoration schemes do not allocate explicit resources in advance
of a failure, so they do not consume wavelengths. When a failure occurs, backup paths are
dynamically calculated and configured based on the current usage of network resources. The
advantage of restoration schemes is that wavelength resources are not tied up for backup. How-
ever, they do not guarantee failure recovery. While protection schemes waste resources, they
do guarantee recovery. Protection schemes can be further classified into dedicated protection
schemes, in which a backup lightpath is dedicated to a primary lightpath, and shared protection
schemes, in which several primary lightpaths can share the same wavelength as a backup light-
path, as long as their primary lightpaths are failure independent. Two primary lightpaths are

failure independent if they do not share components that may fail.

1.2.1 Failures

We can consider three types of failure scenarios: laser failure, link failure, and node failure. A
laser failure is a single-wavelength failure, caused by the failure of the transmitter or receiver
designated for the wavelength. A link failure is caused by a fiber cut. If this happens ina WDM
network, multiple lightpaths must be re—routed or switched onto backup paths. In the case of a
node failure, a backup path must be set up for each lightpath passing through the failed node.
Thus, a node failure is the most severe of the three scenarios. These failures can be detected
by monitoring the optical signals passing through the network components. If a failure occurs,
the node nearest to the failure components switches to a backup path if there is link protection.
If there is path protection, the originating node of the corresponding lightpath switches to a
backup lightpath. Before a network provider can replace a failed component, its location must

be determined. Techniques for doing this are summarized elsewhere [8].



Primary lightpath

Backup lightpath

Figure 1.4: Dedicated protection

1.2.2 Dedicated Protection Schemes

As mentioned above, in dedicated protection schemes, a backup lightpath is dedicated to each
primary lightpath, creating “1+1” or “1:1” protection (see Fig. 1.4). Each backup lightpath
carries a copy of the signal carried by the corresponding primary lightpath in “1+1” protection.
The receiver node thus receives two signals, one from the primary lightpath and one from the
backup. It selects the better of the two signals. In the “1:1” scheme, a copy is not normally
carried on the backup lightpath. The backup is used only when a failure occurs. The “1+1”
scheme is thus worse in terms of bandwidth utilization because the bandwidths of the backup
lightpaths are always being used for primary lightpath backup, while they can be used for low-
priority IP traffic in the “1:1” scheme. However, since little coordination is needed to recover

from failures, the recovery time is shorter in the “1+1” scheme.

1.2.3 Shared Protection Schemes

As mentioned above, in shared protection schemes, several primary lightpaths share one backup
path. They can do this if the type of failures they cover are relaxed. A shared protection scheme
must be carefully engineered so that any two primary lightpaths do not use a backup lightpath
at the same time if a failure occurs. The backup resources are thus more effectively utilized, as
shown in Fig. 1.5. Ramamurthy and Mukherjee, for example, showed that wavelength resources

can be reduced by 20-44% using a shared path protection scheme [9].
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Primary lightpath

Backup lightpath

Figure 1.5: Shared protection

1.2.4 Restoration Schemes

Because a restoration scheme in the optical layer allocates a backup path only after failure
occurs, wavelength resources can be more effectively used for transporting IP traffic. How-
ever, calculating alternate routes following a failure can take seconds or even minutes. Thus, a
restoration scheme is usually combined with a protection scheme [10]. After failure recovery
is completed by the protection scheme, a restoration scheme is used to provide either more ef-
ficient routes or additional protection against further failures before the first failure is fixed. A
centralized management system can be used to calculate the alternate routes, and more sophis-
ticated algorithms can be used to reduce the excess bandwidth required, so more complex mesh

topologies can be supported.

1.3 Outline of Thesis

As discussed in Section 1.1, it is necessary to consider how to apply the networking capabil-
ity of WDM to IP. A WDM network using optical switches has the potential to offer several
network functionalities such as functions of routing, congestion control , and reliability. While
the TCP/IP protocol suite also has these functions, building the same functionality into more
than one layer often gives an ill effect for the objective. A more appropriate scenario for next—

generation IP over WDM networks is limited use of the network control functionalities of WDM



networks.

In this thesis, we first focus on the design of the end-to-end path provided by the logical
topology of the WDM network to incorporate the IP route selection mechanism. We next focus
on the reliability functions of IP and WDM. As described in Sections 1.2.2, 1.2.3, 1.2.4, the
WDM network layer offers a reliability mechanism to the upper layer. The IP routing protocol
can find a detour and restore traffic flow when a network component fails. By combining those
two mechanisms appropriately, we should be able to construct networks much more reliable
than the current Internet. In this thesis, we propose design methods to improve reliability in IP

over WDM networks. A protection method is considered to provide a faster failure recovery.

Method for Designing Logical Topologies with Stable Packet Routing [11-
14]

First, in Chapter 2, we describe a logical topology design algorithm in which a packet route is
determined by the routing protocol provided by the IP layer. In IP over WDM networks, a packet
route is determined by the routing protocol provided by the IP layer, and the underlying WDM
network provides only (logical) paths between nodes. Thus, in designing the logical topology,
the routes of the lightpaths are determined by considering the nature of the IP routing protocol.
That is, we place lightpaths so that the IP packet experiences smaller delays on its end-to-end
path. For this purpose, we try to reduce the number of electronic nodes, in addition to reducing
the propagation delays between two end nodes. The routing stability of IP is another important
issue in designing IP over WDM networks. Researchers typically assume that the amount of
traffic between nodes is given and fixed. In building IP networks, however, the issue of routing
stability should also be considered. In this thesis, we compare the packet delays on the shortest
and second-shortest end-to-end paths, and if the delays are much different, we conclude that the
logical topology is robust against traffic fluctuation. We will show through numerical examples

that our proposed algorithm is robust against routing instability.



Functional Partitioning for Multi-layer Survivability in IP over WDM Net-
works [15-19]

To construct a reliable IP over WDM network, backup paths as well as primary paths should
be embedded within the logical topology. The best approach to doing this depends on the
protection schemes used and the types of failures that may occur. One approach is to recover
from all types of failures in the optical layer, but this may require many wavelength resources
and is thus less effectiveness. Among the several types of failures described in Section 1.2.1, we
consider single—fiber failure. Multiple failures and node failures are assumed to be handled by
the restoration functionality of the IP layer. We first discuss the reliable design for the single—
layer case, i.e., recovery from a single—fiber failure is guaranteed in the WDM network.

We next describes multi-layer survivability, in which a subset of lightpaths are protected
against failure. It may not be necessary to protect all the lightpaths by using the optical layer if
doing so does not lead to cost savings even when a shared protection scheme (Section 1.2.3) is
used. If we allow that several primary lightpaths cannot recover from some failure patterns and
that the resilience is left to the IP layer, we can expect more cost savings. Consider the extreme
case in which all wavelengths are used to establish the primary lightpaths, and no protection is
established because failures are expected to seldom take place. Performance is maximized at
the price of reliability. In this chapter, we discuss the interaction between IP-layer reliability
and optical-layer survivability, assuming that lightpaths in a subset are protected by a WDM

protection mechanism and that the rest are restored by the IP-layer routing function.

Methods for Designing Logical Topologies for Quality of Reliability [20-22]

Recent research has focused on providing QoS (Quality of Service) with respect to failure re-
covery in an optical WDM network [23-25]. Saradhi and Murthy introduced the concept of an
R—connection [23]. They considered for use in dynamically establishing a reliable connection.
The basic idea of the R—connection is that an application user specifies the level of reliability.
The reliability levels of the connection are calculated based on a pre—specified reliability mea-
surement for each network component. If the reliability requirement is not satisfied, the length
of the primary lightpath covered by the partial backup lightpath is selected so as to enhance the

reliability of the R—connection. Another way to provide QoP (Quality of Protection) is to use



the differentiated reliability (DiR) of a connection [24, 25]. This is the maximum probability
that the connection will fail due to a single network component failing. With this approach,
a continuous spectrum of reliability levels is provided. QoP was introduced to realize QoS in
an optical network [24] through a probabilistic failure recovery model in which only a certain
fraction of the traffic, specified by the user, is restored after failure. A approach different from
previous ones [9, 24, 26] is to consider the possibility of two or more components failing at the
same time (a multiple—failure assumption) and assume that each primary lightpath has its own
reliability metric that can be determined from the failure probabilities of the network compo-
nents [23]. Based on this approach, backup lightpaths are partially configured for the primary
lightpath based on the specified probability.

However, in conventional QoP-based lightpath configuration methods, the failure-recovery
quality is guaranteed only probabilistically. That is, these methods are aimed at improving the
efficient usage of network resources, but at the cost of a 100% guarantee of failure recovery.
We introduce QoR (Quality of Reliability) as a new QoS metric aimed at providing highly
reliable lightpaths. With QoR, both the time needed to recover from a single—component failure
and 100% failure recovery are guaranteed. Building a highly reliable network is becoming
increasingly more important than using network resources efficiently, especially as the number
of wavelengths rises with advances in WDM technology. Our approach is to build a logical
topology by effectively using the available wavelengths in a way that guarantees the failure-

recovery time and 100% failure recovery.

Incremental Lightpath Management for IP over WDM Networks [27-30]

Much of the previous research, including [9] and [18], assumed that traffic demand is known a
priori, and from it, the optimal structure of the logical topology is obtained. Such an assumption
is, however, inappropriate, especially when WDM technology is applied to the Internet. For tra-
ditional telephone networks, a network provisioning (or capacity dimensioning) method is well
established. The target call blocking probability is first set, and then the number of telephone
lines (or the capacity) needed to meet the requirement on the call blocking is determined. After
installing the network, the traffic load is continuously measured, and as necessary, link capacity

is increased to accommodate increased traffic. With this feedback loop, a telephone network
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is well engineered to provide QoS in terms of call blocking probabilities. There are several

rationales behind this successful approach.
e The call blocking probability is directly related to the user’s perceived QoS.

e Capacity provisioning is easily based on stably growing traffic demands and the richness

of historical statistics.
e There is a well-established fundamental theory, i.e., the Erlang loss formula.

e The network provider can directly measure a QoS parameter (the blocking probability)

by monitoring the numbers of generated and blocked calls.

On the other hand, a network provisioning method suitable to the Internet has not yet been

established, mainly due to three obstacles.

e The statistics obtained by traffic measurement are at the packet level, so the network

provider cannot monitor or even predict the user’s QoS.

e The explosion in traffic growth in the Internet makes it difficult to predict future traffic

demand.

e There is no fundamental theory for the Internet like the Erlang loss formula in the tele-

phone network.

Queueing theory has a long history and has been used as a fundamental theory for data networks
(e.g., the Internet). However, queueing theory gives only the packet queueing delay and loss
probability at the router, and router performance is only one component of the user’s perceived
QoS on the Internet. Furthermore, the packet behavior at the router is affected by the dynamic
behavior of TCP, which is essentially window-based feedback congestion control [31].

“Static” design in which the traffic load is assumed to be given a priori is thus completely
inadequate. Instead, a more flexible network provisioning approach is necessary in the era of
the Internet. Fortunately, the IP over WDM network can establish a feedback loop by using
wavelength routing. If it is found through a traffic measurement that the user’s perceived QoS
is not satisfactory, new wavelength paths can be set up to increase the path bandwidth (i.e., the

number of lightpaths).
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For this purpose, we propose an “incremental logical topology management scheme”, con-
sisting of three phases for setting up primary and backup lightpaths; an initial phase, an in-
cremental phase, and a readjustment phase. During the initial phase, a reliable IP over WDM
network is built by setting up both primary and backup lightpaths. In this phase, even though
we do not know the traffic demand, we have to establish the network. We do this by using
statistics on traffic demands. In this scheme, the logical topology can easily be reconfigured ,
which is done in the incremental phase. During the incremental phase, the logical topology is
reconfigured based on requests to set up new lightpath(s) due to changes in traffic demand or
to mis—projections of traffic demand. We formulate the process of setting up lightpaths as an
optimization problem. We also describe a heuristic algorithm, called a MRB (Minimum Re-
configuring for Backup lightpaths) algorithm, for selecting an appropriate wavelength. During
the incremental phase, the backup lightpaths are reconfigured to achieve optimality. However,
an incremental setup of the primary lightpaths may not lead to an optimal logical topology, and
our logical topology might be under utilized compared to one designed using a static approach.
Therefore, during the readjustment phase both primary and backup lightpaths are reconfigured.
Note that the established lightpaths should be readjusted one-by-one so that service is not inter-
rupted. In this thesis, however, we will mainly discuss the incremental phase; the issues related

to the readjustment phase remain topics of future research.
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Chapter 2

Method for Designing Logical Topology
with Stable Packet Routing in IP over
WDM Networks

In this chapter, we describe a logical topology design algorithm in which a packet route is
determined by the routing protocol provided by the IP layer. In designing the logical topology,
the routes of the lightpaths should be determined by considering the nature of the IP routing
protocol. That is, we place lightpaths such that the IP packet experiences smaller end-to-end
delay. For this purpose, we try to reduce the number of electronic nodes, in addition to reducing
the propagation delays between the end nodes. The routing stability of IP is another important
issue in designing IP over WDM networks. Researchers typically assume that the amount of
traffic between nodes is given and fixed. In building IP networks, however, the issue of routing
stability should also be considered. We compare the packet delays on the shortest and second—
shortest end-to-end paths, and if the delays are much different, we conclude that the logical
topology is robust against traffic fluctuation. We will show through numerical examples that

our proposed algorithm is robust against routing instability.
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We first describe the architectural model of a node in the network. Figure 2.1 shows our archi-
tectural model of an optical node. Every optical node is equipped with optical switches and an
electronic router. Each optical switch consists of three main components: input section, non-
blocking switch, and output section. In the input section, optical signals are demultiplexed into
W fixed wavelengths, Aq,. .. \,. Each wavelength is switched into an appropriate output port of
a non-blocking switch without changing its wavelength. The output section again multiplexes
the output wavelengths of non-blocking switches into the fiber, and the optical signals goes

to the next node. Note that a lightpath is set between two nodes by configuring non-blocking



switches along the path so that packets on a particular wavelength from the input port to the
output port are forwarded with no electronic processing.

As described in Section 1.1, to reduce the number of wavelengths necessary, one-hop light-
paths are not always provided for all end-node pairs. If the lightpath is terminated at the node
within the network, IP packets on that lightpath are converted to electronic signals and for-
warded to the electronic router. The electronic router processes packet forwarding, just the
same as conventional routers. If the packet should be further forwarded to other nodes, the
electronic router puts it on the appropriate lightpath.

A model of electronic router is shown in Fig. 2.1(b). IP packets, which come from an optical
switch or local access, are first buffered, and then these packets are processed on a FIFO (First
In First Out) basis. When the packets are forwarded to the network, they are queued on the
appropriate output-port buffer. In this chapter, we assume that multiple lightpaths between an
adjacent node pair share the same buffer. We last note that the other structures of optical nodes
can also be considered, but the above—mentioned node architecture is preferable since there is

no need to modify the IP routing mechanism.

2.2 Design Algorithm for Logical Topology

A heuristic algorithm called MLDA (Minimum delay Logical topology Design Algorithm) was
developed for establishing a logical topology [32]. MLDA works as follows. First, it places a
lightpath between two nodes if there is a fiber directly connecting them. Then, it attempts to
place lightpaths between nodes in the order of descending traffic demand. Finally, if there are
any non-used wavelengths, it places as many lightpaths as possible randomly by using those
wavelengths. Many conventional methods, including MLDA, focus on maximizing throughput,
but they are not adequate for designing a logical topology suitable for carrying IP traffic since
the IP routing protocol selects a route that has smaller delays on its end-to-end path.

We therefore developed a new logical topology design algorithm called SHLDA (Shortest-
Hop Logical topology Design Algorithm). As described above, we assume that routing is per-
formed only on the IP layer. Thus, the logical topology is designed by incorporating the nature
of the route selection process used in the IP routing protocol. It is natural that the shortest path

would be selected by the IP routing protocol for forwarding packets. By short path we mean
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that the number of lightpaths between two nodes is small. Actually, queueing and propaga-
tion delays also affect route selection. Therefore, hop counts of lightpaths (i.e., the number of
lightpaths the packet traverses) should be reduced as much as possible, and this is the primary
objective of our algorithm.

Once a lightpath is allowed to be split between two end-node pairs, a series of lightpaths
must be traversed to reach the destination, so the processing delays at the electronic routers
must be considered. To incorporate these delays into the final determination of packet routes,
we apply flow deviation method [33], which will be described in the next section.

MLDA uses traffic demand between node pairs to set up the next lightpath. In contrast, we

use performance metric F;; for node pair ¢;:

Fij = 7vij X hyj, (2.1)

where ~;; is the traffic demand from node i to j, and h;; is the hop count of the minimum
hop route for node pair 75 on the physical topology. The hop count of a lightpath refers to the
number of physical links that the lightpath traverses. Note that F;; is equal to y;; in MLDA, i.e.,
MLDA does not consider the hop count of the lightpath, and uses only the propagation delay
in determining the shortest route for the lightpath. In contrast, SHLDA uses the hop count as
a metric in calculating the order of lightpath configuration. The propagation delay and the hop
count are then taken into account in determining the route for each lightpath. In determining

the route of the lightpath from node < to j, metric R;; is given by the following equation,

Rij = D,‘j X hij; (22)

where D;; is the total propagation delay of the route from node i to ;. SHLDA selects the route
with the smallest R;; between nodes 7 and j. This enables a lightpath to be established that cuts

through a large number of electronic routers. The SHLDA algorithm works as follows.

Step 1: Calculate metric F;; for each node pair ¢j from traffic matrix @ = ¢;;. In initially

determining £};, h;; is set simply as the hop count of the shortest physical path.

Step 2: Place a lightpath between two nodes if there is a fiber between them.
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Step 3:

Step 4:

Step 5:

2.3

2.3.1

Select node pair 45, where " and j" are indices giving max;; F;;. If F;; = 0, go to

Step 5; otherwise, go to Step 4.

Find the shortest route for node pair 7’5" and check the availability of wavelengths in
order to configure the lightpath. If more than one wavelength is available, use the wave-
length with the lowest index to establish the lightpath. Then set £,;; = 0 and go back
to Step 3. If there is no available wavelength, set £/, = 0 and go back to Step 3.

If non-used wavelengths remain, configure as many lightpaths as possible randomly

using those wavelengths, as in MLDA.

Applying Flow Deviation Method

Description of Flow Deviation Method

In this subsection, we summarize the flow deviation method [33]. This method incrementally

changes the flow assignment along a feasible and descent direction. Given objective function

T, the method sets /;; as a partial derivative with respect to \,;, where )\;; is the flow rate of

lightpath(s) between nodes i and j. The new flow assignment is then determined by using the

shortest path algorithm in terms of /;;. By incrementally changing from the old flow assignment

to the new one, the optimal flow assignment is determined. The method works as follows.

Step 1:
Step 2:

Step 3:

Step 4:

Prepare a feasible starting flow assignment, f°. Let n = 0.
Set g — f™. Assume that flow assignment f™ is represented as {11, . . ., Zpq, - - ., TNN }-

Calculate I;; = 2= and set new flow assignment R(g) to {a},, ..., T -0 Tyt DY
ij

solving the shortest path algorithm using metric /;;.
For each node pair 75, perform the following steps.

Step 4.1: Let v be the flow assignment by deviating the flow between nodes 7 and j from

g toward R(g). That is, the resulting flow assignment, v, is set to {z1, ...,

/
'Tij’ <oy xNN}-
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Step 4.2: Check whether v is feasible. In our case, feasible v means that the processing
capability of IP routers and/or the capacity of a lightpath do not exceed its
limits. If the v is not feasible, then the deviation at Step 4.1 is rejected, and go

back to Step 4.

Step 4.3: Check whether v is decreasing. If T'(v) < T'(g), g is allowed to be deviated
toward v. Then, g < v. And go back to Step 4. If T'(¢g) < T'(v), the deviation
from g toward R(g) is rejected, and go back to Step 4.

Step 5: If ¢ = f, stop iteration. Note that ¢ = f™ means there is no improvement of perfor-

mance by deviating the flow. Otherwise, set n <— n + 1, and go back to Step 2.

2.3.2 Derivation of Metric [;;

We next determine metric /;; of the flow deviation. The following notations are used.
N: number of nodes in network

P,;: propagation delay of lightpath ¢

C: transmission capacity of each wavelength

(. processing capability of an electronic router. Assumed to be identical among all routers for

simplicity.
The following variables are also introduced.

aff: when the packets are routed from node s to node d via the direct lightpath 77, the value is

set to be 1. Otherwise, O.

d;:  the sum of all traffic switched by the IP electronic router at node ¢, except the traffic flow

originating at node .

Obijective function T is given as the average T, (delay between node s and d), i.e.,

N N
T = Z > T (2.3)
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As shown in Fig. 2.1, the delay incurred at a node consists of processing delay and transmission
delay. Henceforth, the delay between nodes s and d consists of propagation delay, processing

delay, and transmission delay. It thus follows that

Tsd = {ZU CLf]dP”} + [Ez] afdeU}
+ [Zij(af]dRi) + Rd}’

where ();; is the transmission delay of the packets on lightpath 75, and R; is the processing delay
in the electronic router for node 7. In this chapter, );; is determined by a M /M /k;; (where k;;
shows the number of lightpaths between node pair ij) queueing system, and R; by a M/M/1
queueing system. A multiple number of lightpaths between the node pair is allowed , and those

lightpaths share the same buffer (see Section 2). @);; and R; are then determined as follows.

X, 1
Ci=reoa, o 2.4)
R; = ! (2.5)
Con= (N + ) '
where
l
x, = )
(L=p)l
P k- C

po = { ]2—21 (kijp)x + (kijp)kij } '

7—0 l" k”'(k” — p)

Three kinds of packets arrive at the electronic router of node 7: packets destined for node 4,

packets arriving at node ¢ from local access, and packets changing the lightpath at node 7. Thus,
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Figure 2.2: NSFNET
0; is given by the following equation.
5i = Z’yjz + Z'yz] + Zaf]('i'ysd - )\zg
j j j
Note that );; is the flow rate of lightpath(s) between nodes 7 and j. That is,

_ sd
Aij = Z Qi Vsd-
sd

Eqgs. (2.4) and (2.5) give [;; as

oT 1 N N
l;: = - sdi .
I Ony T NV 1)
where
X 1

ij

O (i (gt o))

Tsa =

2.4 Numerical Evaluation and Discussion

2.4.1 Network Model

As a network model, a 14—-node NSFNET is considered (Fig. 2.2). A traffic matrix given in [6]
is used in the numerical evaluation. Since the traffic matrix is given by a relative value, we

introduce traffic scale factor «, and actual traffic demands between nodes are given by the
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traffic matrix multiplied by «. It is also assumed that the value of the given traffic matrix is
represented in gigabits per second. And the transmission capacity of each wavelength is set
to 10 Gbps. The packet processing capability of the electronic router, 1, is represented in pps

(packet per second) under the assumption that the mean packet size is 1,000 bits long.

2.4.2 Numerical Results and Discussions

We evaluate our SHLDA by comparing with MLDA. In addition to MLDA, we also consider
WLA (WDM Link Approach), where a WDM technology is only utilized for point-to-point

links between adjacent IP routers. Figure 2.3 compares the average delays obtained by the three
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algorithms, SHLDA, MLDA and WLA. The horizontal axis shows the traffic scale factor «.
The number of 1V is set to eight and the packet processing capacity of the IP router, 1, is set to
40 Mpps. In the figure, when « is small, no significant difference between the three algorithms
can be seen. In the case of all three algorithms, the delays suddenly increase as . becomes large.
It is notable that our SHLDA has the same performance as MLDA in terms of the maximum
throughput, i.e., the saturation point of the delays.

Figure 2.4 shows the effect of increasing the packet forwarding capability of IP routers
by changing x from 40 Mpps to 100 Mpps. The other parameters are the same as those in
Fig. 2.3. Comparing these two figures shows that the maximum throughput values by SHLDA
is increased. On the other hand, an increased in the maximum throughput cannot be seen when
we apply MLDA. To explain this result, the nodal delays were studied in more detail. Figs. 2.5
and 2.6 show the dependency of processing and transmission delays on «. As expected, the
processing delay at the electronic router decreases both SHLDA and MLDA when the capability
of the IP routers changes from 40 Mpps to 100 Mpps. Since the processing delay is reduced
as the capacity of the IP router increases, the transmission delay becomes the bottleneck of the
network. In that case, SHLDA becomes superior to MLDA.

Next, we set the number of wavelengths 17 to twelve and 1. to 40 Mpps. The average delay
is plotted in Fig. 2.7. By comparing Figs. 2.3 and 2.7, it is apparent that SHLDA exhibits the

largest increase in maximum throughput. To see this more clearly, Fig. 2.8 presents components
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of delays.

According to Figs. 2.5 and 2.8, the transmission delay by MLDA is decreased more than
that by SHLDA. Its reason can be explained as follows. SHLDA places lightpaths in a de-
scending order of the product of the hop—count and traffic demand. As a result, a lightpath
placed by SHLDA tends to utilize more links than the one by MLDA. Thus, MLDA can find
more lightpaths than SHLDA as the number of available wavelengths increases. This leads to
decreasing the transmission delay in the case of MLDA. Comparing the processing delay in
Figs. 2.5 and 2.8 shows that, when the traffic scale factor is from 0.27 to 0.37, the processing
delay at the IP router is decreased as the number of available wavelengths increases. Its effect
is larger in the case of SHLDA. As mentioned before, the lightpaths placed by SHLDA tend
to utilize more physical links. This results in more reduction of electric processing in SHLDA
than that in MLDA.

The average delay determined by SHLDA by increasing the number of wavelengths is ex-
plained in the following. Figure 2.9, where W is 20 and p is 40 Mpps, plots average delay
against traffic scale factor. In this figure, SHLDA still attains a higher throughput than MLDA,
but the difference is comparatively smaller than that in Fig. 2.7. The reason for this is that by
increasing the number of wavelengths, the logical topologies obtained by SHLDA or MLDA
become close to a fully meshed network. The advantage of SHLDA thus becomes small since

it tries to reduce the traffic load on the IP router. We also show the case that . is 100 Mpps. The
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result is plotted in Fig. 2.10 where we set W = 12. Comparing Figs. 2.7 and 2.10 also shows
the effectiveness of SHLDA.

Lastly, we summarize the characteristics of WLA by observing Figs. 2.3, 2.4, 2.7 and 2.10.
Figs. 2.3 and 2.7 indicate that the increase in the maximum throughput by WLA is very limited.
This is because the processing delay at the electronic router is the primary bottleneck of the
network; thus, the effect of increasing the number of wavelengths cannot be observed. As one
can easily imagine, the results regarding for WLA are greatly improved as the capability of the
IP router becomes large (compare Figs. 2.3, 2.4 and 2.10). Only in such a large capability, WLA

is not a bad choice for IP over WDM networks.

2.4.3 Investigation on Routing Stability

We finally discuss the new logical topology design algorithm from the viewpoint of the stability
of IP routing. In IP networks, it is necessary to avoid or at least to reduce unnecessary changes
of the routes, which are caused by dynamically changing traffic demand. To evaluate routing
stability, we show the packet delays of the first and second shortest end-to-end paths (lightpaths)
determined by SHLDA . If these two values are close, the route of the IP packets may frequently
change with traffic fluctuation.

Metric d.4, which defines the difference of delays of the first and second shortest routes be-

tween node pair sd, is introduced here. From all possible combinations of source and destination
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Figure 2.8: Average of packet processing and transmission delays at electronic routers: W =
12, 1 = 40 Mpps

node pairs, the smallest one was chosen as d,;n, i.e., dpin = ming{dsqs}. We consider here
that the design algorithm that provide the larger d,,;, gives a higher routing stability. Figs. 2.11
and 2.12 plot d,,,;,, obtained from SHLDA and MLDA as a function of «, where the number of
wavelengths TV is set to eight and twelve, respectively. The processing capacity of the IP router,
1, 1s identically set to 40 Mpps in both figures. The average value of d,,;, is also shown in the
figures. It is clear that when W is 8 (Fig. 2.11), SHLDA is not very good especially when the
traffic scale factor is large. However, it gives higher stability than MLDA when the number of
wavelength is twelve (Fig. 2.12).

The problem with both of MLDA and SHLDA is that at several values of «, d,,;, takes very
small values. This is mainly because SHLDA as well as MLDA is a “one—way algorithm”. That
is, there are no step-back operation in the algorithms; in other words, if the nodal delay is high,
it is likely that the delay of the first shortest route becomes close to the delay of the second
shortest one, since the nodal delay becomes dominat in such a region. We believe the situation
can be avoided by reassembling the lightpaths to reduce the nodal delay, but this issue is one of

our future research topics.
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Figure 2.10: Average delay of end-to-end paths: W =12, ;s = 100 Mpps
2.5 Conclusion

We have proposed a new heuristic algorithm, SHLDA, for designing a logical topology by con-
sidering the delay between nodes as an objective metric. The proposed algorithm was compared
with conventional methods in terms of the average packet delay and throughput. The results
show that SHLDA becomes effective when the number of wavelengths is low and the process-
ing capacity of a IP router is large. Furthermore, SHLDA was evaluated from a viewpoint of
routing stability. It was found that SHLDA improves the maximum throughput, compared with

a conventional algorithm, without sacrificing routing stability.
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Chapter 3

Functional Partitioning for Multi-layer

Surivability in IP over WDM Networks

In this chapter, we discuss the multi-layer survivability in IP over WDM networks. In IP over
WDM networks, IP routing has its own routing mechanism, so it may not be necessary to protect
all the lightpaths by using the optical layer if doing so does not lead to cost savings even when
a shared protection scheme is used. If we allow that several primary lightpaths cannot recover
from some failure patterns and that the resilience is left to the IP layer, we can expect more
cost savings. Multi—layer survivability, in which lightpaths in a subset are protected against
failure, is investigated. Assuming the single—component failure in the network, we formulate
the shared path protection mechanism as an optimization problem. It is formulated as MILP
(Mixed Integer Linear Problem), and becomes computationally intensive as the network grows.
Accordingly, we propose a heuristic algorithm and compare its results with the solution obtained
by MILP. Through numerical examples, we compare the number of wavelengths required to
make network reliable. We next consider the functional partitioning of IP routing and WDM
protection. Based on using our algorithm, we also discuss the effect of interaction between
the IP and WDM layers. We show that the largest-traffic-first approach is best if our primary

concern is traffic load at the IP routers after a failure.
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3.1 Fault Tolerance Methods in WDM Networks

3.1.1 Protection Method

The protection method [9, 34] is a fast recovery method realized through mechanical switching
in the optical domain. For each primary lightpath, backup lightpaths are determined and stat-
ically configured beforehand, and wavelengths for the backup lightpaths are reserved. There
are two protection methods: path protection and link protection. In path protection, a backup
lightpath is prepared between the source and destination nodes (Fig. 3.1). In contrast, in link
protection a backup lightpath is prepared for each link of the primary lightpath (Fig. 3.2). In
either case, when a network component fails along the primary lightpath, the corresponding
backup lightpath is activated and traffic on the primary lightpath is switched to the backup
lightpath. The protection method thus guarantees 100% reliability for primary lightpaths under
the single—failure assumption. That is, whatever failure occurs, the lightpath can be restored
and the lightpath bandwidth is not reduced due to a failure. However, since both protection
methods reserve wavelengths for the backup lightpaths, the efficiency of wavelength usage is
lower. There is a trade—off between fast recovery and efficient use of wavelength resources.
Accordingly, several methods aimed at using wavelengths more efficiently have been pro-

posed [9, 23, 24,26, 35, 36]. One promising method is shared protection, in which two or more
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primary lightpaths can share the same backup lightpath as long as the primary lightpaths are
disjoint [9]. Figure 3.3 illustrates the idea of shared protection. Three primary lightpaths are
denoted as P1, P2 and P3. P1 is placed between nodes A and B, and P2 and P3 connect node
pairs CD and F'G, respectively. Backup lightpaths B1, B2, and B3 protect primary lightpaths
P1, P2, and P3, respectively. Primary lightpaths P1 and P2 both traverse intermediate node
E. Furthermore, backup lightpaths B1, B2, and B3 are configured to use the link connecting
node pair XY. Here, B1 and B3 share the same wavelength \1, whereas B2 uses A2. Note that
B1 and B2 must use different wavelengths on the link since the corresponding primary light-
paths (P1 and P2) both use node E. If we assume that two or more components may fail at

the same time, though, we cannot use the shared protection method. This is because the shared
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protection method assumes that backup lightpaths whose primary lightpaths are disjoint will
never be activated at the same time, hence the shared wavelength on the link will never create a

conflict between the sharing backup lightpaths.

3.1.2 Restoration Method

Restoration is an alternative way to recover from failures in the optical layer. In a restoration
method, a backup lightpath is dynamically determined when a failure occurs. Once a backup
lightpath is found, the traffic on the primary lightpath affected by the failure is switched to the
backup lightpath. Unlike the protection methods, a restoration method does not reserve any
wavelength resources for the backup lightpaths before a failure. Therefore, the wavelengths
are used more efficiently than with the protection methods. However, a restoration method
cannot set up a backup lightpath if wavelength resources are not available. This means that a
restoration method cannot provide a 100% guarantee of failure recovery. Moreover, since the
backup lightpath is determined only after a failure occurs, a restoration method needs more time

to restore a lightpath.

3.2 Single-Layer Case

Protection schemes for WDM networks have been widely studied [9,10,18,23,35,37-42]. Here,
we consider the shared path protection scheme, which improves reliability against fiber failure,
which is typically caused by the cutting of a fiber. The shared path protection mechanism
is suitable for improving wavelength utilization if the WDM network is highly reliable and
multiple failures seldom occur. Our objective is to minimize the number of wavelengths used

on a link. The formulation in this subsection is based on that of Ramamurthy and Mukherjee [9].

3.2.1 Problem Formulation

We will use the following notation.

i, 7. originating and terminating nodes of a logical link. The logical link between nodes 7 and

j is lightpath 7.
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m, n. end nodes of a physical link. The physical link connecting nodes m and n is physical link

mn.
The following notations are used for characterizing the physical WDM network.
N:  number of nodes in physical (and logical) network
W:  number of wavelengths carried in a fiber

P,..: physical topology defined by set { P,,,,, }. If a fiber connects nodes m and n, then P,,,, = 1,

otherwise P,,,, = 0.
The following notation is used for representing the logical network.
Vi;: number of lightpaths between nodes 7 and j

Rf‘?j: route of lightpath from node 7 to node j using wavelength £. It consists of a set of physical

links: (i,m1), (m1, ma), ..., (My, 7).

Afj: route of backup lightpath for primary lightpath from node 7 to node j using wavelength £.

It consists of a set of physical links: (i,n1), (n1,n2), ..., (ng, ).

cfj: If the primary lightpath uses wavelength & between originating node 7 and terminating node

j, ¢k = 1, otherwise ¢f; = 0. ¢}; is determined from RY,.

ok . If the primary lightpath uses wavelength & on physical link mn, of = 1, otherwise

ol = 0. o, can be determined from R};.

mn

Omn. Maximum number of backup lightpaths passing through physical link mn. It can be deter-

mined from Aj;.
The following variables are used to formulate the optimization problem.

Wmn: Number of primary lightpaths on physical link between two directly connected nodes, m

and n.
bmn:  number of backup lightpaths on physical link mn.

m . If the backup lightpath uses wavelength w on physical link mn, m = 1, otherwise

w —
myy. = 0.
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mn,w .

9iipak- | alightpath originating at node 7 and terminating at node j uses wavelength k for the

primary lightpath on physical link pg and also uses wavelength w between nodes m and

n as a backup lightpath, ¢ = 1, otherwise ¢

mnaw
i.pak = = 0.

J,pq,k

Using these notations, we next formulate the wavelength assignment problem for backup light-

paths as an optimization problem.

Objective function

Minimize number of wavelengths used:

min Y (Wi + bin).-

m,n

Constraints

(1) The number of primary lightpaths placed on physical link mn must equal the total number

of primary lightpaths using wavelength w on that physical link:

Wi = D, O (3.1)

weWw

(2) Similarly, the number of backup lightpaths placed on physical link mn must equal the total

number of wavelengths used on that link for the backup lightpaths:

weWw

(3) Either one primary lightpath or one backup lightpath must use wavelength £ on physical
link mn if there is a fiber:

OF + My < Pr. (3.3)

(4) The lightpath using wavelength & between node 7 and node j must be protected by a backup
lightpath when physical link pg € R; fails:

A= D0 D ik (3.4)

weWz‘teAfj
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Note that it is unnecessary to use different wavelengths between the primary lightpath and

the corresponding backup lightpath.

(5) The lightpath using wavelength & between node 7 and node ;7 must use wavelength w on all
links of the backup lightpath (i.e., the wavelength—continuity constraint should hold):
gi e = Gireee Vpq € RE,Vnt tm € AL (3.5)

(6) For each fiber—failure scenario, a lightpath using wavelength £ between node ¢ and node j

must use the same wavelength w on physical link mn € Afj for the backup lightpath:

g = G . p1q1, paga € R (3.6)
As this equation indicates, we assume that we allow that different wavelengths can be used

for the backup lightpath and corresponding primary path.

(7) When a failure occurs on physical link pq, at most one backup lightpath should use wave-
length w on physical link mn if the corresponding primary lightpath traverses failure link
pq:

> > ijpas < 1 (3.7)

i k€W :cj;>0Apge R, Amne A,

(8) The number of backup lightpaths using wavelength & on physical link mn must be bounded:

Ponn Mg, > Y > > G (3.8)

weW (i,5):(ck;>0,mneA¥;) pgeRE,

We do not distinguish two primary lightpaths having link disjoint routes in our formulation.
In IP over WDM networks, paths having different routes are viewed by the IP layer as having
different delays. Hence, IP selects the path providing the shortest delay, so it is not worth-
while to consider link disjoint routes. This is why we do not explicitly distinguish two primary

lightpaths.
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3.2.2 Heuristic Approaches

Formulation of the wavelength assignment problem for backup lightpaths using the shared path
protection mechanism, as described above, results in a mixed integer linear problem (MILP),
and a standard mathematical programming optimizer such as CPLEX [43] can be used to solve
it. However, an MILP can be solved only when there is a small number of variables. In our case,
the number of variables increases exponentially with the number of nodes and/or the number of
wavelengths. We therefore need a heuristic approach applicable to large—scale networks.

Our basic idea is as follows. For shared path protection, several primary lightpaths are
allowed to share a single wavelength as the backup lightpath. However, sharing of a backup
lightpath is possible only when the corresponding primary lightpaths are fiber—disjoint. If the
hop count of a primary lightpath is small, the possibility of conflicts with another lightpath
is small. Here, the hop count of the lightpath refers to the number of physical links that the
lightpath traverses. To enable more sharing while avoiding conflicts among lightpaths with
large hop counts, we assign the backup lightpaths in ascending order based on the number of
hop counts, which we call the min—hop—first approach. Assigning the wavelengths sequentially,
starting with the smallest hop count lightpath, should reduce the number of wavelengths not
assigned. After the lightpaths with the shorter hop counts are assigned as backup lightpaths, the
lightpaths with larger hop counts can use wavelengths not yet assigned, since many wavelengths
generally remain unused for those paths.

The following notation is used for explaining our min—hop—first approach.

hfj hop count of primary lightpath that uses wavelength & for node pair i and ;.
Afj: set of physical links used for backup lightpath for primary lightpath 75 using wavelength £.

ij: set of links as yet unchecked as to whether a lightpath can be placed between nodes i and j

using wavelength k. Initially, ij is set to Afj
Using this notation, we next describe our min—hop—first approach.

Step 1: Identify lightpath with smallest hfj

Step 2. For each wavelength p (p = 1,2,---, W), check whether the backup lightpath uses
wavelength p between originating node ¢ and terminating node ;. More precisely, for

each physical link connecting nodes m and n (i.e., link mn € BY;), do the following.
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Step 2.1: If wavelength p on physical link mn is not used by another lightpath, delete
link mn from B}; and go to Step 3. If wavelength p is used by another light-
path, go to Step 2.2.

Step 2.2: If wavelength p on physical link mn is used by another primary lightpath, the
backup lightpath cannot be set up using wavelength p. Return to Step 2 and
examine the next wavelength. If wavelength p is used by a backup lightpath,
check whether the two backup lightpaths can share the wavelength. They
can share it if the corresponding primary lightpaths are fiber—disjoint, which
means that they have no common links. If they can share the wavelength,
delete link mn from B}, and go to Step 3. Otherwise, the backup lightpath
cannot be set up using wavelength p. Return to Step 2, and examine the next

wavelength.

Step 3 If B, = ¢, assign wavelength p to link mn € A7; and go back to Step 1. Otherwise, go

back to Step 2.1 and examine the next link.

We also considered the largest-traffic—first approach, in which the lightpaths are selected
in descending order based on the traffic load on the lightpaths. In the following subsections,
we consider the random approach, in which the lightpath is selected randomly, for comparison

purposes.

3.2.3 Numerical Examples

We first investigated the usefulness of IP over WDM networks with high reliability. CPLEX 6.5
was used to solve the optimization problem. Since it is hard to solve the problem for a large—
scale network, we use a eight-node network diagrammed in Fig. 3.4.

We used our heuristic algorithms to examine its optimality, for which we needed its logi-
cal topology. For this purpose, we used the MLDA algorithm, a heuristic algorithm proposed
by Ramaswami and Sivarajan [6]. The MLDA algorithm works as follows. First, it sets up a
lightpath between nodes if there is a fiber between them. Then, it attempts to set up lightpaths
between nodes in the descending order of traffic rates. Finally, if some wavelengths are still

unused, as many lightpaths as possible are set up using those wavelengths. The direct applica-
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Figure 3.4: Physical topology of eight-node network

Table 3.1: Number of wavelengths required to protect all lightpaths
MILP | min—hop-first | largest-traffic—first
10 10 11

tion of the MLDA algorithm is not appropriate because it does not consider protection. We thus

modified the algorithm as follows.

(1) While the MLDA algorithm sets up a lightpath even if the lightpath has already been set up,
we do not set up multiple lightpaths between two nodes so that more wavelengths are left

for possible use as backup lightpaths.

(2) While the MLDA algorithm sets up lightpaths randomly if any wavelengths remain unused,

we do not assign them for the same reason as above.

The min-hop—first and random approaches do not require a traffic matrix since it is not used
in either algorithm, while the largest-traffic—first approach does need one. We used the traffic
matrix given in [6] for the reference purposes. We set the number of wavelengths used for
primary lightpaths, that is, the wavelengths used by the MLDA algorithm, to five. The results of
the optimization problem and our heuristic algorithm are compared in Table 3.1, which shows
the number of wavelengths required to protect all lightpaths. Good results were obtained with

both algorithms.
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Figure 3.5: Number of wavelengths required to completely protect primary lightpaths

3.2.4 Resultswith Heuristic Approach

We next considered a 14-node NSFNET backbone network (Fig. 2.2) as the network model.
The same traffic matrix [6] was used for reference purposes. Since the MLDA algorithm sets up
lightpaths on the physical topology, we must identify the route of the IP packets. We modified
Dijkstra’s shortest path algorithm to consider the nodal processing delays. We assume that the
delays are derived from a M/M/1 queueing model and that the offered traffic rates are assumed
to be 3, A*%.

Figure 3.5 compares the three approaches in terms of the number of wavelengths required to
protect all lightpaths. The horizontal axis shows the number of wavelengths used for the primary
lightpaths. For example, if the primary lightpaths are established using ten wavelengths to
establish the logical topology, an additional six wavelengths are needed to protect all lightpaths
with the min—hop-first approach. The min-hop-first approach required the smallest number of

wavelengths among the three approaches.
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3.3 Multi Layer Survivability

Ideally, a WDM network would protect all lightpaths so that traffic on a primary lightpath could
be switched to the backup lightpath within about ten milliseconds. However, we need to con-
sider the tradeoff between the processing capability of the IP routers and the limitation on the
number of wavelengths. Setting up more backup lightpaths protects more primary lightpaths,
but because the number of wavelengths is limited, the number of primary lightpaths should be
limited to increase the number of backup lightpaths. Reducing the number of primary light-
paths, however, increases the load on the IP routers, and bottlenecks at IP routers cannot be
resolved. In contrast, increasing the number of wavelengths used for the primary lightpaths
would enable more traffic to be carried by the primary lightpaths. However, in that case, the
advantage of the protection mechanism of a WDM network cannot be used.

There is another problem. While the WDM protection mechanism can switch to the backup
lightpath in the order of ten milliseconds, an IP router may change the route to a better one after
the routing table is updated. Suppose that after a failure occurs, lightpath ij using wavelength
k is switched to the backup lightpath. This naturally increases the propagation delay. After the
router updates its table (typically in the order of ten seconds), it may find a route (which may
consist of two or more concatenated lightpaths) shorter than the backup lightpath allocated by
the WDM protection mechanism.

The main cause of this problem is that we did not consider the possibility of a route change
in the design of the WDM protection mechanism described in section 1.4. To enable the wave-
lengths to be used more effectively, we changed our heuristic algorithm so that backup light-
paths that are not likely to be used by IP are not allocated. The changes to the min-hop—first

approach are as follows.

(1) In Step. 1, after selecting lightpath A%, define set {S}; identify its elements, which are the

25"
node pairs, using h;.

(2) Calculate increased delay 6 under the assumption that the backup lightpath is allocated.

(3) For every node pair sd in {S}, calculate the delay of primary lightpath d,,; and that of the
second-shortest path, d%,. Then, check whether the sum of d,; and 6 exceeds the delay of

de,. If it does, check the next lightpath, A%, without protecting the current lightpath, hfj

i’§'
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Determining how many wavelengths should be allocated for primary and backup lightpaths
is difficult because it depends on the network capacity that must be provided by the primary
lightpaths and on the network survivability that must be provided by the protection mechanism
of the WDM network. We therefore used numerical examples to identify the best balance

between these objectives.

3.3.1 Numerical Examples and Discussion

We investigated the effect of IP/WDM interactions using the NSFNET backbone network model (see
Fig. 2.2).

As shown in Fig. 3.6, the number of protected lightpaths depends on the number of wave-
lengths available in the fiber. To obtain this relationship, we use the MLDA algorithm [6] to
determine the logical topology. The number of wavelengths used for the primary lightpaths
was fixed at eight, and the number of wavelengths for the backup lightpaths was increased
from 0 to 22. Using the modified MLDA algorithm, we established 73 primary lightpaths.
With seven backup wavelengths, these 73 lightpaths are completely protected with all three
approaches (min-hop—first, largest—traffic—first, and random approaches)

Note that even without any backup wavelengths, the number of protected lightpaths is not
0 but 10. This is because, in the modified MLDA algorithm, wavelengths not allocated remain
available to be used later for protection. Between 11 and 13 backup wavelengths, the min-hop-

first approach protected more lightpaths than either the largest—traffic—first or random approach.

We next fixed the total number of wavelengths and changed the number of wavelengths
used for establishing primary lightpaths. Figure 3.7 shows the results for 16 wavelengths. The
horizontal axis shows the number of wavelengths used for backup lightpaths, and the vertical
axis does the numbers of the lightpaths protected by WDM protection mechanisms. With all
three approaches, the number of protected lightpaths first increased with the number of backup
wavelengths, then decreased. This is because when the number of wavelengths reserved for
backup is small, more lightpaths can be protected by increasing the number of wavelengths used
for backup. However, as the number of wavelengths dedicated to backup increases, the number

of primary lightpaths that can be generated decreases, and the number of wavelengths unused
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Figure 3.6: Number of protected lightpaths

increases. The min—hop—first approach protected the most lightpaths for any given number of
backup wavelengths.

The increase in traffic volume at an IP router when a failure occurs is another important
measure of the efficiency of the protection mechanism of an WDM network. To evaluate it, we
again fixed the number of wavelengths at 16 and changed the number of wavelengths used for
the primary lightpaths. For each number of wavelengths for primary lightpaths, we measured
the increased loads at the routers after a single—fiber failure. By examining all cases of single—
fiber failure, we identified the maximum load at each router. The increased traffic rates at each
router, when 10, 12, and 14 wavelengths were used for the primary lightpath, are shown in
Fig. 3.8, 3.9, and 3.10, respectively. The increased traffic rate was measured in terms of the
packet rate [Mpps]. We assumed the packet length to be 1000 bits and the processing capability
of the router to be 40 Mpps. The figures show that the maximum traffic rate at the routers
gradually increased as the number of wavelengths used for primary lightpaths was increased.
Conversely, the traffic rate at the routers increased as the number of backup lightpaths was
reduced. With the min-hop-first approach, the loads were larger than with the largest—traffic—
first approach. That is, the largest—traffic—first approach is a better choice for an IP over WDM

network if the IP routers are a primary cause of bottlenecks within the network.
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Figure 3.7: Number of protected lightpaths with fixed number of available wavelengths.

To clarify this difference, we next examined the three approaches in terms of traffic volume.
As shown in Fig. 3.11, as the number of wavelengths used for the primary lightpaths was in-
creased, the volume of traffic protected by the backup lightpaths first increased, then decreased,
because the number of wavelengths available for backup got smaller. In contrast, the amount of
traffic that can be restored by the IP routing protocol increases as the number of wavelengths
used for the primary lightpaths is increased. The total volume of traffic not protected by the
backup lightpaths is shown in Fig. 3.12. When the number of wavelengths in the fiber was
below nine, the traffic was perfectly protected. However, when it exceeded nine, the volume of
traffic not protected suddenly increased. Of course, it can be restored by IP routing after the
routing table is updated, which we will discuss next.

First, however, from Figs. 3.11 and 3.12, we see that the largest—traffic—first approach pro-
tected more traffic than the min—hop—first approach. This is because it allocates the backup
lightpaths based on traffic volume.

Finally, we discuss the traffic volume protected after the IP routing table is updated. Fig-
ure 3.13 shows the volume of traffic protected when the routing tables at the nodes were simulta-
neously updated. The difference from Fig. 3.11 is due to changes in several IP routes. Although

IP does not select several backup lightpaths as routes, we must take this possibility into account.
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used for primary lightpaths is 10

One of our future research topics to build a set of perfectly backed—up lightpaths such that IP
chooses those lightpaths as its own routes. Figure 3.14 is the complement to Fig. 3.13; it shows
the volume of traffic not protected after the routing tables were updated.

These results clearly show that our proposed algorithm can be used to estimate the number of
wavelengths required for primary and backup lightpaths to achieve a good compromise between
high performance (by establishing a WDM logical topology) and high reliability (by protecting
a larger number of primary lightpaths). Using it, we found that the min—-hop—first approach
is better for improving network reliability, while the largest-traffic—first approach is better for
reducing the traffic loads at the IP routers.

We also applied our heuristic algorithms to NTT’s backbone networks, which have 49 nodes
and 200 links. For the traffic matrix, we used publicly available traffic data [44]. We again found

that the largest—traffic—first approach protects more traffic than the other approaches.
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Figure 3.9: Maximum traffic load at IP routers after single—fiber failure:; number of wavelengths
used for primary lightpaths is 12

3.4 Conclusion

In this chapter, we discussed the multi-layer survivability in IP over WDM networks. In Sec-
tion 3.2, we considered the reliability mechanism in the IP over WDM network. Assuming a
single—fiber failure in the network, we formulated the shared path protection mechanism as an
optimization problem. It is formulated as MILP, and computationally intensive as the network
size grows. Accordingly, we proposed heuristic algorithms and compared the results with the
solution obtained by MILP. Through numerical examples, we compared the number of wave-
lengths required for the reliable network. We next considered the functional partitioning of IP
routing and WDM protection to improve reliability. Based on using our heuristic algorithm,
we discussed the effect of interaction between the IP and WDM layers. We showed that the
largest-traffic-first approach is best if our primary concern is traffic load at the IP routers after a

failure.
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Figure 3.10: Maximum traffic load at IP routers after single—fiber failure: number of wave-
lengths used for primary lightpaths is 14
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Figure 3.13: Total volume of traffic protected by backup lightpaths after IP routing table update

46



300 ! ! ! ! ! !
R |
) 200 largest-traffic —— L
% min-hop ------- x5/
° random X i
> 150 |t AN R AR -
o s s s s Ll
= : : : : PoX
© i i i i -/ !
= 100 [ B S .
| | | | X!
s s s D s
50 R o P o —
O | | l | |

2 4 6 8 10 12 14 16
# of primary wavelengths

Figure 3.14: Total volume of traffic not protected by backup lightpaths after IP routing table
update

47



Chapter 4

Methods for Designing Logical Topologies
for Quality of Reliability

Building a highly reliable network is becoming more important as the number of wavelengths
increase with advances in WDM technology. In this chapter, we introduce QoR (Quality of
Reliability), a concept related to QoS that reflects reliability in a WDM network. QoR can be
used to guarantee a maximum recovery time, based on the user’s request, and guarantee that
backup lightpaths will be available. In the conventional quality—based lightpath configuration
methods, the failure-recovery quality is guaranteed only probabilistically. That is, these meth-
ods are aimed at improving the efficient usage of network resources, but at the cost of a 100%
guarantee of failure recovery. Thus, we introduce QOR as a new QoS metric aimed at providing

highly reliable lightpaths.

4.1 Quality Metrics in Existing Fault Tolerance Methods

Several researchers have discussed methods to design logical topologies with protection [9,
23,24]. Most of the existing protection methods try to minimize the number of wavelengths
when designing the logical topology or to maximize the total throughput within the network.
The shared protection method is an effective way to further reduce the number of wavelengths
needed under the single—failure assumption.

Wavelength resources can also be used more effectively if we introduce several classes of

guarantee with respect to the probability of failure recovery [24]. The conventional protection
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method only guarantees complete failure recovery (i.e., a single class with a 100% guarantee).
Likewise, another guarantee class with a smaller probability of failure recovery can be offered
[23]. That is, backup lightpaths are provided for only the connections requesting a higher class
of protection, and thus a higher probability of failure recovery.

Recent research has focused on providing QoS with respect to failure recovery in an optical
WDM network [23, 24]. QoP (Quality of Protection) was then introduced to realize QoS in
an optical network [24], through a probabilistic failure recovery model where only a certain
fraction of traffic, which can be specified by the user, is restored after failure. A different
approach from [9, 24, 26]. is to consider the possibility of two or more components failing
at the same time (a multiple—failure assumption) and assume that each primary lightpath has
its own reliability metric that can be determined from the failure probabilities of the network
components [23]. Based on this approach, backup lightpaths are partially configured for the
primary lightpath according to the specified probability. However, in these QoP—based lightpath
configuration methods, the failure-recovery quality is guaranteed only probabilistically. That is,
these methods are aimed at improving the effective usage of network resources, but at the cost
of a 100% guarantee of failure recovery.

In this chapter, we introduce a new metric to define QoS with respect to the reliability pro-
vided by the optical layer. This metric, which is based on the maximum recovery time defined
as the maximum time between failure occurrence and the time at which traffic is switched to
the backup lightpath, is QoR. The QoR can be used to guarantee the maximum recovery time
according to user requests and provide a 100% guarantee that a backup lightpath will be avail-

able.

4.2 QoR and Recovery Time Modeling

4.2.1 QoS Classification based on Maximum Failure Recovery Time

In the QoR definition, class is associated with the maximum recovery time. By specifying a
QoR class, we can guarantee a corresponding maximum recovery time upon failure for each
connection. In the QoR system we propose, QoR; (the highest class) guarantees the minimum

failure recovery time. QoR,, provides no lightpath protection, and the actual failure recovery

49



Table 4.1: QoR (Quality of Reliability)
QoR; | failure recovery within D,,,;,
QoR, | failure recovery within (D, + Dscate)
QoR; | failure recovery within (D, + 2D;cale)

QoR,, | failure recovery within (D,,;, + (n — 1) Dscqre)

| QoR, | no lightpath protection provided |

is left to the upper-layer protocol (e.g., IP). More specifically, QoR,, guarantees the maximum

recovery time associated with class n, denoted as RT'(QoR,,). One of its simplest forms is

RT(QoR,) = a+bx* f(n), 4.1)

where a, b, and f(n) are determined by the network operator based on the network environment.
By configuring f(n), a QoR class can be represented in an arithmetic or geometric progression,

or any other form. In the numerical evaluation of Section 4.4, f(n) is set simply as

f(n)=n-1, (4.2)

and a = D,,;, is the minimum recovery time, which includes the time needed to switch from
the primary lightpath to the backup lightpath. The step—width of the recovery timeisb = D ,.qe,
which includes the processing time to propagate the failure information and to reserve wave-
lengths at each node of the backup lightpath. The function RT'(QoR,,) should be appropriately
determined for a given network environment, but specification of only a class—dependent recov-
ery time is not sufficient. We must consider a more precise definition of the recovery time. The

node—pair dependent recovery time is discussed in Section 3.2.

4.2.2 QOoR Specification for Each Node Pair

There may be no route that can be used to configure backup lightpaths in a way that guarantees
the maximum recovery time specified for the QoR class. Figure 4.1 shows an example of such a

case. In the figure, there are two routes from node A to node F. Oneis[A - B - C — D —
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Figure 4.1: Example topology

Table 4.2: QoR dependent on node pair

| QoR | Maximum recovery time || QoRi; | | QoR; |
QoRy Dinin — —
QoRy Dinin + 1% Dgeqie — QoR;;(1)
QoR; Diin + 2 % Discate QoRyy(1) QoR; J(2)
QoRy Dinin + 3 % Discate QoRyy(2) QoR;;(3)
QoR; Dinin + 4 % Discate QoRy3(3) QoR;; (4)
QoR., | No protection lightpaths || QoR;(oc) Qo Rij(oo)

E — F], and the other is [A — G — H — F]. The propagation delay of the first route is 25
ms in total, while that of the second is 44 ms. In this situation, if node pair AF requires a QoR
class with a maximum recovery time of 20 ms, no lightpath route would provide the required
recovery time. The recovery time includes the time needed to propagate the failure notification,
and this takes more than 20 ms regardless of the route assigned to the primary lightpath.

Thus, the QoR concept should be extended to allow the network operator to specify the
QoOR class for each node pair 5. This means the network operator will begin by examining the
smallest possible recovery time for node pair 5, determined by including the propagation delay
between nodes 7 and 7, the node delay for lightpath switching, and so on. This minimum time is
set as the recovery time for the highest class for node pair 12, which is represented as QoR15(1).
The recovery times of the lower classes, QoR12(2), QoR12(3), ... are then determined in the
same way. In the example shown in Table 4.2, the original QoR classes are defined by Eq.

(4.1). First, QoR12(1) for node pair 12 is mapped to QoRj3. Then, the network operator maps
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QoR12(n) to QoR,.». The network operator makes this decision for each node pair. The
mapped QQoR;; are provided to end users, and an end user using node pair i; can choose the

preferred class from QoR;;(-).

4.2.3 Modeling Recovery Times

In this section, we describe the behavior of the protection method and explain how the recovery
time is determined. As shown in Fig. 4.2, primary lightpath L is protected by several backup
lightpaths P, (1 < x < B). Here, B is the number of backup lightpaths for primary lightpath
L and is at most equal to the number of intermediate nodes that the primary lightpath traverses.
We also define segment x as a part of the primary lightpath between the source and destination
nodes of P, (denoted as S, and D,, respectively). Using this notation, we will describe the
protection method and show how the recovery time is modeled.

To provide QoR, we need to set up several backup lightpaths in such a way that the max-
imum recovery time of each segment provided by each backup lightpath does not exceed a
threshold value. For this purpose, we modify the SLSP (Short Leap Shared Protection) method
[34]. In the original SLSP, several backup lightpaths are configured for each primary lightpath,
so that any two neighboring backup lightpaths overlap (Fig. 4.3). Unlike the shared protection
methods, SLSP enables recovery from a node failure. For example, if a failure occurs at node
D, node C switches the traffic to the backup lightpath directly connected to node H.

The quality metric is estimated by specifying the maximum length of the backup lightpath
such that its length will be shorter than the threshold [34]. However, when SLSP is used, only
the length of the backup lightpath is specified. In contrast, we want to allow users to specify
the maximum recovery time for primary lightpath L. Such a QoR can be realized by allocating
backup lightpaths in a way that ensures the maximum recovery time of each segment is smaller
than that segment’s threshold. Positioning two neighboring segments so that they overlap also
enables recovery from a single-node failure.

The recovery time is modeled as shown in Fig. 4.2. When a failure occurs in segment z,
the nodes next to the failed component send information to the nodes that precede it. When the
failure information arrives at node S, it reserves wavelengths on the prepared backup lightpath,

P,, by sending a reservation signal to D, through nodes k, k+1, ... k+ H,. Here, H, isthe hop
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count of backup lightpath P,. When the activation is completed, node S, switches the traffic
on the primary lightpath onto P,. The recovery time when a failure occurs in segment = thus

consists of three factors;
e Delay needed to propagate the failure information to node S,
e Configuration time needed to reserve wavelengths at each node of backup lightpath P,

e Switching time needed to move the traffic from the failed primary lightpath onto backup

lightpath P,
Thus, the maximum recovery time when a failure occurs in segment = (denoted as RT,) is

ha
RTx = Z dk(k+1) + Dnode X (Hm + ]-) + Dconf; (43)
k=Sz

where D,,q. is the wavelength reservation time needed at each node along P,, and D, is the
switching time at node S,. In Eq. (4.3), d,; is the propagation delay between nodes ¢ and j. h,

is the maximum hop count that the failure information has to traverse in segment x:

Da: - 17 D:t S Sx—l—la
hy = (4.4)
S:t—f—l -1, Sx < S:t—f—l < D,.

backup path backup path backup path primary lightpath L backup path
P1 P2 P3 Ps-1

.'""I'-'" "'7'""', .'"""-" Sty _"'T'""', .'""'-‘ """ . P8
é AN A X AN A X b
A A & A o5

source ; destination
node ' ! ! , ! ! ! ' node
! ! ! ! ! ! !

' segment B-1 '
:

| | | }.7

segment 1 ‘ segment 2 ! segment B
k k+1 k+H;
AT N N~ | Nhing
--------- OO - - Oeecfrny P

Primary Lightpath L

Figure 4.2: Primary lightpath protected by several backup lightpaths P, (1 < x < B)

53



segment2

segment4

....... - segment3

Figure 4.3: Illustrative example of SLSP

The maximum recovery time for primary lightpath L, RT,,.. (L), is the maximum of RT, for
each segment z, and thus,
RT,4: (L) = max RT,. (4.5)

4.3 Logical Topology Design Algorithms for Satisfying QoR
Requirements

In this section, we describe three heuristic algorithms for designing logical topologies that sat-
isfy the QoR requirements. The objective in designing the logical topology is to minimize the
number of wavelengths when the traffic volume and QoR requirements for each node pair are

given. In essence, all three algorithms work as follows.

Step 1. For each node pair ij, set metric 3;; based on QoR;;(-), which is used to deter-

mine the order of node pairs assigned to lightpaths.

Step 2: In descending order of metric 3;;, assign the route and the wavelengths.

The route of a backup lightpath is assumed to be configured on the shortest hop route between
source node S, and destination node D,, and the route is disjoint with the links or nodes of
its primary lightpath, L, except nodes S, and D,. The backup lightpath is set up based on the
hop count because, as shown in Eq. (4.3), the failure recovery time is highly dependent on the
number of hops in the recovery model.

Before explaining how the wavelength is allocated to the backup lightpaths, we should men-
tion that wavelength conversion is not taken into consideration here, so the same wavelength
must be used for each lightpath (i.e., a wavelength continuity constraint). When a backup light-

path is set up to protect one segment of L, the same wavelength on L must be assigned to the
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Figure 4.4: Wavelength continuity

backup lightpath since the backup lightpath will become part of the primary lightpath after a
failure (Fig. 4.4). However, when the source and destination nodes of the backup lightpath are
identical to those of L, the wavelength of the backup lightpath does not have to be the same as
that assigned to the primary lightpath because in this case the backup lightpath does not share
any links with the primary lightpath.

In what follows, we will introduce two algorithms for wavelength assignment of primary

and backup lightpaths: Max—Shared algorithm and Layered Graph algorithm.

4.3.1 First-Fit Algorithm

The First—Fit algorithm first determines the routes of the primary and backup lightpaths. This is
a combinational optimization problem to determine routes for the best set of a primary lightpath
and backup lightpaths. To simplify the algorithm, the primary lightpath is routed by selecting
the route with the smallest propagation delay between nodes, while the backup lightpath is set
on the route that has the minimum hop count on the link/node disjoint path.

After the routes of all the primary and backup lightpaths are determined, a wavelength is
assigned to each lightpath based on the First-Fit (FF) policy [45]. The FF policy works as

follows. If the algorithm discovers that several wavelengths {\;,, Ai,, ..., Ai; i1 <ida < ... <
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i, } are available for the lightpath, it selects the one with the lowest index (i.e., A;, is selected
). Note that the assignment depends on whether the source and destination nodes of the backup

lightpath are the same as those of the primary lightpath. That is,

o If the nodes are identical, different wavelengths can be assigned to the primary lightpath
and the corresponding backup lightpath. Therefore, the algorithm first searches for an
available wavelength for the primary lightpath. The wavelength for the backup lightpath

is then determined independently of the wavelength assignment for the primary lightpath.

o If a backup lightpath only partially protects the primary lightpath, the primary lightpath
and the set of backup lightpaths must be assigned the same wavelength to satisfy the

wavelength continuity constraint.

4.3.2 Max-Shared Algorithm

In the Max—Shared algorithm, the routes of the primary lightpath and a set of backup lightpaths
are determined and then wavelengths are assigned to these lightpaths. The routing algorithm for
primary and backup lightpaths is the same as for the First—Fit algorithm, i.e., finding the min-
imum propagation delay for the primary lightpath and the minimum hop count for the backup
lightpaths. The difference from the First—Fit algorithm is in the wavelength assignments. In the
Max-Shared algorithm, all available wavelengths are examined for possible assignment to both
the primary and backup lightpaths, and the best one is chosen. During the evaluation of each
wavelength, the number of links newly used for the backup lightpath is counted, and the count
is set as the cost of the wavelength. Only if the source and destination nodes of a backup light-
path are the same as those of the primary lightpath, the wavelength for the backup lightpath
is assigned independently of the primary lightpath. Note that we select the wavelength with
minimum cost if several wavelengths are available for the backup lightpath.

The Max-Shared algorithm enables more efficient use of wavelength resources compared
to the First—Fit algorithm. This is because the it assigns a wavelength to each set of primary
and backup lightpaths selected from all possible wavelengths to maximize the number of wave-
lengths that are shared with other lightpaths, while the First—Fit algorithm does not try all avail-

able wavelengths.
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Figure 4.5: Example of a layered graph (number of wavelengths = 1)

4.3.3 Logical Topology Design Algorithm based on a Layered Graph

We next propose a new algorithm which is based on a layered graph. The layered graph consists
of a set of wavelength graphs G,,(1 < n < W), each of which corresponds to the graph for
wavelength A, [46]. Wavelength graphs are independent of each other if wavelength conversion
is not allowed. The layered graph enables us to determine both the route and the wavelength
of the lightpath at the same time by calculating the shortest route for each wavelength. Figure
4.5 shows an example of a layered graph in which the number of wavelengths is set to 1.
The solid lines in each wavelength graph, G,,, indicate that wavelength A, is free on that link,
whereas dotted lines indicate that the wavelength is already being used for a primary or backup
lightpath. The metric for each edge of G, is the propagation delay of the corresponding link.
To determine the wavelength to be assigned to each set of primary and backup lightpaths, we
introduce cost C™ for each wavelength )\,,; it denotes the number of links where wavelength A,
is newly used by the set of primary and backup lightpaths. The proposed algorithm works as

follows.

Step 0: Set w, representing the number of wavelengths needed to construct the logical topology,
to O.

Step 1: For each possible lightpath between nodes 7 and j, perform Steps 2 through 4.

Step 2. Update w by calculating the number of wavelengths already used by some links.
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Step 3: From \; to A\, 1, perform the following steps. (Assume that \,, is currently chosen in

the following steps.)

Step 3.1:

Step 3.2:

Step 3.3:

Check whether a route consisting of only unreserved wavelengths exists be-
tween node pair 5 on graph G,,. If such a route does not exist, the primary
lightpath cannot be set up. If so, go back to Step 3 and check the next wave-
length on G,,;,. Otherwise, the primary lightpath, denoted by L,;, is set up on
the route using \,, and update the metric of edges on G,,. That is, delete the
corresponding links on L;; from G,, and set the cost of primary lightpath C to

the number of deleted links.

Based on SLSP, a set of backup lightpaths {P;, P, ..., Py}, each of which
should satisfy the QoR;; requirements, can be derived. For this purpose, the
route of the backup lightpaths are determined such that the backup lightpaths
are disjoint to the primary lightpath, L;;, and the hop count of the route is mini-
mal. To satisfy these two conditions, calculate C, the cost for assigning wave-
length A, to backup lightpath P, (1 < r < k) and determine the set of backup
lightpaths for L;;.

Step 3.2.1: When the source node and destination node of P, are identical to
those of L;;, P, can be tentatively assigned to each wavelength \;
(1 <i < w+1). If the backup lightpaths are partially configured
at L;;, perform Step 3.2.2 only for graph G,, because the backup
lightpath partially protecting the primary lightpath must be assigned
the same wavelength as the primary lightpath.

Step 3.2.2: If backup lightpath P, can be set up on wavelength graph G., count
the number of links that are newly used on ., and set the cost,
C., of P, to the number. After checking all wavelengths (i.e., G,
through GG, 1 1), select the ¢’ for which cost C.. of the corresponding

G is minimal. Then, set C. to C.

k
SetC"to C) + Z C'. Here, C™ is the cost of wavelength \,, for setting up
r=1
both the primary and backup lightpaths between nodes i and j. Go back to Step
3.
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Figure 4.6: 14-node random network

Step 4: Select a such that C' is the minimum value of {C*, C?, ..., C*'} and assign wave-
length \, to P, and P, (which is partially protecting P,). Then, assign .., which is
pre—calculated in Step 3.2.2, to the path protection backup lightpath.

The algorithm calculates the cost of assigning the primary and backup lightpaths for each
wavelength in Steps 3.1 and 3.2, respectively. In Step 3.3, cost C* is calculated for each backup
lightpath » on \,,, where cost means the number of newly used wavelength resources. Step 3
determines the actually used wavelength that minimizes the cost of assigning both the primary
and backup lightpaths and sets up the lightpaths using A,. Note that the above algorithm counts
the number of wavelengths needed, w. However, when the number of wavelengths is set to IV,

Steps 3.1 through 3.4 are performed from A; to Ayy.

4.4 Numerical Evaluation and Discussion

4.4.1 Network Models

We used a 14-node NSFNET model (Fig. 2.2) and a traffic matrix (Table 4.3) to evaluate the
three algorithms. The traffic matrix contains relative values of the amount of traced traffic on
NSFNET in 1992. We introduced traffic scale factor - and used the traffic matrix multiplied by
« as the actual traffic demand. We assumed Gbps to be the unit for the traffic matrix.

The bandwidth of each wavelength was set to 10 Gbps, and a connection whose requested
bandwidth exceeded 10 Gbps was assigned multiple lightpaths to carry the traffic. When two

or more lightpaths were assigned to a connection, we set them on the same route.
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We also used a randomly generated network with 21 links placed randomly within the 14—
node network. Note that the numbers of links and nodes were the same as for NSFNET. The
propagation delay for a link was also given randomly and ranged from 0.7ms to 11.2ms, which
are the shortest and longest propagation delays of links in the original NSFNET. A traffic matrix
for the network was randomly selected between 0.0004 and 21.030, the minimum and maximum
values in Table 4.3.

In the following subsections, D,,;, = 10ms, Dy.qe = 2ms, D,,pqe = 1ms, and D, s = 0.

4.4.2 Evaluation Results and Discussion

First, we will look at the number of wavelengths needed with each algorithm when every node
pair ij requests the same QoR,;;. More specifically, in the current example, the network operator
prepares QoR;; classes that are dependent on node pair ;. For example, consider node pair 3, 4
in NSFNET (Fig. 2.2). If the primary lightpath is set to route [3 — 4] and a backup lightpath
issetto [3 — 1 — 2 — 5 — 4], the maximum recovery time is 6.8 ms. If lightpaths are set on
different routes, the maximum recovery time will be more than 6.8 ms. Therefore, 6.8 ms is the
minimum of the maximum times that can be guaranteed for node pair 3, 4. Here, if D,,;, and
D,.qc are set to 5 ms and 1 ms, respectively, the maximum recovery time guaranteed in QoR»
is 6 ms and that in QoRj3 is 7 ms. Accordingly, QoR34(1) is set to QoRs.

In the current example, however, all node pairs are assumed to request the same class to
simply show the relationship between QQoR;; and the number of wavelengths needed with each
algorithm. The horizontal axis in Fig. 4.7 shows the class number that all node pairs request.
The vertical axis shows the number of wavelengths needed to set up all the primary and backup
lightpaths to fulfill the requests. To obtain this figure, we used the NSFNET network model
(Fig. 2.2) and set traffic scale factor « to 1.

The proposed algorithm, based on the layered graph, enabled the wavelength resources to
be used more efficiently than with the other algorithms, especially when QoR;; was high (e.g.,
QoR;; = 1 or 2). When QoR;; is high, more backup lightpaths must be configured throughout
the network to achieve the required recovery times. In this situation, the layered graph algorithm
can determine routes for each primary and backup lightpath in a way that requires fewer addi-

tional wavelength resources. Note that a solid line without points represents the result when no
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Figure 4.7: QoR;; vs. number of wavelengths in NSFNET (o = 1)

backup lightpath is prepared for a primary lightpath (labeled as Non—Protection in each figure),
or the result when only one backup lightpath is configured for each primary lightpath based
on the layered graph, which guarantees 100% reliability (labeled as 100% Guarantee in each
figure). The number of wavelengths needed with our QoR was at most 100% more than what
was needed with no protection. Moreover, the number of wavelengths needed with the three
algorithms was at most 50% more than the result for a 100% guarantee.

In Figs. 4.7, 4.8, 4.9, and 4.10, the number of wavelengths needed for a 100% guarantee
exceeded the number needed with the layered graph algorithm at lower QoR;;. This is because
even for the lower QoR;;, the number of backup lightpaths configured by the layered graph
algorithm slightly exceeded the number needed for a 100% guarantee. As a result, the layered
graph algorithm required fewer wavelengths than in the 100% guarantee case. This tendency

was also observed when the algorithms were applied to a randomly generated network (Fig. 4.8).

When the traffic volume was increased (o« = 2 in Fig. 4.9 and o = 5 in Fig. 4.10), the
layered graph algorithm still enabled the most efficient use of wavelength resources. We then
limited the number of wavelengths, W, to 20 and configured QQoR;; as in the previous eval-
uations. The number of blocked connections due to a lack of available wavelength resources
and the total traffic volume at the blocked connections are shown in Figs. 4.11 and 4.12, re-
spectively, for the NSFNET model with o = 1. There was no significant difference among the

three algorithms when W = 20. However, when the number of wavelengths was set to 50, the
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Figure 4.8: QoR;; vs. number of wavelengths in a Random Network (o = 1)
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Figure 4.9: QoR;; vs. number of wavelengths in NSFNET (o = 2)

advantage of the layered graph algorithm became significant in terms of the number of blocked
connections and the amount of blocked traffic, as shown in Figs. 4.13 and 4.14, respectively.
This was because the greater number of available wavelengths made it easier to find available
wavelength resources for the backup lightpaths that could be shared with other backup light-
paths. In other words, more wavelengths enables more wavelength sharing, and the advantage
of the layered graph algorithm becomes increasingly significant as the number of wavelengths
rises. Note that there was no blocking in the case of no available backup lightpaths when the

number of wavelengths was set to 50.
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Figure 4.10: QoR;; vs. number of wavelengths in NSFNET (a = 5)
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Figure 4.11: Number of blocked connections in NSFNET (W = 20)
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Figure 4.14: Amount of blocked traffic in NSFNET (W = 50)

4.5 Conclusion

In this chapter, we introduced QoR, a concept related to QoS that reflects reliability in a WDM
network. QOR can be used to guarantee a maximum recovery time set according to the user’s
request and provide a 100% guarantee that backup lightpaths will be available. By extending
QoR, we can specify a QoR for each node pair ij as QoR;;. We introduced two heuristic
algorithms based on QoR;; that can be used to design a logical topology with a protection
method that satisfies QQoR;; requirements. The objective of the algorithms is to minimize the
number of wavelengths needed to carry the overall traffic and provide fault tolerance within QoR
requirements. Numerical results showed that the algorithm, which is based on a layered graph,
enables more efficient use of wavelength resources than is possible with the other algorithms,
especially as the requested traffic volume grows. The algorithm also allows more connections

to be carried when using a limited number of wavelengths.
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Chapter 5

Incremental Lightpath Management for

IP over WDM Networks

In the studies described in the previous chapters, we assumed that traffic demand is known a
priori. Such an assumption is, however, inappropriate when WDM technology is applied to the
Internet. A more flexible network provisioning approach is necessary for the Internet. In this
chapter, we propose a new approach called “incremental capacity dimensioning” for dimen-
sioning the capacity of reliable IP over WDM networks. Our incremental approach consists
of three steps for building the logical topology: an initial phase, an incremental phase, and a
readjustment phase. With our approach, the logical topology can be adjusted according to in-
crementally changing traffic demand. During the incremental phase, primary paths are added
as traffic increases. At the same time, the backup lightpaths are reconfigured since they do not
affect the traffic carried on the operating primary paths. Our algorithm, called MRB (Minimum
Reconfiguring for Backup lightpath), assigns the wavelength route in such a way that the num-
ber of backup lightpaths to be reconfigured is minimized. Our results show that the total traffic
volume which the IP over WDM network can accommodate is increased by using our MRB
algorithm. We also introduce another QoR implementation within our three—step approach and

explain how our optimization formulation supports the QoR.
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Figure 5.1: Three—step approach to reconfiguring logical topology of reliable IP over WDM
network

5.1 Managing Logical Topology for Reliable IP over WDM

Networks

In this section, we explain our incremental approach to capacity dimensioning of reliable IP
over WDM networks [29]. It consists of initial, incremental, and readjustment phases, which
will be described in the following subsections in turn. In each phase, if a sufficient number of
lightpaths cannot be set up due to a lack of wavelengths, alert signals are generated so that the

network provider can increase the number of fibers to meet the increasing traffic demand.

5.1.1 Initial Phase

In the initial phase, primary and backup lightpaths are set up for given traffic demands. Our ap-
proach allows for the likelihood that the projected traffic demands are incorrect. The lightpaths
are adjusted in the incremental phase.

Existing methods for designing the logical topology can be used in this phase. They in-
clude the method for designing the logical topology for primary lightpaths described in [6], and
the heuristic algorithm for setting up backup lightpaths for IP over WDM networks. In this
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Figure 5.2: Logical topology management model used in incremental phase

phase, the number of wavelengths used for setting up the lightpaths should be minimized so

that wavelengths remain for handling increased traffic volume in the incremental phase.

5.1.2 Incremental Phase

The logical topology established in the initial phase must be changed as the patterns of traffic
change. This is done in the incremental phase. Our logical topology management model is
illustrated in Fig. 5.2. In this model, traffic measurement is mandatory. One way to measure
it is to monitor lightpath utilization at the originating node. If it exceeds some threshold C',
(0 < Cy, < 1), the node requests the lightpath management node (LMN), a special node for
managing the logical topology of a WDM network, to set up a new lightpath. This is a sim-
plest form of a measurement—based approach. However, this approach is insufficient for a data
network; we need an active measurement approach to meet the user—oriented QoS requirement.

In our model, we assume that the LMN eventually knows the actual traffic demand through
traffic measurement. It then solves the routing and wavelength assignment problem for both
the primary and backup lightpaths. A message to set up a new lightpath is returned to the
originating node, and the result is reflected in the WDM network.

As lightpath setup requests are generated, the number of wavelengths available decreases,

eventually leading to blocking. To minimize the possibility of blocking, the backup lightpaths
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are reconfigured for more effective use of the wavelengths. Only the backup lightpaths are re-
configured because they do not carry traffic unless a failure occurs. The primary lightpaths are
not changed in this phase so the active traffic flows are not affected by the lightpath reconfig-
uration. In this phase, an algorithm is needed for assigning a routing and wavelengths for the
new primary lightpaths and one for reconfiguring the backup lightpaths. They will be described
in Sections 5.2.1 and 5.2.2 in detail.

5.1.3 Readjustment Phase

In the readjustment phase, inefficient usage of wavelengths, which is caused by the dynamic and
incremental wavelength assignment in the incremental phase, is resolved. To improve wave-
length usage, all the lightpaths, including the primary ones, are reconfigured. A static design
method can be used to do this. Unlike in the initial phase, however, the primary lightpaths are
already transporting traffic. The effect of reconfiguration on service interruption should thus be
minimized, even if the resulting logical topology is a semi—optimal solution. This is because
a global optimal solution will likely require rearranging most of the lightpaths within the net-
work. Thus, the new logical topology should be configured step by step from the old one. One
promising method for doing this is the branch-exchange method proposed by Labourdette et
al. [47].

Another important issue in this readjustment phase is when to reconfigure the logical topol-
ogy. A straightforward approach is to do it when an alert signal is generated. (An alert signal
means a lightpath cannot be set up due to the lack of wavelengths.) The logical topology is
reconfigured so as to minimize the number of wavelengths used enabling the lightpath to be
accommodated. References [48,49] gave a reconfiguration policy for this issue, but they only
address the primary lightpaths. Further study is needed to include the rearrangement of the

backup lightpaths.

5.2 Incremental Capacity Dimensioning

As we described in Section 5.1, the LMN solves the routing and wavelength assignment prob-

lem for each new primary lightpath and an optimization problem for reconfiguring the set of
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backup lightpaths. We will now describe these in more detail.

5.2.1 Routing and Wavelength Assignment for Primary Lightpath

For each new lightpath setup request, the LMN first solves the routing and wavelength assign-
ment problem for the primary lightpath. The primary lightpath is selected from among the free
wavelengths and the wavelengths being used for backup.

If there is a lightpath having the same source—destination pair as the new lightpath, the new
lightpath is set up along the same route as the existing lightpath. This is because in IP over
WDM networks, the IP layer recognizes that paths on different routes are viewed as having
different delays. Hence, the IP layer selects the path with the lower delay, and there is no effect
of having multiple lightpaths between source—destination pairs. In some cases, route fluctuation
may occur between multiple routes. If no existing lightpath has the same source—destination
pair, the new lightpath is set up along the shortest route.

With our minimum reconfiguring for backup lightpath (MRB) algorithm, wavelengths are
selected such that the number of backup lightpaths to be reconfigured is minimized. By mini-
mizing the number of backup lightpaths to be reconfigured, we minimize the amount of change
to the optimal logical topology obtained in the initial or readjustment phase. Note that actual
wavelength assignment is done only after the backup lightpaths are successfully reconfigured
(see algorithm below). If there is no available wavelength, an alert signal is generated. More

specifically, our algorithm is works as follows.

MRB algorithm

Step 1 For each wavelength &, set ¢, = { }.

Step 2 Determine the number of backup lightpaths along the route of the requested primary

lightpath, P,..,, that must be reconfigured. For each wavelength &, do Step 3.

Step 3 For each link pg along the route of P,..,, check whether wavelength & is currently being
used. If it is being used by a primary lightpath, set ¢, <« oo and return to Step 2. If it
is being used by a backup lightpath (P,;4), set ¢, = ¢ U P,4. After all the wavelengths
have been checked, return to Step 2 and examine the next wavelength. Otherwise, go to

Step 4.
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Step 4 Select wavelength £’ such that the number of elements of ¢, is minimal.

When multiple lightpaths are necessary between the source—destination pair, lightpaths can-
not be set up along different routes. Multiple lightpaths with different routes are prohibited be-
cause the IP routing may not choose those paths. That is, IP routing puts all packets onto the pri-
mary lightpath with the shortest delay. Multiple lightpaths with different routes can be avoided
by using an explicit routing in MPLS [50], and the traffic between the source—destination pair
can be divided between the multiple primary lightpaths by explicitly determining the lightpath
to use via labels [51]. In this case, our algorithm can be extended so that if there is no available
wavelength along the shortest path, the next shortest route is checked for possible wavelength

assignment.

5.2.2 Optimization Formulation for Reconfiguring Backup Lightpaths

If a wavelength currently allocated for backup is selected for a new primary wavelength, the
backup lightpaths must be reconfigured within the logical topology. Here we describe an op-
timization formulation that minimizes the number of wavelengths used for backup lightpaths.
By doing this, the possibility of the next arriving lightpath setup requests being blocked is min-
imized. A shared protection scheme is used to improve the use of wavelengths [9]. Before
formulating the optimization problem, we summarize the notations used to characterize the

physical WDM network.

N: number of nodes in physical WDM network
W: number of wavelengths per fiber

Pnn: physical topology defined by set {P,.,,}. If there is a fiber connecting nodes m and n,

P,.. = 1, otherwise P,,,, = 0.

Cmn:  cost between node m and n. Here, we use the propagation delay.

We next introduce the parameters used to represent the route and wavelengths of primary

lightpaths where its backup lightpaths are to be reconfigured.
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PE: If a backup lightpath for a primary lightpath between node 7 and node ;j using wave-
length & must be reconfigured, P = 1, otherwise P} = 0. P is determined using the

our MRB algorithm.

RE:  route of lightpath from node 7 to node j using wavelength &. It consists of a set of

physical links: (i,my), (m1,ma), . . ., (my, ).

o¥  If the primary lightpath uses wavelength & on physical link mn, of = 1, otherwise

of,, = 0. o, is determined from R’.

Ak set of routes of backup lightpaths for primary lightpath from node 7 to node j using

ij

wavelength k. It consists of a set of physical links: (i,n1), (n1,n2), ..., (ng, J).

Onm.  Maximum number of backup lightpaths on physical link mn. It is determined from Afj
We use the following variables to formulate the optimization problem.

b.m:  number of backup lightpaths placed on physical link mn.

mY . If the backup lightpath uses wavelength w on physical link mn, m® = 1, otherwise
m, = 0.
Jiimmn - 1T the lightpath originating at node 4 and terminating at node j uses wavelength % for

the primary lightpath on physical link pq and wavelength w between nodes m and n as

a backup lightpath on the r—th alternate route, g;7""." = 1, otherwise g;7"%" = 0.
We can now formulate the optimization problem.
Objective function
Minimize number of wavelengths used for backup lightpaths:
min Z bmn- (5.1)

Constraints
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1. The number of backup lightpaths placed on physical link mn must equal the sum of the

number of wavelengths used on that link for the backup lightpaths:

= > mp.. (5.2)
weWw
2. Either a primary lightpath or a backup lightpath must use wavelength % on physical link
mn if there is a fiber.
Ok +mby < P (5.3)

3. The lightpath using wavelength & between nodes i and 5 must be protected by a backup
lightpath when physical link pqg € R’“ fails. That is, if Pk =1,
> D D ik = (5.4)
weWw reAk iter

Note that it is unnecessary to use the same wavelength for the primary and corresponding

backup lightpaths.

4. The lightpath using wavelength % between nodes 7 and j must use wavelength w on all
links of the backup lightpath (r € A* ") when a link between node p and node ¢ fails.
Namely, if P} =1,

nt,w,r tm,w,r
gwqu guqu’ qu € R

k Vnt, tm € r,Vr € Ak (5.5)

l]’

This is called the “wavelength continuity constraint”.

5. The lightpath using wavelength & between nodes i and ;7 must use wavelength w for the
backup lightpath. This means, for each fiber—failure scenario along the lightpath using
wavelength & between nodes 7 and j, the same wavelength, w, is utilized. That is, if

pE—1,
gwqplfqi k— ngpfqz k> VP1g1; P2g2 € Rfy (5.6)

As this equation indicates, we allow the use of different wavelengths for the backup path
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against the failure of the corresponding primary path.

6. When physical link pq fails, at most one backup lightpath can use wavelength w on phys-

ical link mn if the corresponding primary lightpath traverses failed link pq.

> > Yo D Gk <1 (5.7)

ij keW:pqeRfj rEAfj:mnEr mner

7. The number of backup lightpaths using wavelength & on physical link 1mn must be bounded.

P XM > DD DD g (5.8)

keWw ij reAfj:mner pqERfj

8. For two primary lightpaths between nodes ¢ and j using wavelengths £ and &', the cost
of the corresponding backup lightpaths must be the same along routes (& Af?j) and r'(e
AE). Thatis, if PE =1APY =1Ar =7,

Ion! Y

Zw:m;r Con X Gijpuh = Z ZE ,Cm,n/ X G35 pat - (5.9)

Note that in Egs. (5.7) and (5.8), we do not impose the condition Pi’;. = 1. This is because
wavelength sharing is allowed only if the corresponding primary lightpaths are link—disjoint.

When we set up multiple backup lightpaths between originating node ¢ and terminating

node 7, we should set them up along the same route for the same reason multiple primary

lightpaths are set up along the same route. Equation (5.9) defines this constraint. If the option

of explicit routing in MPLS [50] is used, the constraint can be eliminated.

5.2.3 Evaluation

To evaluate our proposed algorithm, we simulated the incremental phase. using a network
consisting of 14 nodes and 21 links as the physical topology (see Fig. 2.2). The number of
wavelengths in each fiber, W/, was 50. As an initial condition, one primary lightpath was al-
located for each node—pair, which simulated the initial phase of our approach. The traffic rate
given in [6] was used for reference purposes. The primary lightpaths were set up on the shortest

route, i.e., the path along which the propagation delay was the smallest. The wavelengths of
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Figure 5.3: Total traffic volume with first—fit and MRB algorithms

the primary lightpaths were determined based on the first—fit policy [35]. The wavelengths of
the backup lightpaths were determined by using the min—-hop—first algorithm, which assigns the
wavelengths in descending order of the hop—count of the primary lightpaths.

In our proposed framework, each node measures the traffic volume, and if the utilization
of the primary lightpath exceeds the threshold value, a lightpath setup request is generated.
However, in our simulation, we did not consider such a scenario. Instead, we simply considered
that during the incremental phase, requests to set up new lightpaths arrived randomly at the
node pairs. The volume of traffic demand was randomly set between 0 and C' (Gbps), where C'
represents the wavelength capacity. In our simulation, C' was 10 Gbps.

For each lightpath setup request, we used the MRB algorithm and solved the optimiza-
tion formulation described in Section 5.2.2 using the CPLEX optimizer. We generated 10, 000
lightpath setup requests, and for each request, the node checked whether the utilization of the
primary lightpath exceeded 80% of the lightpath capacity (i.e., Cy, = 0.8). If it did, the node
generated a lightpath setup request. The wavelength of the new primary lightpath was deter-
mined using our MRB algorithm, and the optimization problem was solved to reconfigure the
backup lightpaths if necessary. We counted the number of blocked requests as a performance

measure. For comparison purposes, we also considered the first—fit approach for establishing
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Figure 5.4: Number of lightpath setup requests rejected because backup lightpaths could not be
reconfigured

the new lightpath. In the first—fit approach, the wavelengths from \; to Ay, are checked in a
sequential for the new primary lightpath. If an available wavelength is found (say, A,,), then the
new primary lightpath is set up using \,,.

We compared the total traffic volume with the number of requests. The volume did not
increase when a lightpath setup request was blocked due to the lack of available wavelengths.
As shown in Fig. 5.3, the results of MRB algorithm is slightly better than that of the first—fit
approach.

We also compared the number of lightpath setup requests rejected because backup lightpaths
could not be reconfigured. We denote the number rejected by ~,. Recall that the primary
lightpath setup request is rejected (1) if the primary lightpath cannot be set up due to the lack
of a wavelength (v;) or (2) if the backup lightpath cannot be reconfigured (i.e., v2). A lower
value of 7, means more requests for primary lightpaths can be accepted by reconfiguring backup
lightpaths. Figure 5.4 shows that using the MRB algorithm reduces ~, and improve the usage

of the wavelengths.
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5.2.4 Distributed Approaches

So far, we have considered a centralized approach to establishing the logical topology. In gen-
eral, the centralized approach has a scalability problem, especially when the number of wave-
lengths and/or the network is large. Our main purpose is to propose a framework for the in-
cremental use of wavelengths in IP over WDM networks. We can thus replace the centralized
approach with a distributed approach in our framework.

Anand and Qiao proposed a heuristic algorithm for setting up primary and backup lightpaths
on demand [35]: routes and wavelengths are assigned for each lightpath setup request. Backup
lightpaths can be reconfigured to meet future lightpaths setup requests, so wavelengths are used
more effectively. However, only dedicated protection is considered, so more wavelengths are
needed. As described in Chapter 4, a shared protection scheme is more appropriate in IP over
WDM networks since IP routing can also protect against failure. A distributed algorithm for
shared protection scheme is considered by Yuan [41].

Mohan et al. considered a restoration method [52]. They call a connection request with
a reliability requirement a D—connection (dependable connection). They divided methods for
establishing connections into reactive and pro—active. In the reactive methods, if an existing
lightpath fails, a search is initiated to find a lightpath that does not use the failed components.
In the pro—active methods, backup lightpaths are identified and resources are reserved along the

backup lightpaths. The backup lightpaths are set up when primary lightpath is established.

5.2.5 Quality of Reliability Issue

Quality of reliability, or Quality of protection (QoP), is one aspect of quality of service (QoS)
that is suitable for reliable IP over WDM networks. The implementation of QoP has been con-
sidered by several research groups [23-25,53]. One suggested way to provide QoP is to split
each primary lightpath into several segments [23, 53]. Doing this enables quick handling of
the failure signals sent to the originating node on the primary lightpath. Saradhi and Murthy
introduced the concept of an R—connection [23] for dynamical establishment of a reliable con-
nection. The basic idea of the R—connection is that an application user specifies the level of
reliability for a connection and the reliability levels of the connection are calculated based on

a pre—specified reliability measurement for each network component. If the reliability require-
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ment is not satisfied, the length of the primary lightpath covered by a partial backup lightpath
is selected so as to increase the reliability of the R—connection. Another way to provide QoP
is to use the differentiated reliability (DiR) of a connection [24, 25]: the maximum probability
that the connection will fail due to a single network component failing. With this approach, a
continuous spectrum of reliability levels is provided.

Here, we describe another QoP implementation within our three—step approach and explain
how our optimization formulation differs to support QoP. We introduce three QoS classes with

respect to reliability.

Class 1. Provide both primary and backup lightpaths in the incremental phase if wavelengths

are available.

Class 2. Provide a backup path, but it can be taken by a primary lightpath , which belongs to

QoS class 1, if a wavelength is not available.

Class 3. Provide only primary lightpaths; no protection mechanism is provided.

These QoS classes can easily be provided by modifying the logical topology design algo-

rithm. We introduce the following notation.

QoP;;: If backup lightpaths must be provided between nodes i and j in the incremental phase,

QoP;; = 1, otherwise QoP;; = 0.

In the incremental phase, QoP classes 2 and 3 are treated the same. Thus, we simply set
QoP;; to 0 for both classes. To provide both primary and backup lightpaths in the incremental

phase, we change Eq. (5.4):

QoPyj =3 > > Gijpar (5.10)

weW TGA% iter

If QoP;; = 0, gfjj;”(;fk is also set to 0, and backup lightpaths for QoP classes 1 and 2 can be

provided.
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5.3 Conclusion

In this chapter, we proposed an incremental use of the wavelengths , called “incremental capac-
ity dimensioning”, in reliable IP over WDM networks. It provides a network structure flexible
against traffic change. Three phases (initial, incremental, and readjustment) are introduced for
this purpose. In the incremental phase, only the backup lightpaths are reconfigured for an ef-
fective use of wavelengths. In the readjustment phase, on the other hand, both the primary and
backup lightpaths are reconfigured, since the incremental setup of the primary lightpaths tends
to utilize the wavelengths ineffectively. In the readjustment phase, a one-by-one readjustment
of the established lightpaths toward a new logical topology is performed so that we can achieve
service continuity of the IP over WDM network. The branch-exchange method may be used
to do this. Improving the algorithm to minimize the number of the one-by-one readjustment

operations is left for future work.
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Chapter 6

Conclusion

In this thesis, we have proposed methods for designing IP over WDM network to integrate the
routing function of IP and the networking capability of WDM. When the WDM technology is
applied to IP, a packet route is determined by the routing protocol provided by the IP layer,
and thus the end-to-end path provided by the logical topology of the WDM network is not
suitable for IP since IP has its own metrics for route selection. WDM network can also provide
a reliability function to the IP layer.

We first focused on route selection on IP. In Chapter 2, we proposed a new heuristic al-
gorithm, SHLDA, for designing a logical topology based on the delays between nodes as an
objective metric. Comparison of the proposed algorithm with conventional ones in terms of the
average packet delay and throughput showed that it is effective when the number of wavelengths
is low and the processing capacity of the IP routers is large. Evaluation of SHLDA from the
viewpoint of routing stability showed that SHLDA improves the maximum throughput, com-
pared with a conventional algorithm, without sacrificing routing stability.

In Chapter 3, we first formulated the shared path protection mechanisms as an MILP opti-
mization problem, assuming a single-fiber failure in the network. Because it becomes compu-
tationally intensive as the network grows, we proposed heuristic algorithms and compared its
solutions with that obtained by MILP. Through numerical examples, we compared the number
of wavelengths necessary for reliable network. We next considered the functional partitioning
of IP routing and WDM protection. Based on our heuristic algorithm, we also discussed the

effect of interaction between the IP and WDM layers. We showed that the largest-traffic-first
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approach is best if our primary concern is traffic load at the IP routers after a failure.

In Chapter 4, we introduced QoR, a concept related to QoS that reflects reliability ina WDM
network. QoR can be used to guarantee a maximum recovery time set, based on the user’s re-
quest and guarantee that backup lightpaths will be available. By extending QoR, we can specify
a QoR for each node pair ij as QoR;;. We described a heuristic algorithm based on QoR;; that
can be used to design a logical topology with a protection method that satisfies QoR;; require-
ments. The objective of this algorithm is to minimize the number of wavelengths needed to
carry the overall traffic and provide fault tolerance within QoR requirements. Numerical results
showed that the algorithm, which is based on a layered graph, enables more efficient use of
wavelength resources than is possible with other algorithms, especially as the requested traffic
volume grows. The algorithm also allows more connections to be carried when using a limited
number of wavelengths.

We next proposed a framework for an incremental use of the wavelengths in reliable IP over
WDM networks in Chapter 5. Our incremental approach consists of three steps for building
the logical topology: an initial phase, an incremental phase, and a readjustment phase. With
our approach, the logical topology can be adjusted according to incrementally changing traffic
demand. During the incremental phase, primary paths are added as traffic increases. At the
same time, the backup lightpaths are reconfigured since they do not affect the traffic carried on
the operating primary paths. Our proposed algorithm, called MRB (Minimum Reconfiguring
for Backup lightpath), assigns the wavelength route in such a way that the number of backup
lightpaths to be reconfigured is minimized. Our results showed that the total traffic volume
the IP over WDM network can accommaodate is increased by using this algorithm. We also
describe another QoR implementation within our three—step approach and explained how our
optimization formulation supports the QoR.

In the readjustment phase, a one—by—one readjustment of the established lightpaths toward
a new logical topology should be performed so that service is not interrupted. we can achieve
a service continuity of the IP over WDM networks. The branch—-exchange method can be used
for this purpose. However, the algorithm must be concerned about the backup lightpaths. This
issue is left for future work. As we mentioned in this thesis, networking in the optical domain
has the potential to offer several network control functionalities such as functions of routing,

congestion control, and reliability. In this thesis, we investigated the functional partitioning of
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routing and reliability between the IP and WDM. Our future research topic is to consider how

to apply the networking capability of WDM to the function of congestion control.
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