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#### Abstract

We study the hadronic flux tubes in Quantum Chromodynamics (QCD) in terms of the dual superconducting scenario of the nonperturbative vacuum in the 't Hooft Abelian gauge and the resulting dual Ginzburg-Landau (DGL) theory as an infrared effective theory of QCD. The essential prescription to derive the DGL theory from QCD is Abelian gauge fixing and Abelian projection. This scheme reduces the $\mathrm{SU}(\mathrm{N})$ gauge theory into an $[\mathrm{U}(1)]^{N-1}$ Abelian gauge theory with additional $N-1$ types of color-magnetic monopole currents corresponding to the homotopy group $\pi_{2}\left(\mathrm{SU}(N) / \mathrm{U}(1)^{N-1}\right)=\boldsymbol{Z}_{\infty}^{N-1}$. Performing the duality transformation, we introduce the dual gauge field which couples to the monopole current. When we sum over the monopole-current world lines in four-dimensional space time, assuming monopole condensation, we finally get a dual version of the Ginzburg-Landau theory.

First, in order to find the region of applicability of the DGL theory as an infrared effective theory of QCD, we study the quantitative relation between them at the quantum level by using their lattice formulation. For definiteness we refer to the $\mathrm{SU}(2)$ lattice gauge theory at $\beta_{\mathrm{SU}(2)}=2.5115$, where we know an example of the color-electric field and monopole supercurrent profile of the flux tube, and to the corresponding $\mathrm{U}(1)$ DGL theory (dual Abelian Higgs (DAH) model). Paying attention to the monopole degrees of freedom as appearing in both theories, we combine the extended Swendsen method and the approximate analytical evaluation of the $\mathrm{U}(1)$ DGL theory in order to match the monopole actions. By Monte Carlo simulations with this set of couplings we measure the flux-tube profile and the string tension. We can partially reproduces the results of the $\mathrm{SU}(2)$ simulations. Remaining problems can be related to the vortex-loop vacuum structure appearing near the chosen parameters.

Second, we reformulate the $[\mathrm{U}(1)]^{2}$ DGL theory to make the Weyl symmetry manifest, which enables one to treat this in a quite similar way as in the $\mathrm{U}(1)$ DGL theory. We apply this to the systematic study of hadron structures, meson, baryon, and glueball states in terms of the open flux tube, $Y$-shaped flux tube, and the closed flux tube (flux-tube ring), respectively. The baryonic state is one of the most interesting and important application of the $[\mathrm{U}(1)]^{2}$ DGL theory, since this state can be treated only after taking into account the $[\mathrm{U}(1)]^{2}$ dual gauge symmetry originating from $\mathrm{SU}(3)$ gauge symmetry. In the glueball study, contrary to other hadrons containing valence quarks (meson, baryon) where the motion of quarks helps to stabilize the states, here we need to consider for the first time how such flux-tube ring can be stabilized by the flux-tube motion itself. For this purpose we apply the result of the string representation of the DGL theory, and describe the flux-tube ring as an relativistic closed string with an effective string tension. This description enables us to write down the Hamiltonian of the flux-tube ring. Analyzing the Schrödinger equation, we discuss the mass spectrum and the wave function of the glueball. The lowest glueball state is found to have a mass $M_{G} \sim 1.6 \mathrm{GeV}$ and a size $R_{G} \sim 0.5 \mathrm{fm}$.
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## Chapter 1

## Introduction

### 1.1 Approach to the nonperturbative QCD

The analysis of Quantum Chromodynamics (QCD) at large distances is a very important subject in understanding not only the nontrivial vacuum structure, and its manifestations such as confinement and chiral symmetry breaking [1], but also the hadron mass spectrum observed in experiments [2] in terms of its ingredients, quarks and gluons. The QCD Lagrangian density has the $\mathrm{SU}(3)$ gauge symmetry, which is written by using the quark field $q_{f}$ and the gluon field $\mathcal{A}_{\mu}$ as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=-\frac{1}{2} \operatorname{tr}\left(G_{\mu \nu} G^{\mu \nu}\right)+\sum_{f=1}^{N_{f}} \bar{q}_{f}\left(i \gamma^{\mu} D_{\mu}-m_{f}\right) q_{f} \tag{1.1.1}
\end{equation*}
$$

where $G_{\mu \nu}=\partial_{\mu} \mathcal{A}_{\nu}-\partial_{\nu} \mathcal{A}_{\mu}+i e\left[\mathcal{A}_{\mu}, \mathcal{A}_{\nu}\right]$ is the $\mathrm{SU}(3)$ field strength tensor, and $D_{\mu}=\partial_{\mu}+i e \mathcal{A}_{\mu}$ the covariant derivative. The quark masses are $m_{f}$, and $e$ is the $\mathrm{SU}(3)$ gauge coupling. $N_{f}$ is the number of flavors. Due to the non-Abelian nature of the $\mathrm{SU}(3)$ group, the gluon fields carry color charge too, and interact with themselves. This feature is completely different from Abelian gauge theory like Quantum Electrodynamics (QED), where there is no selfinteraction term of the Abelian gauge (photon) field. In QCD, the one-loop contribution from gluon self-energy and vertex at large momentum scale $Q^{2}$ leads to the running coupling constant

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right) \equiv \frac{e\left(Q^{2}\right)}{4 \pi}=\frac{12 \pi}{\left(33-2 N_{f}\right) \ln \left(Q^{2} / \Lambda_{\mathrm{QCD}}^{2}\right)} \tag{1.1.2}
\end{equation*}
$$

where $\Lambda_{\mathrm{QCD}}$ is an important quantity, which provides a typical scale of the strong interaction. For large momentum transfers $Q \rightarrow \infty$, one finds that the coupling behaves as $\alpha_{s}\left(Q^{2}\right) \rightarrow 0$, which is called Asymptotic Freedom [3,4]. On the other hand, for $Q \rightarrow \Lambda_{\mathrm{QCD}}$, the coupling becomes large and diverges to infinity, $\alpha_{s}\left(Q^{2}\right) \rightarrow \infty$. Clearly, in this region, perturbative expansions in $\alpha_{s}$ and therefore the expression (1.1.2), too, are not meaningful anymore. Such


Figure 1.1: The QCD running coupling constant $\alpha_{s}\left(Q^{2}\right)$, where $\Lambda_{\mathrm{QCD}}=0.1 \mathrm{GeV}$.
behavior is opposite to that of the QED running coupling constant. Checking expression (1.1.2) with empirical data at a high scale $\alpha_{s}\left(Q^{2}=M_{Z^{0}}^{2}\right) \sim 0.12[2]$ gives $\Lambda_{\mathrm{QCD}} \approx 0.10 \mathrm{GeV}$ for $N_{f}=5$ (Top quark mass is known as $m_{t} \approx 170 \mathrm{GeV}$, which is heavier than $M_{Z^{0}}$. On the other hand bottom quark mass is $m_{b} \approx 4 \mathrm{GeV}$.). The typical behavior of $\alpha_{s}\left(Q^{2}\right)$ is shown in Fig. 1.1. Higher order corrections up to 4-loop give $\Lambda_{\mathrm{QCD}} \approx 0.22 \mathrm{GeV}$ [5].

In order to study the low energy region of QCD, we need to develop other techniques beyond the scope of perturbation theory. The lattice QCD formalism is one promising approach for this subject. The lattice discretization of space-time coordinates leads, infinite four-dimensional volume, to a finite-dimensional path-integral representation of the partition function. Then the sampling of vacuum fields can be performed directly by means of the Monte Carlo method. In fact, from the measurement of the expectation value of the Wilson loop, an useful operator to measure the excess of free energy of a bound state of the $q-\bar{q}$ system, an area-type exponential decay is found, which leads to a linear quark confinement potential [6]. The effect of dynamical quarks can be taken into account at a much higher cost. Therefore, up to recently, the light hadron mass spectrum has been simulated in quenched approximation and found to be in reasonable coincidence with the empirical data up to a well-understood systematic error [7]. In this sense, we can already say that the lattice QCD simulation is a very useful method to provide us detailed information assuring that QCD is the reliable fundamental theory of hadrons. The mechanisms how and why the QCD reproduces this face of nature is still under debate. Therefore, besides numerical lattice QCD simulation, it is quite important to investigate the corresponding infrared effective theory which is constructed from QCD by extracting the relevant degrees of freedom describing the infrared energy region. If the resulting framework has a simple form which can be dealt with
analytically, this is of big practical importance. Then this effective theory can be studied complementary with lattice QCD simulations. We hope to understand better the working principles behind the lattice results.

### 1.2 Dual superconducting scenario

In this context, we take up that the so-called "dual" superconducting scenario [8,9], described by the dual Ginzburg-Landau (DGL) theory [10,11], as a promising theoretical idea. The word "dual" represents a world where the role of electricity and magnetism is interchanged. This idea is applied to ordinary superconductivity where electrical charges (Cooper pairs) are condensed and magnetic field is confined. The essential prescription to derive the DGL theory from QCD is Abelian gauge fixing (selecting the "off-diagonal" gauge degrees of freedom) and Abelian projection (dropping off-diagonal gauge degrees of freedom) [12]. This is justified by the infrared Abelian dominance for the nonperturbative quantities, which was conjectured in Refs. [13]. This scheme reduces the $\mathrm{SU}(3)$ gauge theory into the $[\mathrm{U}(1)]^{2}$ Abelian gauge theory with additional two types of color-magnetic monopole currents, which can be understood by recalling the homotopy group $\pi_{2}\left(\mathrm{SU}(3) / \mathrm{U}(1)^{2}\right)=\pi_{2}\left(S_{2} \times S_{2}\right)=\boldsymbol{Z}_{\infty}^{2}$. After summing over the monopole-current world lines in four-dimensional space time [14-16], assuming monopole condensation, we finally get a Ginzburg-Landau type Lagrangian density with the $[\mathrm{U}(1)]^{2}$ dual gauge symmetry:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{DGL}}=-\frac{1}{4}\left(\partial_{\mu} \vec{B}_{\nu}-\partial_{\nu} \vec{B}_{\mu}+e \vec{\Sigma}_{\mu \nu}^{\mathrm{E}}\right)^{2}+\sum_{i=1}^{3}\left[\left|\left(\partial_{\mu}+i g \vec{\epsilon}_{i} \cdot \vec{B}_{\mu}\right) \chi_{i}\right|^{2}-\lambda\left(\left|\chi_{i}\right|^{2}-v^{2}\right)^{2}\right] \tag{1.2.1}
\end{equation*}
$$

where $\vec{B}_{\mu}$ and $\chi_{i}$ denote a two-component dual gauge field (axial vector) and a threecomponent monopole field (complex scalar) ${ }^{*}$, respectively. There are three coupling parameters, the dual gauge coupling $g$ and the strength of monopole self-interaction $\lambda$, and the monopole condensate $v$. The dual gauge field appears during the step of path-integral duality transformation of the partition function. The quark field are included in the definition of $\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}$, which describes the color-electric Dirac string singularity. In the dual form, we need such string in order to define the color-electric charge, which is similar but dual to the definition of the magnetic charge of the Dirac monopole [1]. It is important to note that recent studies of lattice QCD Monte-Carlo simulation in the maximally Abelian (MA) gauge [17-19] show numerical evidence of assumptions used to derive the DGL theory, infrared Abelian dominance [20-22] and monopole condensation [23-27], and their relation to nonperturbative phenomena like confinement [28,29] and chiral symmetry breaking [30,31]. In this sense, the DGL theory is qualitatively supported by numerical lattice QCD.

[^0]According to the fact that QCD is based on $\mathrm{SU}(3)$ gauge theory, in the DGL theory, there appear three different types of the Abelian color charges both in the electric sector and the magnetic sector. The color-electric charges are defined as $e \vec{w}_{j}(j=1,2,3)$ and the colormagnetic charge $g \vec{\epsilon}_{i}(i=1,2,3)$, where $\vec{w}_{j}$ and $\vec{\epsilon}_{i}$ denote the weight vector and the root vector of the $\mathrm{SU}(3)$ algebra, respectively. These color charges satisfy the Dirac quantization condition, $e \vec{w}_{j} \cdot g \vec{\epsilon}_{i}=2 \pi m_{i j}$, where $m_{i j}$ is an integer. These charges possess the global Weyl symmetry, which is permutation invariance among color labels of these charges. Hence, the Weyl invariance guarantees the color-singlet criterion of the theory. Recently, we have developed the DGL theory to make this Weyl symmetry manifest by the redefinition of the dual gauge field $B_{i \mu} \equiv g \vec{\epsilon}_{i} \cdot \vec{B}_{\mu}$ [32], and found that the DGL Lagrangian (1.2.1) can be written in the form, $\mathcal{L}_{\mathrm{DGL}}=\sum_{i=1}^{3} \mathcal{L}_{\mathrm{DGL}}^{(i)}$, where

$$
\begin{equation*}
\mathcal{L}_{\mathrm{DGL}}^{(i)}=-\frac{1}{4 g^{\prime 2}}\left(\partial_{\mu} B_{i \nu}-\partial_{\nu} B_{i \mu}+2 \pi \sum_{j=1}^{3} m_{i j} \Sigma_{j \mu \nu}^{\mathrm{E}}\right)^{2}+\left|\left(\partial_{\mu}+i B_{i \mu}\right) x_{i}\right|^{2}-\lambda\left(\left|x_{i}\right|^{2}-v^{2}\right)^{2} . \tag{1.2.2}
\end{equation*}
$$

Here the dual gauge coupling is redefined as $g^{\prime} \equiv \sqrt{\frac{3}{2}} g$, and we have used the relation $\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}=\sum_{j=1}^{3} \vec{w}_{j} \Sigma_{j \mu \nu}^{\mathrm{E}}$. The three dual gauge fields in (1.2.2) fulfill the constraint $\sum_{i=1}^{3} B_{i \mu}=0$ due to $\sum_{i=1}^{3} \vec{\epsilon}_{i}=0$. Clearly, this form is manifestly invariant under the permutation of labels $i$ or $j$, since they are summed over. The resulting form apparently has a $[\mathrm{U}(1)]^{3}$ dual gauge symmetry. Thanks to this extension of the dual gauge symmetry, each piece of the DGL Lagrangian $\mathcal{L}_{\mathrm{DGL}}^{(i)}$ can be treated as a the $\mathrm{U}(1)$ dual Abelian Higgs (DAH) model corresponding to the infrared effective model of $\mathrm{SU}(2)$ gluodynamics in the Abelian projection. In this sense, an analysis of the U(1) DAH model is also useful to learn the essence of the dual superconductivity described by the DGL theory. More details of a derivation of the DAH model from the $\mathrm{SU}(2)$ gluodynamics will be discussed in chapter 2 . The DGL theory is discussed in chapter 6 , where we will obtain the DGL Lagrangian (1.2.1). The manifestly Weyl symmetric description like the expression (1.2.2) will be presented in chapter 7 , where the application of the flux-tube solution to the understanding of hadron structure is discussed.

### 1.3 String picture of hadrons

In the dual superconducting vacuum as described by the DGL theory, the color-electric flux emanating from the color-electric charge is squeezed into an almost one-dimensional object like a string, due to the dual Meissner effect caused by monopole condensation. We call this hadronic color-electric flux tube, or simply the flux tube. An example of flux-tube profile is shown in Fig. 1.2. The color-electric flux emitted from the quark is absorbed by the antiquark,
forming the tube structure in between. This is due to the existence of induced color-electric field originating from monopole supercurrents through the dual Faraday law. As shown in Fig. 1.3, these supercurrents are circulating around the flux tube. Figs. 1.2 and 1.3 show the classical flux-tube solution, discussed first in chapter 3. Quarks together with gluons are then confined into the inside of a fuzzy rod (of large color-electric field strength), or Mercedes star-shaped objects, or rings, which correspond to the various hadronic objects like meson, baryon, glueball, respectively. The flux tube has a constant energy per unit length, the string tension, which characterizes the slope of the linear potential between the color charges. This is dual analogue to the formation of Abrikosov-Nielsen-Olesen (ANO) vortex in an ordinary superconductor [33,34]. Here, magnetic monopoles play the same role as that of the electric Cooper pairs of BCS theory. Two typical scales of dual superconductivity are provided by the mass of the dual gauge field $m_{B}=\sqrt{3} g v$ and the mass of the monopole field $m_{\chi}=2 \sqrt{\lambda} v$. These masses characterize the thickness of the transition region between the normal phase (the interior of the flux tube) and the dual superconducting phase (the surrounding vacuum). They play a crucial role to determine the profile of the flux tube and the string tension of the flux tube. There is a vacuum property classified by the ratio of two masses $\kappa=m_{\chi} / m_{B}$, called the Ginzburg-Landau parameter; we have a type-I $(\kappa<1)$ or a type-II $(\kappa>1)$ vacuum. The border between the type-I and the type-II vacua given by $\kappa=1$ is called the Bogomol'nyi limit, where one can find several results analytically [35,36]. Details of the flux-tube solution are discussed in chapter 3 within the $\mathrm{U}(1)$ DAH model, and in chapter 7 within the $[\mathrm{U}(1)]^{2}$ DGL theory.

It should be noted that this flux-tube picture of hadrons is not in contradiction to the properties known from empirical data, such as the Regge trajectories and duality of scattering amplitude [37,38]. The Regge slopes of hadrons provides the value of the string tension, $\sigma \simeq 1$ $\mathrm{GeV} / \mathrm{fm}$, which characterizes the strength of the confinement. In the extreme type-II limit $(\kappa \gg 1)$, one can explicitly derive the string representation of the DGL theory [39-42], which can be regarded as the theory of the QCD string theory essentially described by the NambuGoto action and a rigidity term [43,44]. It is expected that such effective hadronic string theory does not to contain the conformal anomaly [45], due to the presence of the PolchinskiStrominger term [46]. This means that one may be able to establish a quantum string theory within the four-dimensional space time [41]. In terms of the string description of hadrons, the linear rising inter-quark potential obtained by the area-law decay of the Wilson loop seems trivial. Before going over to the string representation, the hadronic flux tube can be regarded as a rather complicated collective excitation in the QCD vacuum. In a simplified form, the so-called flux-tube model can be applied even for the study of scattering properties of hadrons [47].


Figure 1.2: (a) The profile of color-electric field and (b) its strength in the flux tube.


Figure 1.3: (a) The profile of monopole supercurrent and (b) its strength in the flux tube.


Figure 1.4: The profile of the flux tube in the $\mathrm{SU}(2)$ lattice gauge theory in the MA gauge at $\beta_{\mathrm{SU}(2)}=2.5115$ (The lattice spacing represents $a=0.086 \mathrm{fm}$, determined from the string tension $\sqrt{\sigma}=440 \mathrm{MeV})$.

A few years ago, an interesting quantitative example of flux tube was identified in the Monte Carlo simulation of $\mathrm{SU}(2)$ lattice gauge theory, studied in the MA projection [48] The authors have studied the profile of the color-electric flux between heavy quarks measuring the correlators of both the color-electric field $\boldsymbol{E}$ and the monopole supercurrents $\boldsymbol{k}$, with Abelian Wilson loops. So far, this type of measurement, performed on a $32^{4}$ lattice at $\beta_{\mathrm{SU}(2)}=2.5115$, has not been repeated to check the results for the scaling. Such correlators, divided by the expectation values of the Wilson loops themselves, describe the expectation values of colorelectric field and monopole supercurrents induced by the presence of a static color-electric charges*. For the Abelian Wilson loop in the $z-t$ plane, the $z$ component $E_{z}(R)$ of $\boldsymbol{E}$ and the azimuthal component $k_{\theta}(R)$ of $\boldsymbol{k}$ were found to be non-vanishing as shown in Fig. 1.4. The distance from the center of the flux tube is $R=\sqrt{x^{2}+y^{2}}$, and the azimuthal angle $\theta$ is defined as usual $\tan \theta=y / x$. Note that these quantities would vanish in vacuum. In presence of the color-electric current circulating around the Abelian Wilson loop, $\boldsymbol{E}$ and $\boldsymbol{k}$ are created and related through the dual Ampére law.

[^1]
### 1.4 Open problems to be dealt with in this thesis

Now, we would like to specify our view point on this subject. As explained in the previous sections, in order to get deeper theoretical insights into the hadronic properties in terms of quarks and gluons perturbing the vacuum, it is useful to pay attention to the dual superconducting picture of the QCD vacuum. In this framework the vacuum (monopole condensate) is present already at the tree level. Then this picture enables one to connect the string-like properties of hadrons with QCD.

On this level,

- the analysis of flux-tube (effective string) statics and dynamics described by the DGL theory should be done for the purpose of systematic understanding of the observed hadron properties.

We consider that for this purpose it is useful to apply the manifestly Weyl symmetric form of the DGL theory, as already explained in Eq. (1.2.2), which is based on the idea that the hadron should be a color-singlet state. Therefore, using this framework,

- we shall study the hadron structures corresponding to the meson, the baryon [50], and the glueball states [51] in terms of the flux-tube solution in the DGL theory.

In particular, the baryonic state is the most important application of the manifestly Weyl symmetric form of the DGL theory, since it contains all three types of the color-electric charges. As a new application of the flux-tube solution of the DGL theory to hadron structure, we present the study of the glueball state as a flux-tube ring. This idea is based on the extension of the open flux tube used in usual mesonic and baryonic states, with valence quarks at the ends, to the concept of a closed flux tube. The glueball, which is considered as a bound state of gluons without any valence quarks, can be regarded as a toroidal flux tube. We summarize the string picture of the hadronic states in Fig. 1.5. The mesonic and baryonic states are studied in chapter 7 on a classical level, and the glueball states will be discussed, for an attempt to quantize the flux-tube ring, in chapter 8.

Before doing such analysis,

- it is also important to find the region of applicability of the DGL theory.

First, this effective theory (1.2.1) cannot describe all properties of QCD (1.1.1). More important, being an effective theory, its couplings must be related to QCD. In other words, for quantitative descriptions of infrared QCD in the framework of the DGL theory we would like to know how to determine its coupling parameters directly from QCD.


Figure 1.5: The string picture of hadrons corresponding to (a) meson, (b) baryon, and (c) glueball states.

As a first step in this direction, on a phenomenological level, recently an estimation of the parameters of the DAH model corresponding to the Abelian-projected $\mathrm{SU}(2)$ gauge theory has been performed in [52], where the template profile of the color-electric flux tube between heavy quark and antiquark shown in Fig. 1.4 has been analyzed. The profiles of the color-electric field and the monopole supercurrent has been fitted by the classical flux-tube solution of the DAH model. The result suggests that the masses of the dual gauge field and the monopole field are almost the same, approximately 1 GeV , such that the so-called Bogomol'nyi limit seems to be realized in the dual superconductor vacuum. The authors also mention that the string tension of the flux tube can be reproduced, as a classical energy per length, in the DAH model with the obtained parameter set within $94 \%$ of the original $\mathrm{SU}(2)$ string tension. This result support the hope that the DAH model as a classical field theory is rich enough to describe the infrared properties of $\mathrm{SU}(2)$ gluodynamics not only qualitatively but also quantitatively. However, the DAH model, related by duality to gluodynamics, is supposed to be an effective theory on the quantum level. Then the result of Ref. [52] is just a fit. A final statement on the status of the DAH model and on the parameter which correspond to gluodynamics can be made only when the profile of the flux tube known from gluodynamics is reproduced within the quantized DAH model. Notice that no prediction is made by Abelianprojected $\mathrm{SU}(2)$ gluodynamics for the profile of the monopole field. If this is successfully done, other vacuum properties can be studied: type of vacuum, renormalized dual photon mass, monopole mass, mass gap (glueball mass), field strength correlators, etc...

In this thesis,

- we restrict our task to the study of the quantitative relation between the $\mathrm{SU}(2)$ gluodynamics and the DAH model at the quantum level [53].

The aim of this study is first to know under which circumstances how much of the classical description of the flux tube in the Ginzburg-Landau type model can be reproduced by the
quantum version of it taken as an infrared effective model of non-Abelian gauge theory. Second, and not less important, we have to establish microscopically the link between $\mathrm{SU}(2)$ gluodynamics and the DAH model in a way which tells us the couplings of the latter. Of course, our final goal is to solve this problem for the $\mathrm{SU}(3)$ case.

For definiteness we refer to exactly the case of pure $\mathrm{SU}(2)$ gauge theory at $\beta_{\mathrm{SU}(2)}=2.5115$, i.e., the lattice vacuum we are interested in is exactly that where the flux-tube template comes from. Non-Abelian flux-tube data for other $\beta_{\mathrm{SU}(2)}$ are not yet available. Then, our strategy is the following: We focus attention to the monopole degrees of freedom, which are common ingredients of both the $\mathrm{SU}(2)$ gauge theory (in the Abelian projection, after performing the MA gauge fixing) and the DAH model. In the DAH model, the monopoles are figuring as the monopole field. They can be made explicit, however, in the so-called monopole representation of the DAH model. This offers the possibility to match the monopole action, known from the monopole content of the Abelian-projected $\mathrm{SU}(2)$ configurations, with the monopole action to be obtained from the monopole representation of the DAH model [54]. The first part comes from Monte Carlo simulation of $\mathrm{SU}(2)$ lattice gauge theory, Abelian projection, and then adopting the extended Swendsen method [55,24] The second part is obtained analytically, such that one can infer the DAH model parameters. Finally, DAH simulations can be performed which should give the flux-tube profile and the string tension, both at the quantum level, to compare them with the $\mathrm{SU}(2)$ results. Studying the approach to the continuum limit would be worth of further studies. However, the matching should be done at a scale where the monopole dynamics is sufficiently simple. The details of this study, the Monte Carlo simulation of the $\mathrm{SU}(2)$ lattice gauge theory, the monopole representation of the DAH model, the extended Swendsen method, and the simulation of the DAH model will be presented in chapter 5. General features of the Monte Carlo simulation of the DAH model is discussed before in chapter 4, where some useful notation and technical details of the lattice DAH model are provided.

## Chapter 2

## Dual Abelian Higgs model derived from $\mathrm{SU}(2)$ gluodynamics

In this chapter we are going to derive the dual Abelian Higgs (DAH) model from the SU(2) gluodynamics. First, we adopt the Abelian gauge fixing, which shows the existence of Abelian magnetic monopoles in the $\mathrm{SU}(2)$ gauge theory. Second, by performing the Abelian projection method [12], we extract these monopoles as collective modes, which is based on the hypothesis of Abelian dominance in the nonperturbative vacuum [13]. At this stage, the $\mathrm{SU}(2)$ gluodynamics is reduced into an Abelian gauge theory including the Abelian magnetic monopoles as additional degrees of freedom, which form closed world-lines in four-dimensional space-time. Finally, we assume that the vacuum is characterized by the complicated clustering of these monopole world-lines. The partition function of grand canonical ensemble of such "monopole currents" system can be reformulated in terms of a "monopole field." In order to sum up these monopole trajectories including interactions, it is useful to introduce the dual gauge field which directly couples to monopole currents by a duality transformation. One finds that the resulting model is nothing else but the DAH model, describing the vacuum as the dual superconductor.

## 2.1 $\mathrm{SU}(2)$ gluodynamics

### 2.1.1 Preliminaries

We start from the $\mathrm{SU}(2)$ gluodynamics described by the action

$$
\begin{equation*}
S_{\mathrm{SU}(2)}=\int d^{4} x \mathcal{L}_{\mathrm{SU}(2)} \tag{2.1.1}
\end{equation*}
$$

where $\mathcal{L}_{\mathrm{SU}(2)}$ is the Lagrangian density in the Euclidean metric, given by

$$
\begin{equation*}
\mathcal{L}_{S U(2)}=\frac{1}{2} \operatorname{tr} G_{\mu \nu} G_{\mu \nu}+i \mathcal{A}_{\mu}^{a} J_{\mu}^{a} \tag{2.1.2}
\end{equation*}
$$

where $\mathcal{A}_{\mu}$ denotes the $\mathrm{SU}(2)$ non-Abelian gauge field

$$
\begin{equation*}
\mathcal{A}_{\mu}=\mathcal{A}_{\mu}^{a} T^{a}, \quad T^{a} \equiv \frac{\tau^{a}}{2} \tag{2.1.3}
\end{equation*}
$$

Here, $T^{a}(a=1,2,3)$ are generators of the $\mathrm{SU}(2)$ Lie algebra satisfying the commutation relation $\left[T^{a}, T^{b}\right]=i \sum_{c=1}^{3} \varepsilon^{a b c} T^{c} . \tau^{a}(a=1,2,3)$ are standard Pauli matrices

$$
\tau^{1} \equiv\left(\begin{array}{cc}
0 & 1  \tag{2.1.4}\\
1 & 0
\end{array}\right), \quad \tau^{2} \equiv\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \tau^{3} \equiv\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

which satisfy a normalization

$$
\begin{equation*}
\operatorname{tr}\left(\tau^{a} \tau^{b}\right)=2 \delta^{a b} \quad \text { or } \operatorname{tr}\left(T^{a} T^{b}\right)=\frac{1}{2} \delta^{a b} . \tag{2.1.5}
\end{equation*}
$$

The $\mathrm{SU}(2)$ quark current is introduced as the external source $J_{\mu}^{a}=e \bar{q} \gamma_{\mu} T^{a} q$, which couples to the $\mathrm{SU}(2)$ gauge field $\mathcal{A}_{\mu}^{a}$.

Now we can define the covariant derivative $\hat{D}_{\mu}$ based on the gauge principle as

$$
\begin{equation*}
\hat{D}_{\mu}=\hat{\partial}_{\mu}+i e \mathcal{A}_{\mu} \tag{2.1.6}
\end{equation*}
$$

then, the field strength tensor $G_{\mu \nu}$ written as

$$
\begin{align*}
G_{\mu \nu} & =\frac{1}{i e}\left\{\left[\hat{D}_{\mu}, \hat{D}_{\nu}\right]-\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right]\right\}  \tag{2.1.7}\\
& =\partial_{\mu} \mathcal{A}_{\nu}-\partial_{\nu} \mathcal{A}_{\mu}+i e\left[\mathcal{A}_{\mu}, \mathcal{A}_{\nu}\right] \tag{2.1.8}
\end{align*}
$$

Note that the hat " " means that it operates on wave functions of the right. The commutator of derivative $\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right]$ plays an important role to keep the $\mathrm{SU}(2)$ field strength tensor regular.

The action is invariant under the $\mathrm{SU}(2)$ gauge transformation (gauge principle), defined by using the element of $\mathrm{SU}(2)$ group $U(x) \in \mathrm{SU}(2)$ as

$$
\begin{align*}
\mathcal{A}_{\mu}(x) & \rightarrow \mathcal{A}_{\mu}^{\prime}=U(x)\left(\mathcal{A}_{\mu}(x)+\frac{1}{i e} \partial_{\mu}\right) U^{\dagger}(x)  \tag{2.1.9}\\
\hat{D}_{\mu} & \rightarrow \hat{D}_{\mu}^{\prime}=U \hat{D}_{\mu} U^{\dagger}=\hat{\partial}_{\mu}+i e \mathcal{A}_{\mu}^{\prime}  \tag{2.1.10}\\
G_{\mu \nu}(x) & \rightarrow G_{\mu \nu}^{\prime}(x)=U(x) G_{\mu \nu}(x) U^{\dagger}(x) \tag{2.1.11}
\end{align*}
$$

Here $U(x)$ satisfies

$$
\begin{gather*}
U U^{\dagger}=1 \rightarrow 0=\partial_{\mu}\left(U U^{\dagger}\right)=\left(\partial_{\mu} U\right) U^{\dagger}+U \partial_{\mu} U^{\dagger}  \tag{2.1.12}\\
\operatorname{det} U=1 \tag{2.1.13}
\end{gather*}
$$

### 2.1.2 Singular gauge transformation

By using the covariant derivative (2.1.7), the field strength after the $\mathrm{SU}(2)$ gauge transformation $G_{\mu \nu}^{\prime}(x)$ is explicitly computed as

$$
\begin{align*}
G_{\mu \nu}^{\prime} & =\frac{1}{i e} U\left\{\left[\hat{D}_{\mu}, \hat{D}_{\nu}\right]-\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right]\right\} U^{\dagger} \\
& =\frac{1}{i e}\left\{U\left[\hat{D}_{\mu}, \hat{D}_{\nu}\right] U^{\dagger}-U\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right] U^{\dagger}\right\} \\
& =\frac{1}{i e}\left\{\left[U \hat{D}_{\mu} U^{\dagger}, U \hat{D}_{\nu} U^{\dagger}\right]-U\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right] U^{\dagger}\right\} \\
& =\partial_{\mu} \mathcal{A}_{\nu}^{\prime}-\partial_{\nu} \mathcal{A}_{\mu}^{\prime}+i e\left[\mathcal{A}_{\mu}^{\prime}, \mathcal{A}_{\nu}^{\prime}\right]-\frac{1}{i e} U\left[\partial_{\mu}, \partial_{\nu}\right] U^{\dagger}, \tag{2.1.14}
\end{align*}
$$

where we have used

$$
\begin{equation*}
\left[\hat{\partial}_{\mu}, \mathcal{A}_{\nu}^{\prime}\right]=\hat{\partial}_{\mu} \mathcal{A}_{\nu}^{\prime}-\mathcal{A}_{\nu}^{\prime} \hat{\partial}_{\mu}=\partial_{\mu} \mathcal{A}_{\nu}^{\prime}+\mathcal{A}_{\nu}^{\prime} \hat{\partial}_{\mu}-\mathcal{A}_{\nu}^{\prime} \hat{\partial}_{\mu}=\partial_{\mu} \mathcal{A}_{\nu}^{\prime} \tag{2.1.15}
\end{equation*}
$$

It is important to note that if the gauge fixing function $U(x) \in \mathrm{SU}(2)$ is singular, that is $\left[\partial_{\mu}, \partial_{\nu}\right] U(x) \neq 0$, the last term in (2.1.14) remains. The Abelian gauge fixing is classified into this type.

### 2.2 Abelian gauge fixing

### 2.2.1 Diagonalization of gauge dependent variable

We consider some gauge dependent variable $X(x) \in \mathrm{su}(2)^{*}$

$$
X(x)=X^{a}(x) T^{a}=\frac{1}{2}\left(\begin{array}{cc}
X^{3}(x) & X^{1}(x)-i X^{2}(x)  \tag{2.2.1}\\
X^{1}(x)+i X^{2}(x) & -X^{3}(x)
\end{array}\right)
$$

Abelian gauge fixing is defined by the diagonalization of this kind of matrix by using the gauge fixing function $\Omega(x) \in \mathrm{SU}(2)$ as

$$
\begin{align*}
X(x) \rightarrow X_{d}(x) & =\Omega(x) X(x) \Omega(x)^{\dagger}=\left(\begin{array}{cc}
\lambda_{+}(x) & 0 \\
0 & \lambda_{-}(x)
\end{array}\right)  \tag{2.2.2}\\
\lambda_{ \pm}(x) & \equiv \pm \frac{1}{2} \sqrt{X_{1}^{2}(x)+X_{2}^{2}(x)+X_{3}^{2}(x)} \tag{2.2.3}
\end{align*}
$$

Here $\lambda_{ \pm}(x)$ represent eigenvalues of $X(x)$. One finds that these eigenvalues degenerate as $\lambda_{+}(x)=\lambda_{-}(x)$ when the conditions

$$
\begin{equation*}
X_{1}(x)=X_{2}(x)=X_{3}(x)=0 \tag{2.2.4}
\end{equation*}
$$

*When we represent elements of Lie algebra, we use small characters.
are satisfied. Since each condition describes a three-dimensional surface, the locus where all of them are satisfied will be a world-line in four-dimensional space-time.

Now, the degeneracy point is our main interest. In order to understand the structure of the neighborhood of the degeneracy point, we parametrize the world-line by the proper time $\tau$, and perform the Taylor expansion around a certain point $x_{0}$ at fixed time $t_{0}$. Then we have

$$
\begin{align*}
X(x) & =\underbrace{X^{a}\left(t_{0}, \boldsymbol{x}_{0}\right)}_{=0} T^{a}+\partial_{i} X^{a}\left(t_{0}, \boldsymbol{x}_{0}\right)\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)^{i} T^{a}+\underbrace{O\left(\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)^{2}\right)}_{\text {neglected }} \\
& =C_{i}^{a}\left(\boldsymbol{x}-\boldsymbol{x}_{0}\right)^{i} T^{a}, \quad\left(C_{i}^{a} \equiv \partial_{i} X^{a}\left(\boldsymbol{x}_{0}\right)\right) . \tag{2.2.5}
\end{align*}
$$

If $\operatorname{det} C \neq 0$, this means that there exists an inverse mapping; So we can define a linear transformation to new coordinates

$$
\begin{equation*}
w^{a} \equiv C_{i}^{a}\left(\boldsymbol{x}-\boldsymbol{x}_{\mathbf{0}}\right)^{i} \tag{2.2.6}
\end{equation*}
$$

In terms of these new coordinates $w^{a}$, we find the hedgehog configuration near the degeneracy point $\boldsymbol{x}_{0}$, given by

$$
\begin{equation*}
X\left(w^{a}\right)=T^{a} w^{a} \tag{2.2.7}
\end{equation*}
$$

This is the simplest non-trivial solution corresponding to the homotopy group $\pi_{2}(\mathrm{SU}(2) / \mathrm{U}(1))$ $=\pi_{2}\left(S_{2}\right)=\boldsymbol{Z}_{\infty}$. The eigenvalue and the degeneracy point are represented by $\pm \frac{1}{2} \sqrt{w_{1}^{2}+w_{2}^{2}+w_{3}^{2}}$ and $w_{1}=w_{2}=w_{3}=0$, respectively.

Let us parametrize the new coordinate $w_{a}$ by polar coordinates as

$$
\begin{equation*}
\boldsymbol{w} \equiv\left(w_{1}, w_{2}, w_{3}\right) \equiv(r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta) \tag{2.2.8}
\end{equation*}
$$

then the gauge dependent variable $X(w)$ becomes

$$
X(w)=\frac{1}{2}\left(\begin{array}{cc}
w_{3} & w_{1}-i w_{2}  \tag{2.2.9}\\
w_{1}+i w_{2} & -w_{3}
\end{array}\right)=\frac{r}{2}\left(\begin{array}{cc}
\cos \theta & e^{-i \phi} \sin \theta \\
e^{i \phi} \sin \theta & -\cos \theta
\end{array}\right)
$$

Thus, one finds the gauge fixing function $\Omega(w) \in \mathrm{SU}(2)$ in the form

$$
\Omega(w)=\left(\begin{array}{cc}
e^{i \phi} \cos \frac{\theta}{2} & \sin \frac{\theta}{2}  \tag{2.2.10}\\
-\sin \frac{\theta}{2} & e^{-i \phi} \cos \frac{\theta}{2}
\end{array}\right) \quad\left(\equiv \Omega_{1}(w)\right)
$$

This gauge fixing matrix $\Omega(w)$ diagonalizes $X(w)$ as

$$
X_{d}=\Omega(w) X(w) \Omega^{\dagger}(w)=\frac{r}{2}\left(\begin{array}{cc}
1 & 0  \tag{2.2.11}\\
0 & -1
\end{array}\right)=r T^{3}
$$

where the gauge dependent variable $X$ has only a $T^{3}$ component. In this sense, the gauge degree of freedom in the $\mathrm{SU}(2)$ non-Abelian gauge theory is fixed by $\Omega(x)$ up to a remaining
the Abelian gauge symmetry. After this gauge fixing, as is clear from the expression (2.2.11), there remains only the maximal Abelian subgroup of $\mathrm{SU}(2)$, that is $\mathrm{U}(1)$.

It is worth noting that we have many choices of the Abelian gauge fixing function owing to the residual Abelian gauge symmetry. In fact, instead of $\Omega_{1}(w)$, it is possible to choose the form

$$
\Omega(w)=\left(\begin{array}{cc}
\cos \frac{\theta}{2} & e^{-i \phi} \sin \frac{\theta}{2}  \tag{2.2.12}\\
-e^{i \phi} \sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right) \quad\left(\equiv \Omega_{2}(w)\right) .
$$

Here, $\Omega_{1}(w)$ and $\Omega_{2}(w)$ are related by the residual Abelian gauge symmetry as

$$
\Omega_{2}=\left(\begin{array}{cc}
e^{-i \phi} & 0  \tag{2.2.13}\\
0 & e^{i \phi}
\end{array}\right) \Omega_{1}=e^{-2 i \phi T^{3}} \Omega_{1}
$$

By using this matrix $\Omega_{2}(w)$, one also leads to the equation (2.2.11).

### 2.2.2 Appearance of magnetic Dirac string

By the Abelian gauge fixing function $\Omega(x)$, the gauge field $\mathcal{A}_{\mu}(x)$ is transformed as

$$
\begin{equation*}
\mathcal{A}_{\mu}(x) \rightarrow \mathcal{A}_{\mu}^{\Omega}(x)=\Omega(x)\left(\mathcal{A}_{\mu}(x)+\frac{1}{i e} \partial_{\mu}\right) \Omega^{\dagger}(x) \tag{2.2.14}
\end{equation*}
$$

Now, if the original gauge field $\mathcal{A}_{\mu}$ is regular, the first term of (2.2.14) is still regular. However, the second term provides a singularity. To confirm the appearance of singularity, let us compute the flux originating from the second term of (2.2.14). The flux is given by the path integral along a closed loop $\mathrm{C} ; r, \theta=$ const.,$\phi \in[0,2 \pi)$ as *

$$
\begin{align*}
\Phi & \equiv \oint_{\mathrm{C}} d x^{\mu}\left[\frac{1}{i e} \Omega(x) \partial_{\mu} \Omega^{\dagger}(x)\right] \\
& =\oint_{\mathrm{C}} d w^{a}\left[\frac{1}{i e} \Omega(w) \frac{\partial}{\partial w^{a}} \Omega^{\dagger}(w)\right] \\
& =\frac{1}{i e} \int_{0}^{2 \pi} d \phi \Omega(w) \frac{\partial}{\partial \phi} \Omega^{\dagger}(w) \tag{2.2.15}
\end{align*}
$$

where we have used the form of $\partial / \partial w^{a}$ in the polar coordinate,

$$
\begin{equation*}
\frac{\partial}{\partial w^{a}}=\frac{\partial}{\partial r} e_{r}+\frac{1}{r} \frac{\partial}{\partial \theta} e_{\theta}+\frac{1}{r \sin \theta} \frac{\partial}{\partial \phi} e_{\phi} \tag{2.2.16}
\end{equation*}
$$

*This is related to the surface integral of the field strength $\partial_{\mu} \mathcal{A}_{\nu}^{\Omega}-\partial_{\nu} \mathcal{A}_{\mu}^{\Omega}$ through the Stokes theorem. Here, we do not take into account other terms in the field strength tensor: $\left[\mathcal{A}_{\mu}^{\Omega}, \mathcal{A}_{\nu}^{\Omega}\right]$ and $\Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}[$ See, Eq. (2.1.14)], which play important roles when we discuss the Abelian projection.

Inserting $\Omega=\Omega_{1}$, the flux is explicitly calculated as

$$
\begin{align*}
\Phi & \equiv \frac{1}{i e} \int_{0}^{2 \pi} d \phi \Omega_{1}(w) \frac{\partial}{\partial \phi} \Omega_{1}^{\dagger}(w) \\
& =\frac{1}{i e} \int_{0}^{2 \pi} d \phi\left(\begin{array}{cc}
e^{i \phi} \cos \frac{\theta}{2} & \sin \frac{\theta}{2} \\
-\sin \frac{\theta}{2} & e^{-i \phi} \cos \frac{\theta}{2}
\end{array}\right) \frac{\partial}{\partial \phi}\left(\begin{array}{cc}
e^{-i \phi} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\
\sin \frac{\theta}{2} & e^{i \phi} \cos \frac{\theta}{2}
\end{array}\right) \\
& =-\frac{4 \pi}{e} \cos ^{2} \frac{\theta}{2} T^{3} \equiv \Phi_{1}(\theta) \tag{2.2.17}
\end{align*}
$$

We find that this gives non-zero contribution even in the case that the closed path $C$ is shrunk to one point, that is $\theta=0$,

$$
\begin{equation*}
\Phi_{1}(\theta=0)=-\frac{4 \pi}{e} T^{3} \tag{2.2.18}
\end{equation*}
$$

On the other hand, for $\theta=\pi$, this flux vanishes. That is to say, along the axis at $\theta=0$ there exists the flux expressed by the delta-function type, which implies the existence of the "Dirac string." Rewriting (2.2.17) as

$$
\begin{align*}
\Phi_{1}(\theta) & =-\frac{4 \pi}{e} \frac{(1+\cos \theta)}{2} T^{3} \\
& =-\frac{4 \pi}{e} T^{3}+\frac{4 \pi}{e} T^{3}\left(\frac{1-\cos \theta}{2}\right) T^{3} \tag{2.2.19}
\end{align*}
$$

one can recognize that the first term and the second term correspond to the flux which are originating from the "magnetic monopole" with the magnetic charge $4 \pi / e=g$ and the "magnetic Dirac string," respectively. Here an interesting relation, eg $=4 \pi$, appears, which is the so-called Dirac quantization condition for the magnetic monopoles. This quantization condition guarantees the unobservability of the magnetic Dirac string whenever the Abelian gauge symmetry is not broken.

It is interesting to compare with $\Omega=\Omega_{2}$. In this case the flux is calculated similarly as

$$
\begin{equation*}
\Phi_{2}(\theta)=\frac{4 \pi}{e} T^{3}-\frac{4 \pi}{e}\left(\frac{1+\cos \theta}{2}\right) T^{3} \tag{2.2.20}
\end{equation*}
$$

Here, the role of the first term and the second term are the same as the previous discussion. However, it should be noted that in this case the flux has non-vanishing value along the axis at $\theta=\pi$, which means that the direction of the magnetic Dirac string is different from previous case. In this sense, one can say that the position of the Dirac string can be varied by the residual Abelian gauge transformation. The direction of the Dirac string is defined by the sign of the charge $e$ or $g$. If we define as $e>0(e<0)$, the flux of the Dirac string is absorbed (emitted) by the magnetic monopole (anti-monopole) [See, Fig. 2.1]


Figure 2.1: The direction of the color-magnetic Dirac string for the Abelian gauge fixing function (a) $\Omega_{1}(w)$ and (b) $\Omega_{2}(w)$.

### 2.3 Abelian projection

In the previous section, we have shown that the $\mathrm{SU}(2)$ gauge theory contains monopolelike singularities in the Abelian gauge. Our next task is to "extract" these singularities as monopoles. To do this, it is essential to adopt the Abelian projection method, which reduces the non-Abelian gauge theory into an Abelian gauge theory. The resulting Abelian gauge theory contains Abelian magnetic monopoles as additional degrees of freedom.

### 2.3.1 Abelian gauge transformation of the gauge field

In order to extract the Abelian gauge field from the theory after the Abelian gauge fixing, we perform the Abelian gauge transformation. Let $\mathcal{A}_{\mu}^{\Omega}$ be the gauge field after the Abelian gauge fixing as given in Eq. (2.2.14). Using the Cartan decomposition as

$$
\begin{equation*}
C_{\mu}^{\Omega} \equiv \frac{1}{\sqrt{2}}\left(\mathcal{A}_{\mu}^{\Omega 1}+i \mathcal{A}_{\mu}^{\Omega 2}\right), \quad E \equiv \frac{1}{\sqrt{2}}\left(T^{1}+i T^{2}\right) \tag{2.3.1}
\end{equation*}
$$

we write the gauge field $\mathcal{A}_{\mu}^{\Omega}$ as

$$
\begin{equation*}
\mathcal{A}_{\mu}^{\Omega}=\mathcal{A}_{\mu}^{\Omega a} T^{a}=\mathcal{A}_{\mu}^{\Omega 3} T^{3}+C_{\mu}^{\Omega} E^{\dagger}+C_{\mu}^{\Omega *} E, \tag{2.3.2}
\end{equation*}
$$

where the diagonal part and the off-diagonal part are exposed. Let us perform the Abelian gauge transformation by making use of $d(x) \in \mathrm{U}(1)_{3}$,

$$
d(x) \equiv e^{i e \theta(x) T^{3}}=\left(\begin{array}{cc}
e^{i e \frac{\theta}{2}} & 0  \tag{2.3.3}\\
0 & e^{-i e \frac{\theta}{2}}
\end{array}\right)
$$

Then, one finds the following transformation:

$$
\begin{align*}
\mathcal{A}_{\mu}^{\Omega} \rightarrow \mathcal{A}_{\mu}^{\Omega^{d}} & =d\left(\mathcal{A}_{\mu}^{\Omega}+\frac{1}{i e} \partial_{\mu}\right) d^{\dagger} \\
& =\left(\mathcal{A}_{\mu}^{\Omega 3}-\partial_{\mu} \theta\right) T^{3}+e^{-i e \theta} C_{\mu}^{\Omega} E^{\dagger}+e^{i e \theta} C_{\mu}^{\Omega *} E \tag{2.3.4}
\end{align*}
$$

This suggests that the off-diagonal gluon parts $C_{\mu}^{\Omega}$ and $C_{\mu}^{\Omega *}$ become charged matter fields and lose the property of a gauge field. Only the diagonal gluon $A_{\mu}^{\Omega 3}$ still behaves as an Abelian gauge field. Here, we have used the relation

$$
\begin{gather*}
{\left[T^{3}, E\right]=E, \quad\left[T^{3}, E^{\dagger}\right]=-E^{\dagger}}  \tag{2.3.5}\\
e^{A} B e^{-A}=B+[A, B]+\frac{1}{2!}[A,[A, B]]+\cdots \tag{2.3.6}
\end{gather*}
$$

Now, we have found which is the Abelian gauge field in terms of the residual Abelian gauge symmetry. Following the Abelian dominance hypothesis as a low-energy property of the nonAbelian gauge theory in a suitable Abelian gauge, we extract only the Abelian gauge field by dropping* the charged matter fields $C_{\mu}^{\Omega}$ and $C_{\mu}^{\Omega *}$. This is the step of Abelian projection. Only the diagonal component of the gauge field defined by

$$
\begin{equation*}
\mathcal{A}_{\mu}^{\Omega}=\mathcal{A}_{\mu}^{\Omega 3} T^{3}=\operatorname{tr}\left(\tau^{3} \mathcal{A}_{\mu}^{\Omega}\right) T^{3}=\operatorname{tr}\left\{\tau^{3} \Omega\left(\mathcal{A}_{\mu}+\frac{1}{i e} \partial_{\mu}\right) \Omega^{\dagger}\right\} T^{3} \tag{2.3.7}
\end{equation*}
$$

is taken into account. The field strength tensor of the $\mathrm{SU}(2)$ gauge theory is then written as

$$
\begin{align*}
G_{\mu \nu}^{\Omega} & =\partial_{\mu} \mathcal{A}_{\nu}^{\Omega}-\partial_{\nu} \mathcal{A}_{\mu}^{\Omega}+i e \underbrace{\left[\mathcal{A}_{\mu}^{\Omega}, \mathcal{A}_{\nu}^{\Omega}\right]}_{\text {neglected }}-\frac{1}{i e} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger} \\
& =\partial_{\mu} \mathcal{A}_{\nu}^{\Omega}-\partial_{\nu} \mathcal{A}_{\mu}^{\Omega}-\frac{1}{i e} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger} . \tag{2.3.8}
\end{align*}
$$

It should be noted that we drop the off-diagonal gluon part after the Abelian gauge fixing, never before one. Since the Abelian gauge fixing is, of course, among the non-Abelian gauge transformations, the diagonal and off-diagonal components of the gauge field can mix each other. In other words, the gauge field which is finally aligned with the $T^{3}$ direction is originally spanned by all of the $\mathrm{SU}(2)$ generators $T^{1}, T^{2}$, and $T^{3}$.

### 2.3.2 Abelian field strength tensor

The Abelian component of the field strength tensor can be extracted multiplying by $\tau^{3}=2 T^{3}$ and taking the trace. Then, after the Abelian projection the field strength tensor $F_{\mu \nu}$ is given

[^2]by
\[

$$
\begin{align*}
F_{\mu \nu}=\operatorname{tr}\left[\tau^{3} G_{\mu \nu}^{\Omega}\right] & =\operatorname{tr}\left[\tau^{3}\left(\partial_{\mu} \mathcal{A}_{\nu}^{\Omega}-\partial_{\nu} \mathcal{A}_{\mu}^{\Omega}-\frac{1}{i e} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right)\right] \\
& =\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}-\frac{1}{i e} \operatorname{tr}\left[\tau^{3} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right] \tag{2.3.9}
\end{align*}
$$
\]

where we have defined the "Abelian gauge field" as

$$
\begin{equation*}
A_{\mu} \equiv \operatorname{tr}\left(\tau^{3} \mathcal{A}_{\mu}^{\Omega}\right)=\operatorname{tr}\left\{\tau^{3} \Omega\left(\mathcal{A}_{\mu}+\frac{1}{i e} \partial_{\mu}\right) \Omega^{\dagger}\right\} \tag{2.3.10}
\end{equation*}
$$

Here, if the field strength tensor $F_{\mu \nu}$ is regular, as evidence of this, the following Bianchi identity is satisfied:

$$
\begin{equation*}
\partial_{\mu}^{*} F^{\mu \nu}=0, \quad{ }^{*} F^{\mu \nu} \equiv \frac{1}{2} \varepsilon^{\mu \nu \alpha \beta} F_{\alpha \beta} . \tag{2.3.11}
\end{equation*}
$$

However, the last term in Eq. (2.3.9) breaks the Bianchi identity, which means that a magnetic current $k_{\mu} \neq 0$ appears. In what follows, we see this mechanism more precisely.

We introduce "auxiliary Higgs-like fields" $\hat{\phi}^{a}(a=1,2,3)$, defined by using the Abelian gauge fixing function $\Omega$ :

$$
\begin{equation*}
\hat{\phi}^{a} \tau^{a} \equiv \Omega^{\dagger} \tau^{3} \Omega \tag{2.3.12}
\end{equation*}
$$

One finds that $\hat{\phi}^{a}$ have the following properties:

$$
\begin{gather*}
\sum_{a=1}^{3} \hat{\phi}^{a 2}=1,  \tag{2.3.13}\\
\partial_{\mu}\left(\hat{\phi}^{a} \tau^{a}\right)=-\left[L_{\mu}, \hat{\phi}^{a} \tau^{a}\right],  \tag{2.3.14}\\
L_{\mu} \equiv \Omega^{\dagger} \partial_{\mu} \Omega . \tag{2.3.15}
\end{gather*}
$$

In general, the explicit form of $\phi^{a}$ depends on the choice of Abelian gauge fixing function $\Omega(w)$. For instance, for $\Omega_{1}(w)$ or $\Omega_{2}(w)$ this $\phi^{a}$ takes the form

$$
\begin{equation*}
\phi^{a}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \tag{2.3.16}
\end{equation*}
$$

which parametrizes the simplest hedgehog configuration of monopole. In this case, the relation (2.3.13) is trivial. Here, $L_{\mu}$ itself leads to the relation

$$
\begin{equation*}
\partial_{\mu} L_{\nu}-\partial_{\nu} L_{\mu}+\left[L_{\mu}, L_{\nu}\right]=\Omega^{\dagger}\left[\partial_{\mu}, \partial_{\nu}\right] \Omega \neq 0 \tag{2.3.17}
\end{equation*}
$$

which corresponds to the breaking of the Maurer-Cartan formula ( $d L+L \wedge L=0$ ).
By virtue of the relations (2.3.13), (2.3.14), (2.3.15) and (2.3.17), the Abelian gauge field $A_{\mu}$ can be written as

$$
\begin{equation*}
A_{\mu}=\hat{\phi}^{a} \mathcal{A}_{\mu}^{a}-\frac{1}{i e} \operatorname{tr}\left[\hat{\phi}^{a} \tau^{a} L_{\mu}\right] . \tag{2.3.18}
\end{equation*}
$$



Figure 2.2: The cancellation of the color-magnetic Dirac string in the Abelian field strength obtained by the Abelian projection method.

Then, we also have the relation

$$
\begin{equation*}
\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}=\partial_{\mu}\left(\hat{\phi}^{a} \mathcal{A}_{\nu}^{a}\right)-\partial_{\nu}\left(\hat{\phi}^{a} \mathcal{A}_{\mu}^{a}\right)-\frac{1}{e} \epsilon^{a b c} \hat{\phi}^{a} \partial_{\mu} \hat{\phi}^{b} \partial_{\nu} \hat{\phi}^{c}+\frac{1}{i e} \operatorname{tr}\left[\tau^{3} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right] \tag{2.3.19}
\end{equation*}
$$

which leads to the Abelian field strength tensor

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu}\left(\hat{\phi}^{a} \mathcal{A}_{\nu}^{a}\right)-\partial_{\nu}\left(\hat{\phi}^{a} \mathcal{A}_{\mu}^{a}\right)-\frac{1}{e} \epsilon^{a b c} \hat{\phi}^{a} \partial_{\mu} \hat{\phi}^{b} \partial_{\nu} \hat{\phi}^{c} \tag{2.3.20}
\end{equation*}
$$

The last term resembles the 't Hooft-Polyakov tensor used in the discussion of the 't HooftPolyakov monopole in the Georgi-Glashow model [57,58]. We find that the non-commutable term of the derivative in (2.3.19) is "exactly" canceled by the same term in (2.3.9) [See, Fig. 2.2]. This corresponds to the cancellation of the magnetic Dirac string. One finds that the Abelian field strength tensor $F_{\mu \nu}$ can be defined without the magnetic Dirac string. Due to this fact, we can safely define the magnetic charge of the monopole.

Here, by inserting the explicit form of $\Omega(w)$, one can easily confirm that the non-commutable term of the derivative is nothing but the magnetic Dirac string. In fact, if we use $\Omega(w)=$ $\Omega_{1}(w)$, we get

$$
\begin{equation*}
\frac{1}{i e} \operatorname{tr}\left[\tau^{3} \Omega_{1}\left[\partial_{\mu}, \partial_{\nu}\right] \Omega_{1}^{\dagger}\right]=-\frac{4 \pi}{e} \epsilon_{\mu \nu} \theta(z) \delta(x) \delta(y) \hat{\phi}^{3}=-\frac{4 \pi}{e} \epsilon_{\mu \nu} \theta(z) \delta(x) \delta(y) \tag{2.3.21}
\end{equation*}
$$

For another form of Abelian gauge fixing function $\Omega_{2}$, we have

$$
\begin{equation*}
\frac{1}{i e} \operatorname{tr}\left[\tau^{3} \Omega_{2}\left[\partial_{\mu}, \partial_{\nu}\right] \Omega_{2}^{\dagger}\right]=-\frac{4 \pi}{e} \epsilon_{\mu \nu} \theta(-z) \delta(x) \delta(y) \hat{\phi}^{3}=+\frac{4 \pi}{e} \epsilon_{\mu \nu} \theta(-z) \delta(x) \delta(y) \tag{2.3.22}
\end{equation*}
$$

where $\epsilon_{\mu \nu}$ denotes $\epsilon_{12}=-\epsilon_{21}=1, \epsilon_{11}=\epsilon_{22}=0$. The relation $\phi^{3}=\cos \theta$ in (2.3.16) is used. Note that the direction of the Dirac string coincides with the singular flux discussed in the subsection 2.2.2.

### 2.3.3 Breaking of the Abelian Bianchi identity and monopole current

Due to the presence of the last term in (2.3.20), we have the equation

$$
\begin{align*}
\partial_{\mu}{ }^{*} F^{\mu \nu} & =\partial_{\mu} \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma} \\
& =-\frac{1}{2 e} \epsilon^{\mu \nu \rho \sigma} \epsilon^{a b c} \partial_{\mu}\left(\hat{\phi}^{a} \partial_{\rho} \hat{\phi}^{b} \partial_{\sigma} \hat{\phi}^{c}\right) \quad \equiv k^{\nu} \neq 0, \tag{2.3.23}
\end{align*}
$$

where the current of the Abelian magnetic monopole $k^{\mu}$ appears. Of course, the Abelian Bianchi identity is now broken. More explicitly, one can calculate the the magnetic charge of the monopole $g$ by considering the spatial integral of $k^{0}$ as

$$
\begin{equation*}
k^{0}=-\frac{1}{2 e} \epsilon^{\mu 0 \rho \sigma} \epsilon^{a b c} \partial_{\mu}\left(\hat{\phi}^{a} \partial_{\rho} \hat{\phi}^{b} \partial_{\sigma} \hat{\phi}^{c}\right)=\frac{1}{2 e} \epsilon^{i j k} \epsilon^{a b c} \partial_{i}\left(\hat{\phi}^{a} \partial_{j} \hat{\phi}^{b} \partial_{k} \hat{\phi}^{c}\right) . \tag{2.3.24}
\end{equation*}
$$

Thus, the magnetic charge $g$ is calculated as

$$
\begin{align*}
g & =\int_{V^{\text {(phys })}} d^{3} x k^{0} \\
& =\frac{1}{2 e} \int_{V^{\text {(phys }}} d^{3} x \partial_{i}\left(\epsilon^{i j k} \epsilon^{a b c} \hat{\phi}^{a} \partial_{j} \hat{\phi}^{b} \partial_{k} \hat{\phi}^{c}\right) \\
& =\frac{1}{2 e} \oint_{\partial V \text { (phys) }\left(=S_{2}^{\text {(phys) })}\right)} d S_{i} \epsilon^{i j k} \epsilon^{a b c} \hat{\phi}^{a} \partial_{j} \hat{\phi}^{b} \partial_{k} \hat{\phi}^{c} \\
& =\frac{1}{2 e} \oint_{\partial V^{\text {(int) })}\left(=S_{2}^{\text {(int) })}\right)} \epsilon^{a b c} \hat{\phi^{a}} d \hat{\phi}^{b} \wedge d \hat{\phi}^{c} \tag{2.3.25}
\end{align*}
$$

where $d S_{1}=d x_{2} \wedge d x_{3}, d S_{2}=d x_{3} \wedge d x_{1}$, and $d S_{3}=d x_{1} \wedge d x_{2}$. By making use of the parametrization of $\phi^{a}$ in (2.3.16), we finally get

$$
\begin{equation*}
g=\frac{1}{2 e} \int_{0}^{\pi} d \theta \int_{0}^{2 \pi} d \varphi 2 \sin \theta=\frac{1}{2 e} \cdot 8 \pi=\frac{4 \pi}{e} . \tag{2.3.26}
\end{equation*}
$$

This is the magnetic charge of the monopole for the simplest hedgehog configuration. In general, the parametrization of (2.3.16) can be more complicated due to another choice of the Abelian gauge fixing function $\Omega$ [See, Eq. (2.3.12)]. In such case, we have the generalized relation

$$
\begin{equation*}
n=\frac{1}{8 \pi} \oint_{\partial V^{(\text {int })}\left(=S_{2}\right)} \epsilon^{a b c} \hat{\phi}^{a} d \hat{\phi}^{b} \wedge d \hat{\phi}^{c} \tag{2.3.27}
\end{equation*}
$$

where $n$ is an integer characterizing the homotopy class of the mapping $S_{2}^{(\text {phys })} \rightarrow S_{2}^{(\text {int })}$ : $\pi_{2}(\mathrm{SU}(2) / \mathrm{U}(1))=\pi_{2}\left(S_{2}\right)=\boldsymbol{Z}_{\infty}$. This integer is nothing but the covering (winding) number counting how often the mapping from one one sphere is wrapped around the other sphere. Thus, we have the generalized Dirac quantization condition for the magnetic monopoles

$$
\begin{equation*}
e g=4 \pi n \tag{2.3.28}
\end{equation*}
$$

To summarize, the Abelian projection after some Abelian gauge fixing reduce the nonAbelian gauge theory into an Abelian gauge theory including magnetic monopoles.

### 2.4 Dual Abelian Higgs model

In this section we construct the dual Abelian Higgs (DAH) model based on the Abelian field strength tensor obtained by the Abelian projection method. In the previous section, we have obtained monopole currents as a result of the Abelian projection [12] assuming Abelian dominance [13]. Now, we imagine that the complicated cluster of monopole currents in four-dimensional space-time leads to a nontrivial vacuum, where color confinement takes place ${ }^{*}$. This situation can be regarded as monopoles condensation analogous to the Cooper pair condensation in the ordinary superconductor. Indeed, this dual superconducting picture of the vacuum is numerically supported by the recent studies of lattice gauge theory in the maximally Abelian gauge [17-31].

### 2.4.1 Path-integral duality transformation

We know that the Abelian field strength tensor derived from $\mathrm{SU}(2)$ gluodynamics in the Abelian projection has the form (2.3.9),

$$
\begin{equation*}
F_{\mu \nu}=(\partial \wedge A)_{\mu \nu}+g \Sigma_{\mu \nu}^{\mathrm{M}}, \tag{2.4.1}
\end{equation*}
$$

where $(\partial \wedge A)_{\mu \nu} \equiv \partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$, which satisfies the Bianchi identity $\partial_{\mu}{ }^{*}(\partial \wedge A)_{\mu \nu}=0$. We have defined $\Sigma_{\mu \nu}^{\mathrm{M}}$ as

$$
\begin{align*}
g \Sigma_{\mu \nu}^{\mathrm{M}} & \equiv-\frac{1}{i e} \operatorname{tr}\left[\tau^{3} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right] \\
& =g \int_{\Sigma^{\mathrm{M}}} \varepsilon_{\mu \nu \alpha \beta} d \sigma_{\alpha \beta}^{\mathrm{M}}(\bar{x}(\xi)) \delta(x-\bar{x}(\xi)) \tag{2.4.2}
\end{align*}
$$

The last expression means that the string singularity is represented as a nonlocal term. Note that when the Dirac string is a straight line, this nonlocal term is explicitly written by using a constant four-vector $n_{\mu}$, describing the direction of the string, as

$$
\begin{align*}
g \Sigma_{\mu \nu}^{M} & =\int d^{4} y\langle x| \frac{1}{n \cdot \partial}|y\rangle \varepsilon_{\mu \nu \alpha \beta} n_{\alpha} k_{\beta}(y) \\
& \equiv \frac{1}{n \cdot \partial} \varepsilon_{\mu \nu \alpha \beta} n_{\alpha} k_{\beta}, \tag{2.4.3}
\end{align*}
$$

where $\langle x| \frac{1}{n \cdot \partial}|y\rangle$ is the kernel which satisfies the equation

$$
\begin{equation*}
(n \cdot \partial)_{x}\langle x| \frac{1}{n \cdot \partial}|y\rangle=\delta^{(4)}(x-y) \tag{2.4.4}
\end{equation*}
$$

This solution is found to be

$$
\begin{equation*}
\langle x| \frac{1}{n \cdot \partial}|y\rangle=[p \theta((x-y) \cdot n)-(1-p) \theta((y-x) \cdot n)] \delta^{(3)}\left(\vec{x}_{\perp}-\vec{y}_{\perp}\right) \tag{2.4.5}
\end{equation*}
$$

[^3]Here $p$ is an arbitrary real number and $\delta^{(3)}(x)$ is the $\delta$-function defined on a three dimensional hyper-surface which has the normal vector $n_{\mu}$, so that $\vec{x}_{\perp}$ and $\vec{y}_{\perp}$ are three-vectors (generically not spatial) which are perpendicular to $n_{\mu}$. Factorizing the magnetic charge from the current as $k_{\mu}=\frac{4 \pi}{e} \hat{k}_{\mu}=g \hat{k}_{\mu}$, we have the relation

$$
\begin{equation*}
\Sigma_{\mu \nu}^{\mathrm{M}}=\frac{1}{n \cdot \partial} \varepsilon_{\mu \nu \alpha \beta} n_{\alpha} \hat{k}_{\beta} . \tag{2.4.6}
\end{equation*}
$$

In any case, the term $g \Sigma_{\mu \nu}^{\mathrm{M}}$ breaks the Bianchi identity as

$$
\begin{equation*}
g \partial_{\mu}^{*} \Sigma_{\mu \nu}^{\mathrm{M}}=\frac{g}{2} \varepsilon_{\mu \nu \lambda \rho} \partial_{\mu} \Sigma_{\lambda \rho}^{\mathrm{M}}=k_{\nu} \tag{2.4.7}
\end{equation*}
$$

where the star " * " denotes the dual quantity.
Now, we come back to the action of $\mathrm{SU}(2)$ gluodynamics after the Abelian projection, which has the form

$$
\begin{equation*}
S_{\mathrm{AP}-\mathrm{SU}(2)}\left[A_{\mu}, j_{\mu}, \Sigma_{\mu \nu}^{\mathrm{M}}\right]=\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge A)_{\mu \nu}+g \Sigma_{\mu \nu}^{\mathrm{M}}\right)^{2}+i A_{\mu} j_{\mu}\right\} \tag{2.4.8}
\end{equation*}
$$

where $j_{\mu}=\frac{e}{2} \bar{q} \gamma_{\mu} q$ is the Abelian electric current, which is treated as an external source. The factor $1 / 2$, the weight of the $\mathrm{SU}(2)$ algebra, comes from the projection $\operatorname{tr}\left(T^{3} T^{3}\right)=1 / 2$. Due to this fact, again we would like to mention that the Dirac quantization condition for the fundamental charge is given by $\frac{e}{2} g=2 \pi$. Thus, the resulting partition function is written as

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} A_{\mu} \mathcal{D} j_{\mu} \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{M}} \exp \left\{-S_{\mathrm{AP}-\mathrm{SU}(2)}\left[A_{\mu}, j_{\mu}, \Sigma_{\mu \nu}^{\mathrm{M}}\right]\right\} \tag{2.4.9}
\end{equation*}
$$

Here, we adopt the first-order formalism to achieve the duality transformation of the effective action [59]. During this step, the monopole currents naturally appears in the action as dynamical variables which couple to the "dual gauge field." In contrast to Zwanziger's formulation [60], this approach enables us to directly connect the Abelian-projected theory with its dual form [61].

First, we introduce an auxiliary antisymmetric tensor $B_{\mu \nu}$ through the identity

$$
\begin{equation*}
\exp \left\{-\frac{1}{4} \int d^{4} x(\partial \wedge A)_{\mu \nu}^{2}\right\}=\int \mathcal{D} B_{\mu \nu} \exp \left\{-\frac{1}{4} \int d^{4} x\left(B_{\mu \nu}^{2}+2 i^{*} B_{\mu \nu}(\partial \wedge A)_{\mu \nu}\right)\right\} \tag{2.4.10}
\end{equation*}
$$

Inserting this into the partition function, we get

$$
\begin{align*}
\mathcal{Z}= & \int \mathcal{D} A_{\mu} \mathcal{D} j_{\mu} \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{M}} \mathcal{D} B_{\mu \nu} \\
& \times \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left(B_{\mu \nu}^{2}+2 i^{*} B_{\mu \nu}(\partial \wedge A)_{\mu \nu}+2 g \Sigma_{\mu \nu}^{\mathrm{M}}(\partial \wedge A)_{\mu \nu}+\left(g \Sigma_{\mu \nu}^{\mathrm{M}}\right)^{2}\right)+i A_{\mu} j_{\mu}\right\}\right] \\
= & \int \mathcal{D} A_{\mu} \mathcal{D} j_{\mu} \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{M}} \mathcal{D} B_{\mu \nu} \\
& \times \exp \left[-\int d^{4} x\left\{\frac{1}{4} B_{\mu \nu}^{2}+\frac{1}{4}\left(g \Sigma_{\mu \nu}^{\mathrm{M}}\right)^{2}-i\left(\partial_{\mu}{ }^{*} B_{\mu \nu}-i g \partial_{\mu} \Sigma_{\mu \nu}^{\mathrm{M}}-j_{\nu}\right) A_{\nu}\right\}\right] \tag{2.4.11}
\end{align*}
$$

We can integrate over the Abelian gauge field $A_{\mu}$, which leads to a delta-function in the measure

$$
\begin{equation*}
\delta\left(\partial_{\mu}^{*} B_{\mu \nu}-i g \partial_{\mu} \Sigma_{\mu \nu}^{\mathrm{M}}-j_{\mu}\right) \tag{2.4.12}
\end{equation*}
$$

This resolution then has the form

$$
\begin{equation*}
B_{\mu \nu}=(\partial \wedge B)_{\mu \nu}+i g^{*} \Sigma_{\mu \nu}^{\mathrm{M}}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}} \tag{2.4.13}
\end{equation*}
$$

where the dual gauge field " $B_{\mu}$ " is naturally introduced. Here, we have introduced the "electric" Dirac string $\Sigma_{\mu \nu}^{\mathrm{E}}$, which satisfies the equation

$$
\begin{equation*}
\frac{e}{2} \partial_{\mu}^{*} \Sigma_{\mu \nu}^{\mathrm{E}}=j_{\nu} \tag{2.4.14}
\end{equation*}
$$

This $\Sigma_{\mu \nu}^{\mathrm{E}}$ can be represented in a analogous form to Eq. (2.4.2) as

$$
\begin{equation*}
\Sigma_{\mu \nu}^{\mathrm{E}} \equiv \int_{\Sigma^{\mathrm{E}}} \varepsilon_{\mu \nu \alpha \beta} d \sigma_{\alpha \beta}^{\mathrm{E}}(\bar{x}(\eta)) \delta(x-\bar{x}(\eta)) \tag{2.4.15}
\end{equation*}
$$

For the straight electric Dirac string, we have the more explicit expression

$$
\begin{equation*}
\Sigma_{\mu \nu}^{\mathrm{E}}=\frac{1}{n \cdot \partial} \varepsilon_{\mu \nu \alpha \beta} n_{\alpha} \hat{j}_{\beta}, \tag{2.4.16}
\end{equation*}
$$

where we have denoted $\frac{e}{2} \hat{j}_{\mu}=j_{\mu}$. Similar to the definition of the magnetic charge in the above discussion, the Eq. (2.4.14) can be considered as the breaking of the "dual" Bianchi identity, which is indeed necessary to define the "electric" charge in the dual world. We get the following expression after the integration of $B_{\mu \nu}$,

$$
\begin{align*}
\mathcal{Z} & \left.=\int \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{E}} \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{M}} \mathcal{D} B_{\mu} \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge B)_{\mu \nu}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}-i k_{\mu} B_{\mu}+i \pi^{*} \Sigma_{\mu \nu}^{\mathrm{M}} \Sigma_{\mu \nu}^{\mathrm{E}}\right\}\right]\right] \\
& =\left\langle\int \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{E}} \mathcal{D} B_{\mu} \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge B)_{\mu \nu}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}-i k_{\mu} B_{\mu}\right\}\right]\right\rangle_{k_{\mu}} \tag{2.4.17}
\end{align*}
$$

where we have used the equation (2.4.7), and accordingly, the dual gauge field $B_{\mu}$ couples to monopole currents $k_{\mu}$. One finds that the square term of $\Sigma_{\mu \nu}^{\mathrm{M}}$ is exactly cancelled. The integration over $\Sigma_{\mu \nu}^{\mathrm{M}}$ is written as a certain average of the monopole currents denoted as $\langle\cdots\rangle_{k_{\mu}}$. It is interesting to note that the last term in the first line ${ }^{*} \Sigma_{\mu \nu}^{\mathrm{M}} \Sigma_{\mu \nu}^{\mathrm{E}}$ represent the "linking" between the electric sector and the magnetic sector, which counts the number how many times the electric Dirac string are linked by the magnetic Dirac string. This term is explicitly written by using (2.4.2) and (2.4.15) as

$$
\begin{equation*}
\int d^{4} x i \pi^{*} \Sigma_{\mu \nu}^{\mathrm{M}} \Sigma_{\mu \nu}^{\mathrm{E}}=2 \pi i \varepsilon_{\mu \nu \alpha \beta} \int_{\Sigma^{\mathrm{M}}} d \sigma_{\mu \nu}^{\mathrm{M}}(\bar{x}(\xi)) \int_{\Sigma^{\mathrm{E}}} d \sigma_{\alpha \beta}^{\mathrm{E}}(\bar{x}(\eta)) \delta(\bar{x}(\xi)-\bar{x}(\eta))=2 \pi i L \tag{2.4.18}
\end{equation*}
$$

where $L$ is the linking number (integer). Then, this term does not influence $\mathcal{Z}$ as long as the Dirac quantization condition is satisfied.

### 2.4.2 Ensemble of monopole currents

Now, we assume that the monopole currents are distributed in a complicated way forming long range loops in four-dimensional space-time, which we call a clustering of monopole currents. Since one monopole current itself forms a closed loop, it can be parametrized as

$$
\begin{equation*}
k_{\mu}(x)=g \sum_{n=1}^{N} \oint_{\partial \Sigma^{\mathrm{M}}} d x_{\mu}^{(n)}(s) \delta\left(x-x^{(n)}(s)\right) \tag{2.4.19}
\end{equation*}
$$

where $x^{(n)}(s)$ parametrizes the world line of $n$-th monopole trajectory in four-dimensional space-time. Then, the complicated clustering of monopole currents would be described by the "grand canonical ensemble" of these closed monopole loops, which leads to the expression

$$
\begin{align*}
\left\langle\exp \left[i \int d^{4} x k_{\mu} B_{\mu}\right]\right\rangle_{k_{\mu}}= & \sum_{N=0}^{\infty} \frac{1}{N!} \prod_{l=1}^{N}\left[\int_{0}^{\infty} \frac{d s_{l}}{s_{l}} \exp \left(-s_{l} M^{2}\right) \oint \mathcal{D} x^{\left(l^{\prime}\right)}\left(s_{l}^{\prime}\right)\right] \\
& \times \exp \left[\sum_{l=1}^{N} \int_{0}^{s_{l}} d s_{l}^{\prime}\left(-\frac{1}{4} \dot{x}^{\left(l^{\prime}\right) 2}\left(s_{l}^{\prime}\right)+i g \dot{x}_{\mu}^{\left(l^{\prime}\right)}\left(s_{l}^{\prime}\right) B_{\mu}\left(x^{\left(l^{\prime}\right)}\left(s_{l}^{\prime}\right)\right)\right)\right. \\
& \left.-\lambda \sum_{l, k=1}^{N} \int_{0}^{s_{l}} d s_{l}^{\prime} \int_{0}^{s_{k}} d s_{k}^{\prime \prime} \delta\left[x^{\left(l^{\prime}\right)}\left(s_{l}^{\prime}\right)-x^{\left(k^{\prime \prime}\right)}\left(s_{k}^{\prime \prime}\right)\right]\right], \tag{2.4.20}
\end{align*}
$$

where $x_{\mu}^{\left(l^{\prime}\right)}\left(s_{l}^{\prime}\right)$ parametrizes one closed loop of monopole current. As shown in Refs. [16, 59], this partition function can be rewritten as the partition function of the well-known dual Abelian Higgs model, which describes the dynamics of the dual gauge field $B_{\mu}$ coupled to a complex scalar monopole field $\chi$

$$
\begin{align*}
\mathcal{Z}= & \int \mathcal{D} \Sigma_{\mu \nu}^{\mathrm{E}} \mathcal{D} B_{\mu} \mathcal{D} \chi \mathcal{D} \chi^{*} \\
& \times \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge B)_{\mu \nu}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}+\left|\left(\partial_{\mu}+i g B_{\mu}\right) \chi\right|^{2}+\lambda\left(|\chi|^{2}-v^{2}\right)^{2}\right\}\right] \tag{2.4.21}
\end{align*}
$$

where $M^{2}$ is represented as $M^{2}=-2 \lambda v^{2}$. If $\lambda<0$, which means $M^{2}>0$, the monopole loop density is suppressed by the factor $\exp \left(-s_{l} M^{2}\right)$. On the other hand, if $\lambda>0$ (i.e. $\left.M^{2}<0\right)$, infinitely long monopole loops can appear. The delta function in Eq. (2.4.20) representing the short-range (repulsive) interaction between monopole currents plays an important role to keep the monopole loop density finite, which leads to the self-interaction term of the monopole field $\left(\lambda \chi^{4}\right)$. This situation is described as monopole condensation. In a view point from the lattice formulation [15], $M^{2}$ can be regarded as the free energy of the system written in the form $M^{2}=\alpha-\ln (2 D-1)$, where $\alpha$ is the monopole self-energy and $D$ the dimension of the system, then $\ln (2 D-1)$ represents the entropy of the system (The factor $2 D-1$ comes from that the monopole-current system can be regarded as a self-avoiding random walk system.).

Hence, one understands that the sign of $\lambda$ is related to the valance of energy-entropy of the monopole-current system. In this case, $\lambda<0(\lambda>0)$ corresponds to the energy (entropy) dominant system.

### 2.5 Summary and outlook

In this chapter, we have obtained the dual Abelian Higgs (DAH) model as an infrared effective model of the $\mathrm{SU}(2)$ gluodynamics based on mainly 't Hooft's Abelian projection and the pathintegral duality transformation. The resulting DAH action has the form

$$
\begin{equation*}
S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}, \chi, \chi^{*}\right]=\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge B)_{\mu \nu}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}+\left|\left(\partial_{\mu}+i g B_{\mu}\right) \chi\right|^{2}+\lambda\left(|\chi|^{2}-v^{2}\right)^{2}\right\} \tag{2.5.1}
\end{equation*}
$$

In the following chapter, we mainly study this DAH model, its classical properties by investigating the DAH action (chapter 3) and the effects of the corresponding quantum theory by studying the partition function of the DAH model (chapter 4). The quantum effects are studied by means of the Monte Carlo simulation on the "dual lattice." The parameter fixing of the DAH model will be attempted from $\mathrm{SU}(2)$ gluodynamics (chapter 5). The extension to $\mathrm{SU}(3)$ gluodynamics is straightforward, which will be addressed in chapter 6 .

## Chapter 3

## Classical properties of the DAH model

In this chapter, we study the classical properties of the DAH model. The DAH model describes the vacuum as a dual superconductor as a result of monopole condensation analogously to the Cooper pair condensation in the case of ordinary superconductivity. Since the dual gauge field, which connects the color-electric sector and the color-magnetic sector, becomes massive through the dual Higgs mechanism, the color-electric field cannot penetrate into the whole vacuum due to the finite propagation range of the dual gauge field. In this sense, the color-electric field is excluded from the vacuum, or we can say, confined by the vacuum. This is called the dual Meissner effect. Since the color-electric source appears as the "colorelectric Dirac string" in this vacuum, the color-electric field can survive only around this string forming an one-dimensional object, which we call color-electric flux tube, or simply the "flux tube." The DAH model possesses such flux tubes as topologically stable solution.

### 3.1 Dual Higgs mechanism

In this section, we explain the dual Higgs mechanism in the DAH model. We start from the Lagrangian density of the DAH model obtained in the previous chapter, which has the form*

$$
\begin{equation*}
\mathcal{L}_{\mathrm{DAH}}=\frac{1}{4}^{*} F_{\mu \nu}^{2}\left(B, \Sigma^{\mathrm{E}}\right)+\left|\left(\partial_{\mu}+i \hat{g} B_{\mu}\right) \chi\right|^{2}+\hat{\lambda}\left(|\chi|^{2}-\hat{v}^{2}\right)^{2} \tag{3.1.1}
\end{equation*}
$$

where $B_{\mu}$ and $\chi$ are the dual gauge field and the complex scalar monopole field, respectively. The dual gauge coupling is given by $\hat{g}$, and $\hat{\lambda}$ characterizes the strength of monopole self
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\[

$$
\begin{equation*}
{ }^{*} F_{\mu \nu}\left(B, \Sigma^{\mathrm{E}}\right)=\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}} . \tag{3.1.2}
\end{equation*}
$$

\]

Here, the nonlocal term $\Sigma_{\mu \nu}^{\mathrm{E}}$ represents the color-electric Dirac string, which is related to the external quark current $j_{\mu}=\frac{e}{2} \bar{q} \gamma_{\mu} q$ through the broken dual Bianchi identity $\frac{e}{2} \partial_{\mu}{ }^{*} \sum_{\mu \nu}^{\mathrm{E}}=j_{\nu}$. The factor $1 / 2$ is the weight of the $\mathrm{SU}(2)$ algebra. Accordingly, $e / 2$ becomes the Abelian colorelectric charge in $\mathrm{SU}(2)$ gluodynamics in the Abelian projection. Here, the term $(\partial \wedge B)_{\mu \nu}=$ $\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}$ in the dual field strength tensor contains another color-electric Dirac string attached to the color-electric charge of a quark (since the dual Bianchi identity $\partial_{\mu}{ }^{*}(\partial \wedge B)_{\mu \nu}=$ 0 is satisfied), which is exactly cancelled by the color-electric Dirac string in the nonlocal term. In other words, the color-electric charge of the quark is defined by the cancellation of the color-electric Dirac string in the dual field strength tensor [62].

It should be noted that the color-electric Dirac string is "dual" to the original magnetic Dirac string which is attached to a magnetic monopole in the Abelian gauge theory. One may remember that the direction of a magnetic Dirac string can be varied by a singular Abelian gauge transformation, and hence, the magnetic Dirac string is unphysical in the sense that one cannot detect it. In our case, however, the symmetry which is responsible for the direction of the color-electric Dirac string is the dual gauge symmetry, achieved by a set of transformation :

$$
\begin{align*}
& \chi \rightarrow \chi e^{i f}, \quad \chi^{*} \rightarrow \chi^{*} e^{-i f}, \quad B_{\mu} \rightarrow B_{\mu}-\frac{1}{\hat{g}} \partial_{\mu} f, \\
& -\frac{1}{\hat{g}}\left[\partial_{\mu}, \partial_{\nu}\right] f+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}} \rightarrow \frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}}{ }^{\prime} \tag{3.1.3}
\end{align*}
$$

where the dual gauge fixing function can be singular $\left(\left[\partial_{\mu}, \partial_{\nu}\right] f \neq 0\right)$. The last relation in (3.1.3) determines the new direction of the color-electric Dirac string. This dual gauge symmetry is broken by monopole condensation $\langle 0| \chi|0\rangle=\hat{v}$. This is the so-called dual Higgs mechanism, which is realized by inserting $\chi=(\hat{v}+\phi / \sqrt{2}) e^{i \eta}$ (where $\phi, \eta \in \Re$ ) into the DAH Lagrangian as

$$
\begin{align*}
\mathcal{L}_{\mathrm{DAH}}= & \frac{1}{4} * F_{\mu \nu}^{2}\left(B^{\prime}, \Sigma^{\mathrm{E}}\right)+\frac{1}{2} m_{B}^{2} B_{\mu}^{\prime 2}+\frac{1}{2}\left[\left(\partial_{\mu} \phi\right)^{2}+m_{\chi}^{2} \phi^{2}\right] \\
& +\hat{g}^{2} B_{\mu}^{\prime 2}\left(\sqrt{2} \hat{v} \phi+\frac{\phi^{2}}{2}\right)+\hat{\lambda}\left(\sqrt{2} \hat{v} \phi^{3}+\frac{\phi^{4}}{4}\right) \tag{3.1.4}
\end{align*}
$$

where the phase of the monopole field $\eta$ is absorbed into the dual gauge field as $B_{\mu}^{\prime}=$ $B_{\mu}+\partial_{\mu} \eta / \hat{g}$, and accordingly, the dual gauge field and the monopole field acquire the masses $m_{B} \equiv \sqrt{2} \hat{g} \hat{v}$ and $m_{\chi} \equiv 2 \sqrt{\hat{\lambda}} \hat{v}$, respectively. In that case, only the region where the field $\chi \approx 0$
resembles the normal phase as opposed to the dual superconductor vacuum, which means that the color-electric field can survive only in the region $\chi \approx 0$. Then, the color-electric Dirac string has a physical meaning, since the "normal region" follows the color-electric Dirac string so as to minimize the energy of the system forming the color-electric flux tube. It means that the shape and the size of this normal region are determined by the direction of the colorelectric Dirac string and length, respectively. The width of the flux tube is characterized by the inverse masses $m_{B}^{-1}$ and $m_{\chi}^{-1}$, which correspond to the penetration depth of the colorelectric field and the coherence length of the monopole field, respectively. One important vacuum property, the type of dual superconductivity, is governed by the ratio of these two lengths, the so-called Ginzburg-Landau (GL) parameter

$$
\begin{equation*}
\hat{\kappa} \equiv \frac{m_{B}^{-1}}{m_{\chi}^{-1}}=\frac{\sqrt{2 \hat{\lambda}}}{\hat{g}} . \tag{3.1.5}
\end{equation*}
$$

Here, $\hat{\kappa}=1$ is the critical case, the so-called Bogomol'nyi limit, and the vacuum is classified into two types divided by this limit: $\hat{\kappa}<1$ belongs to the type-I vacuum and $\hat{\kappa}>1$ is the type-II vacuum. The profile functions connecting the normal phase in the center of the flux tube with the dual superconducting phase outside are classically determined by the field equations

$$
\begin{align*}
& \partial_{\mu}{ }^{*} F_{\mu \nu}=-i \hat{g}\left(\chi^{*} \partial_{\nu} \chi-\chi \partial_{\nu} \chi^{*}\right)+2 \hat{g}^{2} B_{\nu} \chi^{*} \chi \equiv k_{\nu},  \tag{3.1.6}\\
& \left(\partial_{\mu}+i \hat{g} B_{\mu}\right)^{2} \chi=2 \hat{\lambda} \chi\left(\chi^{*} \chi-\hat{v}^{2}\right), \tag{3.1.7}
\end{align*}
$$

where $k_{\mu}$ is the monopole supercurrent which circulates in a certain transition region, separating confined normal phase inside from the dual superconducting phase. Solving these field equations, the boundary conditions of fields are determined by the position of the colorelectric Dirac string.

### 3.2 Flux-tube solution

In this section we study the topologically stable solution, the flux-tube solution related to a separated quark and antiquark system by solving the classical field equations in the DAH model. The flux quantization condition and the boundary condition for solving the field equations are clarified first.

### 3.2.1 Flux quantization condition

In order to obtain the topologically stable solution, it is important to provide the proper boundary condition which satisfies the "flux quantization condition" [34]. The flux is given
by the surface integral of the dual field strength tensor as

$$
\begin{equation*}
\Phi \equiv \iint^{*} F_{\mu \nu} d \sigma^{\mu \nu}=\oint B_{\mu} d x^{\mu}+\frac{e}{2} \iint \Sigma_{\mu \nu}^{\mathrm{E}} d \sigma^{\mu \nu} \tag{3.2.1}
\end{equation*}
$$

where $\sigma^{\mu \nu}$ is a two-dimensional surface element in four-dimensional space-time. By using the polar decomposition of the monopole field as $\chi=\phi e^{i \eta}(\phi, \eta \in \Re)$ in the field equation (3.1.6), we get

$$
\begin{equation*}
B_{\mu}=\frac{k_{\mu}}{2 \hat{g}^{2} \phi^{2}}-\frac{1}{\hat{g}} \partial_{\mu} \eta . \tag{3.2.2}
\end{equation*}
$$

We substitute this expression into (3.2.1) and integrate along a large closed loop where the monopole supercurrent $k_{\mu}$ is vanishing. Thus we get

$$
\begin{equation*}
\Phi=\frac{e}{2} \iint \Sigma_{\mu \nu}^{\mathrm{E}} d \sigma^{\mu \nu}-\frac{1}{\hat{g}} \oint \partial_{\mu} \eta d x^{\mu} \tag{3.2.3}
\end{equation*}
$$

This expression suggests that there are two possibilities to obtain a flux-tube configuration. One is originated from the singularity in $\Sigma_{\mu \nu}^{\mathrm{E}}$ and the other is from the singularity in $\partial_{\mu} \eta$. Clearly, the former case corresponds to the flux-tube with finite length, which has the colorelectric source and sink at both ends. Since the nonlocal term $\Sigma_{\mu \nu}^{\mathrm{E}}$ can be expressed by the delta-function type singularity, this surface integral is already quantized. The quantized flux just corresponds to the color-electric charge attached to both ends of the Dirac string, which can be understand as the Gauss law. On the other hand, the latter case, since the only requirement on the phase $\eta(x)$ is that $\chi(x)$ should be a single valued, the line integral does not necessarily vanish. It means that $\eta(x)$ can be varied by $2 \pi n$ ( $n$-integer), which leads the flux $2 \pi n / \hat{g}$. Integer $n$ is regarded as the winding number of the flux tube corresponding to the topological charge. However, it is important to note that the phase $\eta(x)$ does not contain the information of quarks. It means that the singular line originating from the phase $\left[\partial_{\mu}, \partial_{\nu}\right] \eta(x) \neq 0$ does not have ends, or we can say that it is closed. Hence, the singularity from the phase $\eta$ cannot lead to the open flux tube corresponding to a $q-\bar{q}$ system. For the hadrons with no valence quarks, such as the glueball state represented by a closed flux tube, the flux-tube ring [51], we need to take into account the singularity from the phase $\eta$, which will be addressed in the chapter8. In what follows, we assume that there is no singularity in $\partial_{\mu} \eta$ to concentrate on the open flux tube. In such case, the phase can be simply absorbed into the dual gauge field $B_{\mu}$ by the replacement $B_{\mu}+\partial_{\mu} \eta / \hat{g} \rightarrow B_{\mu}$.

### 3.2.2 Decomposition of the dual gauge field

In order to expose the behavior of the dual gauge field, it is useful to decompose the dual gauge field into two parts, the regular (no Dirac string) part and the singular (Dirac string)
part [62],

$$
\begin{equation*}
B_{\mu} \equiv B_{\mu}^{\mathrm{reg}}+B_{\mu}^{\text {sing }} \tag{3.2.4}
\end{equation*}
$$

The singular dual gauge field $B_{\mu}^{\text {sing }}$ is determined so as to cancel the color-electric Dirac string in the non-local term as

$$
\begin{equation*}
\partial_{\mu} B_{\nu}^{\text {sing }}-\partial_{\nu} B_{\mu}^{\text {sing }}+\frac{e}{2} \Sigma_{\mu \nu}^{\mathrm{E}} \equiv \frac{e}{2} C_{\mu \nu}, \tag{3.2.5}
\end{equation*}
$$

where the r.h.s. has the form*

$$
\begin{equation*}
C_{\mu \nu}(x)=\frac{1}{4 \pi^{2}} \int d^{4} y{\frac{1}{|x-y|^{2}}}^{*}(\partial \wedge j(y))_{\mu \nu} \tag{3.2.6}
\end{equation*}
$$

One finds that the role of $C_{\mu \nu}$ resembles the 't Hooft-Polyakov tensor used when we computed the magnetic charge in the previous chapter $[57,58]$, since this term appears after the cancellation of the Dirac string. Note that if there is no quark source, we do not need to have $B_{\mu}^{\text {sing }}$. Now, the dual field strength tensor is rewritten as

$$
\begin{equation*}
{ }^{*} F_{\mu \nu}=\left(\partial \wedge B^{\text {reg }}\right)_{\mu \nu}+\frac{e}{2} C_{\mu \nu} . \tag{3.2.7}
\end{equation*}
$$

In the static $q-\bar{q}$ system, where the color-electric source is given by

$$
\begin{equation*}
j_{\mu}(x)=\frac{e}{2} \delta_{\mu 0}\left[\delta\left(\boldsymbol{x}-\boldsymbol{x}_{1}\right)-\delta\left(\boldsymbol{x}-\boldsymbol{x}_{2}\right)\right] \tag{3.2.8}
\end{equation*}
$$

the $C_{\mu \nu}$ turns out to be the color-electric field which is originating from the color-electric charge like the electric field induced by an electric charge. Let us denote the color-electric field as $E_{k}^{\text {Coulomb }}=\epsilon_{i j k} C_{i j}$, then we obtain

$$
\begin{equation*}
\boldsymbol{E}^{\mathrm{Coulomb}}(\boldsymbol{x})=\frac{e}{8 \pi}\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{1}}{\left|\boldsymbol{x}-\boldsymbol{x}_{1}\right|^{3}}-\frac{\boldsymbol{x}-\boldsymbol{x}_{2}}{\left|\boldsymbol{x}-\boldsymbol{x}_{2}\right|^{3}}\right) \tag{3.2.9}
\end{equation*}
$$

We note that the cross term of the regular dual field tensor ${ }^{*} F_{\mu \nu}^{\text {reg }} \equiv\left(\partial \wedge B^{\text {reg }}\right)_{\mu \nu}$ and $C_{\mu \nu}$ can be integrated out, and the square of $C_{\mu \nu}$ and its integration gives the "Coulomb energy" including the self-energy of the color-electric charge.

### 3.2.3 Cylindrically symmetric system

Let us now consider a system with cylindrical geometry, where all field variables can be described in cylindrical coordinates $(r, \varphi, z)$ as shown in Fig. 3.1. Here, we set $\boldsymbol{x}_{1}=(0,0,-a / 2)$,
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Figure 3.1: The $q-\bar{q}$ system with the cylindrical symmetry.
and $\boldsymbol{x}_{2}=(0,0, a / 2)$. Then, the $q-\bar{q}$ distance is given by $a$. In this system, we get an explicit form of the singular dual gauge field $B_{\mu}^{\text {sing }}$ from the relation (3.2.5) as

$$
\begin{equation*}
\boldsymbol{B}^{\text {sing }}=-\frac{e}{8 \pi r}\left(\frac{z+a / 2}{\sqrt{r^{2}+(z+a / 2)^{2}}}-\frac{z-a / 2}{\sqrt{r^{2}+(z-a / 2)^{2}}}\right) e_{\varphi}, \tag{3.2.10}
\end{equation*}
$$

where $\varphi$ is the azimuthal angle around the $z$-axis and $r$ denotes the radial coordinate.
We first investigate the ideal system for the limit $a \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{a \rightarrow \infty} \boldsymbol{B}^{\operatorname{sing}}=-\frac{e}{4 \pi r} e_{\varphi}=-\frac{1}{\hat{g} r} \boldsymbol{e}_{\varphi} \tag{3.2.11}
\end{equation*}
$$

where we have used the Dirac quantization condition $e \hat{g}=4 \pi$. Then, the fields depend only on the radial coordinate,

$$
\begin{equation*}
\phi=\phi(r), \quad \boldsymbol{B}^{\mathrm{reg}}=B^{\mathrm{reg}}(r) \boldsymbol{e}_{\varphi} \equiv \frac{\tilde{B}^{\mathrm{reg}}(r)}{r} \boldsymbol{e}_{\varphi}, \tag{3.2.12}
\end{equation*}
$$

and the field equations (3.1.6) and (3.1.7) are written as

$$
\begin{align*}
& \frac{d^{2} \tilde{B}^{\text {reg }}}{d r^{2}}-\frac{1}{r} \frac{d \tilde{B}^{\text {reg }}}{d r}-2 \hat{g}\left(\hat{g} \tilde{B}^{\text {reg }}-1\right) \phi^{2}=0,  \tag{3.2.13}\\
& \frac{d^{2} \phi}{d r^{2}}+\frac{1}{r} \frac{d \phi}{d r}-\left(\frac{\hat{g} \tilde{B}^{\text {reg }}-1}{r}\right)^{2} \phi_{i}-2 \hat{\lambda} \phi\left(\phi^{2}-\hat{v}^{2}\right)=0, \tag{3.2.14}
\end{align*}
$$

where the monopole supercurrent is given by $\boldsymbol{k}=k(r) \boldsymbol{e}_{\varphi}$, where

$$
\begin{equation*}
k(r)=-2 \hat{g}\left(\frac{\hat{g} \tilde{B}^{\mathrm{reg}}-1}{r}\right) \phi^{2} . \tag{3.2.15}
\end{equation*}
$$

The string tension can be defined as the energy of the flux tube per unit length

$$
\begin{equation*}
\sigma=2 \pi \int_{0}^{\infty} r d r\left[\frac{1}{2}\left(\frac{1}{r} \frac{d \tilde{B}^{\text {reg }}}{d r}\right)^{2}+\left(\frac{d \phi}{d r}\right)^{2}+\left(\frac{\hat{g} \tilde{B}^{\text {reg }}-1}{r}\right)^{2} \phi^{2}+\hat{\lambda}\left(\phi^{2}-\hat{v}^{2}\right)^{2}\right] . \tag{3.2.16}
\end{equation*}
$$

Since the flux-tube solution should have a finite string tension (energy), one finds the explicit form of boundary conditions:

$$
\begin{align*}
& \tilde{B}^{\mathrm{reg}}=0, \quad \phi=0 \quad \text { as } \quad r \rightarrow 0, \\
& \tilde{B}^{\mathrm{reg}}=\frac{1}{\hat{g}}, \quad \phi=\hat{v} \quad \text { as } \quad r \rightarrow \infty, \tag{3.2.17}
\end{align*}
$$

which, of course, satisfies the flux quantization condition.
The existence of the flux-tube solution can be shown analytically in the extreme type-II limit: $m_{\chi} \gg m_{B}$, the so-called London limit. In this vacuum, one can treat the field equations (3.2.13) and (3.2.14) analytically within the mean field approximation $\phi \simeq \hat{v}$ with the cutoff $m_{B}=m_{B} \theta\left(r-m_{\chi}^{-1}\right)$. Note that the mean field approximation itself is valid at large $r$ ( $\gg m_{\chi}^{-1}$ ) and breaks for small $r$ at the core region of the flux-tube. Thus, we only consider the outside region of the cutoff $r>m_{\chi}^{-1}$. The use of the mean field approximation leads to the dual London equation from Eq. (3.2.13),

$$
\begin{equation*}
\frac{d^{2} \tilde{B}^{\mathrm{reg}}}{d r^{2}}-\frac{1}{r} \frac{d \tilde{B}^{\mathrm{reg}}}{d r}-2 \hat{g}\left(\hat{g} \tilde{B}^{\mathrm{reg}}-1\right) \hat{v}^{2}=0 \tag{3.2.18}
\end{equation*}
$$

The field equation for the $\phi$ field is decoupled here, since it is automatically satisfied, which does not depend on the behavior of the dual gauge field $\bar{B}^{\text {reg }}$. The replacements $r \equiv m_{B}^{-1} \hat{r}$ and $\tilde{B}^{\text {reg }}(\hat{r}) \equiv n / \hat{g}-\hat{r} K(\hat{r})$ give

$$
\begin{equation*}
\frac{d^{2} K}{d \hat{r}^{2}}+\frac{1}{\hat{r}} \frac{d K}{d \hat{r}}-\left(1+\frac{1}{\hat{r}^{2}}\right) K=0 \tag{3.2.19}
\end{equation*}
$$

We know that the solution is given by the first-order modified Bessel function $K_{1}(\hat{r})$, which asymptotically behaves as $K_{1}(\hat{r}) \simeq \sqrt{\frac{\pi}{2 \hat{r}}} e^{-\hat{r}}$. Thus one obtains the profiles of the dual gauge field and the color-electric field,

$$
\begin{equation*}
\tilde{B}^{\mathrm{reg}}(\hat{r}) \simeq \frac{n}{\hat{g}}-\hat{r} \sqrt{\frac{\pi}{2 \hat{r}}} e^{-\hat{r}}, \quad E_{z}(\hat{r}) \sim \sqrt{\frac{\pi}{2 \hat{r}}} e^{-\hat{r}} \tag{3.2.20}
\end{equation*}
$$

The color-electric field is excluded from the vacuum and hence confined inside a cylindrical region $\hat{r}<1\left(r<m_{B}^{-1}\right)$, which means that $m_{B}$ defines the thickness of the flux-tube configuration.

In order to get the flux-tube solution in an arbitrary type of vacua, we need to solve the coupled field equations directly. Due to the non-linearity of monopole self-interaction, however, it is hard to solve the field equations analytically, which means that some numerical techniques are required. In Fig. 3.2, we show the numerical solution of the flux-tube profile for the case $m_{B}=m_{\chi}$. This is a solution obtained by the finite difference method. Clearly, one finds that the color-electric field is confined in a finite region around the center (the Dirac string). One also finds that the boundary conditions (3.2.17) are fulfilled.


Figure 3.2: The profiles of ingredients of the flux tube, the color-electric field $E(\hat{r})$, the dual gauge field $B^{\text {reg }}(\hat{r})\left(" *\right.$ " represents $\left.\tilde{B}^{\text {reg }}(\hat{r})\right)$, the monopole field $\phi(\hat{r})$, and the monopole supercurrent $k(\hat{r})$, for the Bogomol'nyi limit $\left(m_{B}=m_{\chi}\right)$, where $\hat{r} \equiv m_{B}^{-1} r$.

For the case that the quark-antiquark $a$ is finite, as shown in Fig. 3.1, we need to solve the following field equations:

$$
\begin{align*}
& \frac{\partial^{2} \tilde{B}^{\text {reg }}}{\partial r^{2}}-\frac{1}{r} \frac{\partial \tilde{B}^{\text {reg }}}{\partial r}+\frac{\partial^{2} \tilde{B}^{\text {reg }}}{\partial z^{2}} \\
& -2 \hat{g}\left(\hat{g} \tilde{B}^{\text {reg }}-\frac{1}{2}\left(\frac{z+a / 2}{\sqrt{r^{2}+(z+a / 2)^{2}}}-\frac{z-a / 2}{\sqrt{r^{2}+(z-a / 2)^{2}}}\right)\right) \phi^{2}=0,  \tag{3.2.21}\\
& \frac{\partial^{2} \phi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi}{\partial r}+\frac{\partial^{2} \phi}{\partial z^{2}} \\
& -\left(\frac{\hat{g} \tilde{B}^{\text {reg }}-\frac{1}{2}\left(\frac{z+a / 2}{\sqrt{r^{2}+(z+a / 2)^{2}}}-\frac{z-a / 2}{\sqrt{r^{2}+(z-a / 2)^{2}}}\right.}{r}\right)^{2} \phi-2 \hat{\lambda} \phi\left(\phi^{2}-\hat{v}^{2}\right)=0 . \tag{3.2.22}
\end{align*}
$$

where the fields have the $z$ dependence as $\tilde{B}^{\text {reg }}=\tilde{B}^{\text {reg }}(r, z)$ and $\phi=\phi(r, z)$. The boundary condition of the dual gauge field for infinitely distant region $r, z \rightarrow \infty$, is modified as

$$
\begin{equation*}
\tilde{B}^{\mathrm{reg}} \rightarrow \frac{1}{2 \hat{g}}\left(\frac{z+a / 2}{\sqrt{r^{2}+(z+a / 2)^{2}}}-\frac{z-a / 2}{\sqrt{r^{2}+(z-a / 2)^{2}}}\right) . \tag{3.2.23}
\end{equation*}
$$

The resulting profile of the color-electric field, which is defined from the dual field strength tensor (3.2.7) as

$$
\begin{align*}
\boldsymbol{E} & =\boldsymbol{\nabla} \times \boldsymbol{B}^{\text {reg }}+\frac{e}{2} \boldsymbol{C} \\
& =\boldsymbol{E}^{\text {reg }}+\boldsymbol{E}^{\mathrm{Coulomb}}, \tag{3.2.24}
\end{align*}
$$



Figure 3.3: The profile of the color-electric field in the Bogomol'nyi limit on $r$ - $z$ plane. The sum of (a) the regular part $\boldsymbol{E}^{\text {reg }}$ and (b) the Coulomb part $\boldsymbol{E}^{\text {Coulomb }}$ creates (c) the flux tube structure.


Figure 3.4: The schematic figure of the linking between the induced electric field and the monopole supercurrent.
is shown in Fig. 3.3. It is interesting to note that "induced" color-electric field in $\boldsymbol{E}^{\text {reg }}$ prevents the usual Coulombic color-electric field in $\boldsymbol{E}^{\text {Coulomb }}$ from penetrating into the dualsuperconducting vacuum. By compensation, the color-electric field is forced to form a fluxtube structure. This situation is also understood in terms of a dual Faraday law, since we can consider the induced color-electric field is originating from the appearance of color-magnetic monopole supercurrent $k_{\mu} \neq 0$, circulating in a certain transition region between the normal phase and the dual superconducting phase. They are always "linked" to each other as shown in Fig. 3.4.

### 3.3 Properties of the classical DAH vacuum

In this section, we discuss more closely the vacuum properties of the DAH model within the classical level by paying attention to a special case, corresponding to the border between the type-I and the type-II vacuum. This is the so-called Bogomol'nyi limit. This limit is an interesting case which allows to derive several analytical results $[35,36]$.

### 3.3.1 Bogomol'nyi limit

Let us continue to study the cylindrically symmetric system. In this system, the string tension (3.2.16) is exactly rewritten as,

$$
\begin{align*}
\sigma= & 2 \pi \hat{v}^{2}+2 \pi \int_{0}^{\infty} r d r\left[\frac{1}{2}\left(\frac{1}{r} \frac{d \tilde{B}^{\mathrm{reg}}}{d r} \pm \hat{g}\left(\phi^{2}-\hat{v}^{2}\right)\right)^{2}\right. \\
& \left.+\left(\frac{d \phi}{d r} \pm\left(\hat{g} \tilde{B}^{\mathrm{reg}}-1\right) \frac{\phi}{r}\right)^{2}+\frac{1}{2}\left(2 \hat{\lambda}-\hat{g}^{2}\right)\left(\phi^{2}-\hat{v}^{2}\right)^{2}\right] \tag{3.3.1}
\end{align*}
$$

Here, it is obvious that if the couplings satisfy the relation

$$
\begin{equation*}
\hat{g}^{2}=2 \hat{\lambda} \tag{3.3.2}
\end{equation*}
$$

the self-interaction term of the monopole field disappears, and only terms which have a quadratic form remain in the $r$ integral. Then, we find that this string tension is reduced to

$$
\begin{equation*}
\sigma=2 \pi \hat{v}^{2} \tag{3.3.3}
\end{equation*}
$$

when the two "first-order" differential equations (corresponding to the quadratic terms in the string tension (3.3.1)) are fulfilled:

$$
\begin{align*}
& \frac{d \phi}{d r} \pm\left(\hat{g} \tilde{B}^{\text {reg }}-1\right) \frac{\phi}{r}=0  \tag{3.3.4}\\
& \frac{1}{r} \frac{d \tilde{B}^{\text {reg }}}{d r} \pm \hat{g}\left(\phi^{2}-\hat{v}^{2}\right)=0 \tag{3.3.5}
\end{align*}
$$

The profiles of the color-electric field and the monopole field can be obtained for the minimum energy configuration by solving these first-order differential equations, taking into account the boundary condition as discussed above [35, 36]. Note that these field equations of course are reproduced from the second-order differential equations (3.2.13) and (3.2.14) when the relation (3.3.2) is imposed.

Let us consider the meaning of (3.3.2). We have two characteristic mass scales: the mass of the dual gauge field $m_{B}=\sqrt{2} \hat{g} \hat{v}$ and the monopole field $m_{\chi}=2 \sqrt{\hat{\lambda}} \hat{v}$. Thus, the Bogomol'nyi limit in the DAH model is a particular symmetry between the dual gauge field and the
monopole field, since the relation (3.3.2) is nothing else but $m_{B}=m_{\chi}$, corresponding to the GL-parameter $\hat{\kappa}=1$ [See, Eq. (3.1.5)]. The Bogomol'nyi limit will turn out as a critical limit, important to separate the vacuum into two types, type-I and type-II.

### 3.3.2 Interaction of flux tubes

One interesting property of the vacuum is probed by the interaction of flux tubes. This depends of whether the superconducting vacuum is type-I or type-II. Here, we consider the interaction between two parallel flux tubes. In general, flux tubes would interact with each other. However, in the Bogomol'nyi limit, apparently, there is no interaction between them. This can be understood through an investigation of the generalized string tension for an exotic state where the color-electric charges at the ends are $n \times e / 2$ and $n \times-e / 2$, where $n$ is an integer. In this system, we easily get the generalized string tension,

$$
\begin{equation*}
\sigma_{n}=2 \pi n \hat{v}^{2}, \tag{3.3.6}
\end{equation*}
$$

just proportional to $n$. This means that, for instance, the energy of two separated flux tubes, with winding $n=1$ each, and one flux tube with winding number $n=2$ are the same, independent of the separation distance of two flux tubes. This implies that the interaction energy vanishes. It is considered that this comes from the balance of propagation range of the dual gauge field and the monopole field since $m_{B}=m_{\chi}$. In the type-I or in the type-II vacuum, away from the Bogomol'nyi limit, the interaction range of these fields are not in balance, and the flux-tube interaction manifestly appears. The string tension is not proportional to the winding number $n$ any more. From the expression on the string tension (3.3.1), we can understand the following property: While two parallel flux tubes in the type-I vacuum experience attraction, the flux tubes repel each other in the type-II vacuum. Numerical investigations of the interaction between two or more parallel flux tubes are given in Refs. [64, 65].

### 3.4 Summary and outlook

In this chapter, we have studied the classical properties of the DAH model. The structure of the topologically stable solution related to the $q-\bar{q}$ system, the flux-tube solution, is discussed. What we have learned about the flux tube is summarized in Fig. 3.5. Our next interest is directed to the "quantum" properties of the the DAH model, which is described by the partition function of the DAH model. This will be given in next chapter. In order to study this, we will introduce the dual lattice formulation, which enables us to study the quantum effect described by the DAH partition function by means of the Monte Carlo simulation. Using
the dual lattice formulation, it is also possible to solve the classical field equations numerically more elegant way. Then the study of quantum properties of the flux-tube solution becomes also possible.


Figure 3.5: The structure of the flux tube in the DAH model [cf. Figs. 1.2 and 1.3].

## Chapter 4

## Quantum properties of the DAH model

The main topic of this chapter is the study of the properties of the quantized DAH model using the dual lattice formulation. The use of the dual lattice enables us to investigate not only the classical profiles of the flux tube in a more elegant way compared with the previous chapter, but also the quantum properties of the DAH model by means of the Monte Carlo simulation on the dual lattice. Then, it would be interesting to study, for instance, how the classical profile of the flux tube is modified in the quantum vacuum. In this chapter, therefore, we first formulate the DAH model on the dual lattice, and explain how we can get the classical flux-tube solution. Next, based on this formulation, we perform the Monte Carlo simulation and study the quantum effect. To evaluate this, we especially study some order parameters in the DAH model. This information is important to explore the phase diagram, which is an important step to determine the vacuum structure of the DAH model at the quantum level corresponding to chromodynamics.

### 4.1 DAH model on the dual lattice

In this section, we formulate the DAH model on the dual lattice. The DAH model describes the Abelian dual gauge field $B_{\mu}(x)$, a complex scalar monopole field $\chi(x)$, and the external color-electric Dirac string $\sum_{\mu \nu}^{\mathrm{E}}(x)$. First, we define these fields on the dual lattice. Let the dual gauge field be defined on dual links as $B_{\mu}(s)$, the monopole field on dual sites as $\chi(s)$, and the dual field strength tensor and the color-electric Dirac string term on dual plaquettes as ${ }^{*} F_{\mu \nu}(s)$ and $\Sigma_{\mu \nu}^{\mathrm{E}}(s)$, where $s \equiv(x, y, z, t)$ is a set of four-discretized coordinates. The colorelectric source and sink are attached to the ends of the color-electric Dirac string. Next, we
go over to dimensionless fields by the transformation :

$$
\begin{equation*}
B_{\mu}(s) \rightarrow \frac{\hat{B}_{\mu}(s)}{a \hat{g}}, \quad \chi(s) \rightarrow \hat{v} \hat{\chi}(s), \quad \Sigma_{\mu \nu}^{\mathrm{E}}(s) \rightarrow \frac{\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)}{a^{2}} \tag{4.1.1}
\end{equation*}
$$

where $a$ is dual lattice spacing, which has the dimension of length and can be reinserted when needed. Accordingly, the scale is absorbed into the definition of masses, of the dual gauge field $m_{B} \equiv \sqrt{2} \hat{g} \hat{v}$, and of the monopole field $m_{\chi} \equiv 2 \sqrt{\hat{\lambda}} \hat{v}$. Then, the action of the DAH model on the dual lattice is given by

$$
\begin{equation*}
S=\sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}^{*} \hat{F}_{\mu \nu}^{2}(s)+\tilde{\gamma} \sum_{\mu}\left|\hat{\chi}(s)-e^{i \hat{B}_{\mu}(s)} \hat{\chi}(s+\hat{\mu})\right|^{2}+\tilde{\lambda}\left(|\hat{\chi}(s)|^{2}-1\right)^{2}\right] \tag{4.1.2}
\end{equation*}
$$

where the couplings are defined as

$$
\begin{equation*}
\beta_{\mathrm{DAH}} \equiv 1 / \hat{g}^{2}, \quad \tilde{\gamma} \equiv \frac{\beta_{\mathrm{DAH}} \hat{m}_{B}^{2}}{2}, \quad \tilde{\lambda} \equiv \frac{\beta_{\mathrm{DAH}} \hat{m}_{B}^{2} \hat{m}_{\chi}^{2}}{8} . \tag{4.1.3}
\end{equation*}
$$

The dimensionless masses are defined by $\hat{m}_{B} \equiv m_{B} \cdot a$ and $\hat{m}_{\chi} \equiv m_{\chi} \cdot a$. The integral $\int d^{4} x$ is replaced by $\sum_{s} a^{4}$. The dimensionless dual field strength tensor with the external source is given by

$$
\begin{equation*}
{ }^{*} \hat{F}_{\mu \nu}(s)=\hat{B}_{\mu}(s)+\hat{B}_{\nu}(s+\hat{\mu})-\hat{B}_{\mu}(s+\hat{\nu})-\hat{B}_{\nu}(s)+2 \pi \hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s), \tag{4.1.4}
\end{equation*}
$$

where the relation between the color-electric charge and the color-magnetic charge, the Dirac quantization condition, $e g=4 \pi$ is used to get the factor $2 \pi$ in front of $\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)$. The colorelectric flux quantization is now realized by taking

$$
\begin{equation*}
\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)= \pm 1 \tag{4.1.5}
\end{equation*}
$$

on just a single plaquette in the $\mu \nu$ plane. The sign depends on the direction of the flux. In the dual lattice formulation, the kinetic term of the monopole field is written as

$$
\begin{equation*}
\left(\partial_{\mu}+i \hat{g} B_{\mu}\right) \chi \rightarrow \frac{\hat{v}}{a}\left(U_{\mu}(s) \hat{\chi}(s+\hat{\mu})-\hat{\chi}(s)\right) \tag{4.1.6}
\end{equation*}
$$

where $U_{\mu}(s)$ is a (compact) dual link variable,

$$
\begin{equation*}
U_{\mu}(s)=\exp \left(i a \hat{g} B_{\mu}(s)\right)=\exp \left(i \hat{B}_{\mu}(s)\right) \tag{4.1.7}
\end{equation*}
$$

### 4.2 Classical flux-tube solution on the dual lattice

In this section, we adopt the above dual lattice formulation for the purpose of solving the field equations in the static three-dimensional system, and try to obtain the profile of the color-electric flux tube on the dual lattice.

In the static three-dimensional system, we only need space-like links $\mu$ or $\nu=1,2,3$ and $s$ is three-dimensional lattice point. Hereafter, we use $i, j$, and $k$ to specify spatial links. Note that a four-dimensional Monte Carlo simulation of the DAH model is possible if we add the time-like link contribution, which will be considered in the next section. The field equation on the dual lattice is obtained when we formulate the cooling procedure, which aims to minimize the action (4.1.2). We require that the first derivative of the action with respect to the dual gauge field and the monopole field becomes zero. For the dual gauge field $\hat{B}_{i=1,2.3}(s)$, this condition leads to

$$
\begin{equation*}
\frac{\partial S}{\partial \hat{B}_{i}(s)}=\beta_{\mathrm{DAH}}\left({ }^{*} \hat{F}_{i j}(s)+{ }^{*} \hat{F}_{j i}(s-\hat{j})+{ }^{*} \hat{F}_{i k}(s)+{ }^{*} \hat{F}_{k i}(s-\hat{k})+\hat{m}_{B}^{2} b_{i}^{(2)}(s)\right) \equiv \beta_{\mathrm{DAH}} X_{i}(s), \tag{4.2.1}
\end{equation*}
$$

which corresponds to Eq. (3.1.6) in the continuum limit. Here we have defined

$$
\begin{align*}
b_{i}^{(1)}(s) \equiv & \hat{\chi}_{R}(s)\left(\hat{\chi}_{R}(s+\hat{i}) \cos \hat{B}_{i}(s)-\hat{\chi}_{I}(s+\hat{i}) \sin \hat{B}_{i}(s)\right) \\
& +\hat{\chi}_{I}(s)\left(\hat{\chi}_{R}(s+\hat{i}) \sin \hat{B}_{i}(s)+\hat{\chi}_{I}(s+\hat{i}) \cos \hat{B}_{i}(s)\right),  \tag{4.2.2}\\
b_{i}^{(2)}(s) \equiv & \hat{\chi}_{R}(s)\left(\hat{\chi}_{R}(s+\hat{i}) \sin \hat{B}_{i}(s)+\hat{\chi}_{I}(s+\hat{i}) \cos \hat{B}_{i}(s)\right) \\
& -\hat{\chi}_{I}(s)\left(\hat{\chi}_{R}(s+\hat{i}) \cos \hat{B}_{i}(s)-\hat{\chi}_{I}(s+\hat{i}) \sin \hat{B}_{i}(s)\right) . \tag{4.2.3}
\end{align*}
$$

The labels $i, j, k=1,2,3$ should be taken cyclically. We realize that the four terms of the dual field strength tensor ${ }^{*} \hat{F}_{i j}(s) \sim{ }^{*} \hat{F}_{k i}(s-\hat{k})$ in (4.2.1) are nothing else but the sum of plaquettes attached to the link at $s$ pointing into $i$-direction. The subscript of the monopole field $R, I$ denote its real and its imaginary part. respectively. The candidate value of the dual gauge potential, which locally satisfies the dual lattice field equations $X_{i}(s)=0$, is obtained by a relaxation step taking into account the second derivative of the action, a la Newton and Raphson as

$$
\begin{align*}
\hat{B}_{i}(s) \rightarrow \hat{B}_{i}^{\prime}(s) & =\hat{B}_{i}(s)-\left(\frac{\partial^{2} S}{\partial \hat{B}_{i}^{2}(s)}\right)^{-1} \frac{\partial S}{\partial \hat{B}_{i}(s)} \\
& =\hat{B}_{i}(s)-\frac{X_{i}(s)}{4+\hat{m}_{B}^{2} b_{i}^{(1)}(s)} \tag{4.2.4}
\end{align*}
$$

For the monopole field, similarly, the local solution is given by the update a formula

$$
\begin{align*}
& \hat{\chi}_{R}(s) \rightarrow \hat{\chi}_{R}^{\prime}(s)=\hat{\chi}_{R}(s)-\frac{X_{R}(s)}{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)} \\
& +\frac{\hat{m}_{\chi}^{2} \hat{\chi}_{R}(s)\left(\hat{\chi}_{R}(s) X_{R}(s)+\hat{\chi}_{I}(s) X_{I}(s)\right)}{\left\{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)\right\}\left\{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)+\hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)\right)\right\}}, \tag{4.2.5}
\end{align*}
$$

$$
\begin{align*}
& \hat{\chi}_{I}(s) \rightarrow \hat{\chi}_{I}^{\prime}(s)=\hat{\chi}_{I}(s)-\frac{X_{I}(s)}{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)} \\
& +\frac{\hat{m}_{\chi}^{2} \hat{\chi}_{I}(s)\left(\hat{\chi}_{R}(s) X_{R}(s)+\hat{\chi}_{I}(s) X_{I}(s)\right)}{\left\{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)\right\}\left\{6+\frac{1}{2} \hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)+\hat{m}_{\chi}^{2}\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)\right)\right\}}, \tag{4.2.6}
\end{align*}
$$

where

$$
\begin{align*}
X_{R}(s)= & 6 \hat{\chi}_{R}(s)-\sum_{i=1}^{3}\left\{\left(\hat{\chi}_{R}(s+\hat{i}) \cos \hat{B}_{i}(s)-\hat{\chi}_{I}(s+\hat{i}) \sin \hat{B}_{i}(s)\right)\right. \\
& \left.+\left(\hat{\chi}_{R}(s-\hat{i}) \cos \hat{B}_{i}(s-\hat{i})+\hat{\chi}_{I}(s-\hat{i}) \sin \hat{B}_{i}(s-\hat{i})\right)\right\} \\
& +\frac{1}{2} \hat{m}_{\chi}^{2} \hat{\chi}_{R}(s)\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right)  \tag{4.2.7}\\
X_{I}(s)= & 6 \hat{\chi}_{I}(s)-\sum_{i=1}^{3}\left\{\left(\hat{\chi}_{R}(s+\hat{i}) \sin \hat{B}_{i}(s)+\hat{\chi}_{I}(s+\hat{i}) \cos \hat{B}_{i}(s)\right)\right. \\
& \left.+\left(\hat{\chi}_{R}(s-\hat{i})\left(-\sin \hat{B}_{i}(s-\hat{i})\right)+\hat{\chi}_{I}(s-\hat{i}) \cos \hat{B}_{i}(s-\hat{i})\right)\right\} \\
& +\frac{1}{2} \hat{m}_{\chi}^{2} \hat{\chi}_{I}(s)\left(\hat{\chi}_{R}^{2}(s)+\hat{\chi}_{I}^{2}(s)-1\right) . \tag{4.2.8}
\end{align*}
$$

The dual lattice field equation for the monopole field are $X_{R}(s)=X_{I}(s)=0$, which corresponds to Eq. (3.1.7) in the continuum limit.

One finds that the form of the classical profile does not depend on the coupling $\beta_{\mathrm{DAH}}$, since this is factored out from the field equation. Hence, one can set any $\beta_{\mathrm{DAH}}$ to study the behavior of profile. At the same time, this implies that it is not necessary to specify the lattice spacing $a$. Once the masses $m_{B}$ and $m_{\chi}$ are provided in physical units, the lattice spacing $a$ is known to characterize thickness and length of the flux tube. It is noted that when we discuss the classical string tension of the flux tube, $\beta_{\text {DAH }}$ should be taken into account. In such case, $a$ also becomes important, since the dimensionful physical quantities are recovered by using this $a$.

We find that the boundary condition of the dual lattice field equations becomes very easy to handle, since all we have to do is to place a set of plaquettes $\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s) \neq 0$ which is pierced by the color-electric Dirac string in the three dimensional space. For instance, if we assume that a straight color-electric Dirac string is placed on the $z$-axis, which means that the quark and the anti-quark are placed on the $z$-axis, the only non-vanishing plaquette is $\hat{\Sigma}_{12}^{\mathrm{E}}(s)$, where $s=(0,0, z)$ and $z$ belongs to the region between a quark and an anti-quark. A schematic figure is shown in Fig. 4.1(a), where the non-vanishing plaquettes are shaded. They form


Figure 4.1: The color-electric Dirac string dual to singular plaquettes (shaded) ending in external charges.
a connected stack of plaquettes dual to the color-electric Dirac string connecting $q$ and $\bar{q}$. Here, $\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)=+1(-1)$ means that the color-electric Dirac string is regarded piercing the $\mu \nu$-plane at $s$ to $\mu \wedge \nu(-\mu \wedge \nu)$ direction.

In Fig. 4.2 we show the profiles of the color-electric field, the color-magnetic current which circulates around the flux tube, and the modulus of the monopole field. Here a $32^{3}$ dual lattice is used, and the mass parameters are taken as $\beta_{\mathrm{DAH}}=1, \hat{m}_{B}=\hat{m}_{\chi}=0.5$. The quark and the antiquark position are taken as $s \equiv(x, y, z)=(0,0,-8)$ and $(0,0,8)$, respectively. The color-electric field is given by the space-space components of the dual field strength tensor (4.1.4), ${ }^{*} \hat{F}_{i j}(i, j=1,2,3)$. The color-magnetic current is minus of the last term of $X_{i=1,2,3}(s)$ in (4.2.1), $k_{\mu}(s)=-\hat{m}_{B}^{2} b_{i}^{2}(s)$, which corresponds to $k_{\mu}(x)$ in (3.1.6) in the continuum limit. The length of the arrows in these figures shows the relative strength of fields. In the figure showing the color-electric field, one can observe the Coulombic behaviors of the field at (near) the position of the quark (source) and the antiquark (sink). Here, in order to obtain the vector variables defined on sites from the color-electric fields on plaquettes and the color-magnetic currents on links, the appropriate averages like $\hat{F}_{i j}^{\text {fig }}(s) \equiv\left(\hat{F}_{i j}(s)+\hat{F}_{i j}(s+\hat{k})\right) / 2$, where ( $i, j, k:$ cyclic), etc. are associated with centers of cubes. This is also where the quark and the antiquark are located. Note that the parameter set used here is optimal for a $32^{3}$ dual lattice and intended to compare with Ref. [52], where the relation of the flux-tube profile between the classical solution of the DAH model and that of the Abelian projected $\mathrm{SU}(2)$ lattice gauge theory [48] is discussed.

The relation $\hat{m}_{B}=\hat{m}_{\chi}$ implies that the vacuum is at the Bogomol'nyi limit, just between the type-I and the type-II vacuum. The inter-quark potential is shown in Fig. 4.3. One


Figure 4.2: The profiles of the color-electric field in the $x-z$ plane at $y=0$ (left), the monopole supercurrent in the $x-y$ plane at $z=0$ (right-upper), and the modulus of the monopole field in the $x-z$ plane at $y=0$ (right-lower) of the mesonic flux tube in the DAH model. The quark and the antiquark are placed at $(x, y, z)=(0,0,-8)$ and $(0,0,8)$, respectively.
finds that the slope of the linear part of the potential, which is the string tension, obeys the analytic result on the Bogomol'nyi limit, as $\sigma^{L}=2 \pi \hat{v}^{2} \cdot a^{2}=\beta_{\mathrm{DAH}} \pi \hat{m}_{B}^{2} \sim 0.78[35,36]$. Here, the superscript " $L$ " denotes the dimensionless string tension. Note that the force always contains a Coulomb self-energy, which is included in a constant term in the potential $V(R / a)$. If we choose a finer dual lattice, smaller $a$, the self energy becomes large, and accordingly, the constant takes a larger value. In such case, we could observe the fine structure of the short-distance behavior of the potential.

It is worth emphasizing that the dual lattice formulation presented here is also applicable to the "bending" flux tube [See, Fig. 4.1(b)]. If we assume that the bending is restricted in $x-z$ plane, that means that a $x$-component of the color-electric Dirac string appears, i.e. some terms $\hat{\Sigma}_{23}^{\mathrm{E}}(s)$ have non-vanishing value, $\pm 1$. In this case, the sign of this plaquette is similarly treated as discussed above. In this sense, the dual lattice formulation is quite useful to obtain various shapes of the flux-tube solutions in the DAH model numerically. In the chapter 7 , we investigate the DGL theory with the similar technique, which corresponds to the $\mathrm{SU}(3)$ gluodynamics in the Abelian projection. In the DGL theory, there appears a flux-tube structure which includes three valence quarks corresponding to the baryonic state. In order to study such a flux configuration, we need the skill to deal with the bending flux tube.


Figure 4.3: The quark-antiquark potential the mesonic flux tube in the DAH model, where $R / a$ denotes the $q-\bar{q}$ distance. The parameter set is taken as $\beta_{\mathrm{DAH}}=1, \hat{m}_{B}=\hat{m}_{\chi}=0.5$.

### 4.3 Monte Carlo simulation of the DAH model

In this section, in order to study the general properties of the DAH model including quantum fluctuation, we perform the Monte Carlo simulations on the dual lattice. Now, we take into account all directions of dual links $\mu=1,2,3,4$ and a four-dimensional lattice. Some details on the Monte Carlo simulation of the DAH model are summarized in the Appendix A. Here we only mention the general idea. We have two fields, the dual gauge field and the monopole field, which are updated in alternating order. The sweep is vectorized. Detailed balance requires to do the update in an even-odd checkerboard fashion.

First, we explain the treatment of the dual gauge field part. The kinetic part of the action for the dual gauge field has a Gaussian form. Therefore, we can prepare a candidate dual gauge field by mapping flat random numbers to Gaussian ones by using the Box-Muller transformation. This would be all of the so-called heat-bath algorithm, if the dual gauge field would be a the free field. However, the dual gauge field interacts with the monopole field, by the kinetic term of the latter. It means that the additional term in the action containing the dual gauge field should be taken into account. To repair the above heat-bath method, a Metropolis acceptance check must follow. This combined procedure is also applied to generate monopole fields which sample the weight of the action. For this case the kinetic term of the monopole field is Gaussian. So it is also possible to adopt the heat-bath algorithm. The self-
interaction term of the monopole field can be taken into account by a Metropolis acceptance check.

By supplying the dual gauge field $B_{\mu}(s)$ and the monopole fields $\chi(s), \chi^{*}(s)$ sampled according to the weight $\exp \left(-S_{\mathrm{DAH}}\left[B_{\mu}, \chi, \chi^{*}\right]\right)$, we can simulate the DAH model. In other words, on an ensemble of fields provided by this weight, we can compute the expectation value of an operator $\mathcal{O}\left[B_{\mu}, \chi, \chi^{*}\right]$,

$$
\begin{align*}
\left\langle\mathcal{O}\left[B_{\mu}, \chi, \chi^{*}\right]\right\rangle & =\frac{1}{\mathcal{Z}} \int \mathcal{D} B_{\mu} \mathcal{D} \chi \mathcal{D} \chi^{*} \mathcal{O}\left[B_{\mu}, \chi, \chi^{*}\right] \exp \left(-S_{\mathrm{DAH}}\left[B_{\mu}, \chi, \chi^{*}\right]\right) \\
& \approx \frac{1}{N} \sum_{i=1}^{N} \mathcal{O}\left[\left\{B_{\mu}, \chi, \chi^{*}\right\}_{i}\right] \tag{4.3.1}
\end{align*}
$$

as a simple arithmetic average, relying on "important sampling." The label $i$ denotes the $i$-th vacuum configuration in a Monte Carlo sequence. $\mathcal{Z}$ is the partition function

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} B_{\mu} \mathcal{D} \chi \mathcal{D} \chi^{*} \exp \left(-S_{\mathrm{DAH}}\left[B_{\mu}, \chi, \chi^{*}\right]\right) \tag{4.3.2}
\end{equation*}
$$

To summarize, by iterating these update, we will finally get the thermalized configuration of the dual gauge field and the monopole field (with an external source). It means that we can prepare an vacuum including all the quantum fluctuation of fields, which enable us to calculate the expectation value of some operators. Since the DAH model contains three parameters, the dual gauge coupling $\beta_{\mathrm{DAH}}=1 / g^{2}$, the mass of the dual gauge field $\hat{m}_{B}$ and the monopole field $\hat{m}_{\chi}$, the properties of the vacuum represented by the simulation ensemble $\left\{B_{\mu}, \chi, \chi^{*}\right\}$ depend on the choice of these parameters.

### 4.3.1 Structure of the DAH vacuum

As a preparation for the study of flux tubes, we investigate the structure of the DAH vacuum without external charges at the quantum level, the so-called phase diagram, in terms of the DAH parameters, $\beta_{\mathrm{DAH}}, \hat{m}_{B}, \hat{m}_{\chi}$. To begin it is useful to remember first the London limit case $\left(m_{\chi} \rightarrow \infty\right)$. In this limit, it is known that the DAH vacuum possesses two types of phases, the Coulomb and the Higgs phase[66], as shown schematically in Fig. 4.4, where $\beta_{\mathrm{DAH}}=1 / g^{2}, \tilde{\gamma}=\beta_{\mathrm{DAH}} \hat{m}_{B}^{2} / 2$. As a driving mechanism for the appearance of two phases, topological excitations, so-called "vortex excitations" originating from the multi-valuedness of the phase of the monopole field, are held responsible [66,67]. The vortex excitation is a closed color-electric Dirac string forming a more or less complex network. In fact, in this limit, the DAH model can be analytically rewritten in terms of its string representation by virtue of that the modulus of the monopole field can be fixed as $|\hat{\chi}|=1[68]^{*}$. In terms of
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Figure 4.4: The phase diagram of the DAH model in the London limit $m_{\chi} \rightarrow \infty$.
the string representation of the DAH model, the existence of vortex excitations is manifest. Regarding the density of vortex excitation as an important order parameter, it is shown that we can classify two phases of the DAH model [67].

In the field theory, turning attention to topological excitations is often helpful in understanding the phases of the system. For instance, in compact $U(1)$ gauge theory, there appear magnetic monopoles originating from the periodicity of the lattice gauge action. They play an important role in the confining phase transition through magnetic monopole condensation [69-71]. At the same time, the Monte Carlo method is very useful to simulate the system, since analytical understanding is sometimes restricted to ideal cases. In the DAH model for general parameter case, the phase structure determined in the London limit case would be modified. Moreover, we do not have an exact expression of the string representation of the DAH model for general parameter case. In this sense, and for our purpose we need to resort to a Monte Carlo exploration of the phase structure.

In this section, we would like to specially pay attention to the Bogomol'nyi limit case ( $\hat{m}_{B}=\hat{m}_{\chi}$ ). Note that some studies of the DAH model show that the Bogomol'nyi limit is nearby the realistic at the classical level [52]. Then, it would be interesting to investigate the vacuum structure of at the quantum level by virtue of the Monte Carlo method.

In order to scan the phases of the DAH vacuum, in the following, we evaluate expectation values of several observables in a grid of points in the parameter plane. Besides the vortex density some of them are expected too, as candidates of order parameters. If some drastic changes of the value of the expectation values are observed, it can be a signal of a phase transition.
(1) Plaquette energy density:

$$
\begin{equation*}
\frac{\beta_{\mathrm{DAH}}}{2}\left\langle{ }^{*} \hat{F}_{\mu \nu}^{2}\right\rangle \equiv \frac{\frac{\beta_{\mathrm{DAH}}}{2} \sum_{s, \mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)}{N_{p}} \tag{4.3.3}
\end{equation*}
$$

where $N_{p}$ is total numbers of dual plaquettes.
(2) Modified hopping term:

$$
\begin{equation*}
\frac{\operatorname{Re}\left\langle\chi^{*} U_{\mu} \chi\right\rangle}{\left\langle\chi^{2}\right\rangle} \equiv \frac{\operatorname{Re} \sum_{s, \mu}\left(\hat{\chi}^{*}(s) U_{\mu}(s) \hat{\chi}(s+\hat{\mu})\right) / N_{l}}{\sum_{s}|\hat{\chi}(s)|^{2} / N_{s}}, \tag{4.3.4}
\end{equation*}
$$

where $N_{l}$, and $N_{s}$ denote total numbers of dual links, and dual sites.
(3) Vortex density:

$$
\begin{equation*}
\langle | N_{\mu \nu}^{\mathrm{E}}| \rangle \equiv \frac{\sum_{s, \mu<\nu}\left|N_{\mu \nu}^{\mathrm{E}}(s)\right|}{N_{p}} \tag{4.3.5}
\end{equation*}
$$

where $N_{\mu \nu}^{\mathrm{E}}(s) \in Z$ is the modulo $2 \pi$ of the vortex current $J_{\mu \nu}(s)$. The vortex current is constructed from the phase of the monopole field $\eta(s)$, where $\hat{\chi}(s)=\phi(s) \exp (i \eta(s))$. First, we subtract the multiple of $2 \pi$ from the derivative of the phase as

$$
\begin{equation*}
\partial_{\mu} \tilde{\eta}(s)=\partial_{\mu} \eta(s)-2 \pi n_{\mu}^{\mathrm{E}}(s), \tag{4.3.6}
\end{equation*}
$$

where $n_{\mu}^{\mathrm{E}}(s) \in \boldsymbol{Z}$ is the modulo $2 \pi$ of $\hat{B}_{\mu}(s)+\partial_{\mu} \eta(s)$. Then, the vortex current is given by

$$
\begin{equation*}
J_{\mu \nu}(s)=\left[\partial_{\mu}, \partial_{\nu}\right] \tilde{\eta}(s) \tag{4.3.7}
\end{equation*}
$$

Note that if the modified phase $\tilde{\eta}(s)$ is regular, the vortex current vanishes. We add more explanation about the vortex density. The vortex density is the fraction of plaquettes which are pierced by the color-electric Dirac string which is generated as excitations in the vacuum configuration. Since the origin of appearance of such Dirac strings is the singular phase in the monopole field, it forms closed sheet (world sheet of closed color-electric Dirac string) on the dual lattice. From this value, we can learn that the quantum vacuum is how far from the classical vacuum. If there exists a non-vanishing vortex density, the profile of the flux tube inserted as the external source would be modified. Moreover, if such vortex excitations dominate in the vacuum, the structure of the flux tube would be "destroyed." We imagine that when the vacuum fluctuation becomes large, the vortex density takes the large value. Then, the vortex density is expected as a good order parameter to characterize the Coulomb phase of the DAH vacuum.

We show the numerical results of the expectation values of observables in Fig. 4.5. These observables are measured in the vacuum without external color-electric sources, $\hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)=0$,
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Figure 4.5: Observables: (a) plaquette energy density, (b) modified hopping term, (c) vortex density, as functions of mass $\hat{m}_{B}=\hat{m}_{\chi}$ and $\beta_{\mathrm{DAH}}$.
and periodic boundary conditions are adopted for all directions. The lattice size was $10^{4}$. For one set of parameter $\beta_{\mathrm{DAH}}, \hat{m}_{B}=\hat{m}_{\chi}$, we take 300 configurations with 5 skipped configuration in between; 200 measurements are skipped for the thermalization. Note that the error is sufficiently small, hence, it is not shown.

From the behaviors of observables, one finds that for a large $\beta_{\text {DAH }}$ and a large mass region, the plaquette energy density goes to zero, and the modified hopping term is almost given by one. At the same time, the vortex density is almost zero. On the other hands, for a small $\beta_{\text {DAH }}$ and a small mass region, the plaquette energy density is constant around the value 0.25 ,
the modified hopping term is approaching by zero, and the vortex density has non-vanishing value there, which indicate the Higgs phase. A plateau around the value 0.4 is observed, which is a signal of vortex condensation. Hence, from this result, we find that the vacuum is essentially separated into two types, the Higgs phase and the Coulomb phase, similar to the London limit as shown in Fig. 4.4. Note that the modified hopping term can be regarded as an order parameter. Thus, we expect that the DAH model possesses at least two phases at the quantum level, independent of the mass ratio $\hat{\kappa}$. In any case, we could extract the information on the vacuum structure for a reduced parameter set for the Bogomol'nyi limit $\hat{\kappa}=1$ case. In the following, we often refer to this phase structure as a "map" of quantum vacuum.

## 4.4 't Hooft loop operator in the DAH model

In this section, we introduce the 't Hooft loop operator [49] as four-dimensional extension of the color-electric Dirac string, which is inserted as the external source. The 't Hooft loop operator essentially can be regarded as the dual version of the Wilson loop. This operator is then used to study the response of the DAH vacuum to external color-electric charges. For instance, the investigation of the profiles of the flux tube, the evaluation of the string tension, are important applications of the 't Hooft loop operator.

The 't Hooft loop operator $H$ in the continuum theory is defined by the difference of the action with and without the external source as

$$
\begin{equation*}
H \equiv \exp \left[-\frac{\beta_{\mathrm{DAH}}}{4} \int d^{4} x\left((\partial \wedge B)_{\mu \nu}+2 \pi \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}+\frac{\beta_{\mathrm{DAH}}}{4} \int d^{4} x(\partial \wedge B)_{\mu \nu}^{2}\right] \tag{4.4.1}
\end{equation*}
$$

Here $\Sigma_{\mu \nu}^{\mathrm{E}}$ denotes the external source as already discussed, which describes the position of the color-electric Dirac string. The expectation value of the 't Hooft operator in the DAH model is then defined by*

$$
\begin{align*}
\langle H\rangle_{\Sigma^{\mathrm{E}}=0} & \equiv \frac{\int \mathcal{D} B H e^{-\frac{\beta_{\mathrm{DAH}}}{4}} \int d^{4} x(\partial \wedge B)_{\mu \nu}^{2}}{\int \mathcal{D} B e^{-\frac{\beta_{\mathrm{DAH}}}{4}} \int d^{4} x(\partial \wedge B)_{\mu \nu}^{2}}  \tag{4.4.2}\\
& =\frac{\int \mathcal{D} B e^{-\frac{\beta_{\mathrm{DAH}}}{4} \int d^{4} x\left((\partial \wedge B)_{\mu \nu}+2 \pi \Sigma_{\mu \nu}^{\mathrm{E}}\right)^{2}}}{\int \mathcal{D} B e^{-\frac{\beta_{\mathrm{DAH}}}{4} \int d^{4} x(\partial \wedge B)_{\mu \nu}^{2}}}  \tag{4.4.3}\\
& =\frac{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}\right]}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}[B]}} . \tag{4.4.4}
\end{align*}
$$

By making use of the 't Hooft operator, we can define the expectation value of another

[^7]operator $\mathcal{O}$.
\[

$$
\begin{equation*}
\langle\mathcal{O}\rangle_{\Sigma^{\mathrm{E}} \neq 0}=\frac{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}\right]} \mathcal{O}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}\right]}}=\frac{\frac{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}\right]} \mathcal{O}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}[B]}}}{\frac{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}\left[B, \Sigma^{\mathrm{E}}\right]}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}}[B]}}=\frac{\frac{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}[B]} H \mathcal{O}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}[B]}}}{\frac{\int \mathcal{D} B H e^{-S_{\mathrm{DAH}}[B]}}{\int \mathcal{D} B e^{-S_{\mathrm{DAH}}[B]}}}=\frac{\langle H \mathcal{O}\rangle_{\Sigma^{\mathrm{E}}=0}}{\langle H\rangle_{\Sigma^{\mathrm{E}}=0}} \tag{4.4.5}
\end{equation*}
$$

\]

Here $\langle\ldots\rangle_{\Sigma^{\mathrm{E}} \neq 0}$ denotes an average in the vacuum with an external source (source-in vacuum), and $\langle\ldots\rangle_{\Sigma^{E}=0}$ without external source (pure vacuum). This relation suggests that the expectation value of an operator $\mathcal{O}$ in the source-in vacuum is the same as the ratio of the expectation value of $\mathcal{O}$ multiplied by 't Hooft loop operator in the pure vacuum and the expectation value of 't Hooft loop operator itself in the pure vacuum. In this sense, the measurement of an operator in the source-in vacuum can be regarded as a correlation function between an operator and the 't Hooft loop operator. The operator $\mathcal{O}$, which can be regarded as a local probe, is now specified to measure the distribution of the color-electric field, the magnetic current, the modulus of the monopole field etc.

In the dual lattice formulation, the 't Hooft loop operator is defined by

$$
\begin{equation*}
H \equiv \exp \left[-\frac{\beta_{\mathrm{DAH}}}{2} \sum_{s, \mu<\nu}\left((\partial \wedge \hat{B})_{\mu \nu}(s)+2 \pi \hat{\Sigma}_{\mu \nu}^{\mathrm{E}}(s)\right)^{2}+\frac{\beta_{\mathrm{DAH}}}{2} \sum_{s, \mu<\nu}(\partial \wedge \hat{B})_{\mu \nu}(s)^{2}\right] \tag{4.4.6}
\end{equation*}
$$

where the definition (4.4.5) is also applicable in the lattice formulation.
Finally, we would like to measure the profiles of the flux tube by inserting the 't Hooft loop. We prepare the vacuum including the 't Hooft loop from the beginning. This corresponds to the direct measurement of the l.h.s. of Eq. (4.4.5). The probe is the field strength ${ }^{*} \hat{F}_{\mu \nu}(s)=(\partial \wedge B)_{\mu \nu}(s)+2 \pi \Sigma_{\mu \nu}^{\mathrm{E}}(s)$ defined in (4.1.4), the Higgs modulus $\sqrt{|\hat{\chi}(s)|^{2}}$, and the magnetic supercurrent $k_{i}(s)=-\hat{m}_{B}^{2} b_{i}^{(2)}(s)$. Here, $b_{i}^{(2)}(s)$ is defined in (4.2.3). For an input parameter, we use here $\beta_{\mathrm{DAH}}=0.4, \hat{m}_{B}=\hat{m}_{\chi}=2.0$. This point just belongs to the phase transition region as discussed in the previous section. The vortex density is about $14 \%$, which means that a non-trivial noisy contribution from the vortex excitation enters.

In Fig. 4.6, we show the profiles of the flux tube for the middle plane of the $q-\bar{q}$ system, where the lattice size is $16^{4}$ and open boundary conditions are adopted for the spatial direction of the lattice. When we insert the 't Hooft loop, the periodicity is broken due to the appearance of magnetic supercurrent which circulates around the Dirac string in each time slice. Thus, in principle, we cannot use a small lattice to measure the profiles. However, the use of open boundary condition enables us to circumvent this problem, which means that we can use a relatively small lattice. We have taken 1000 configurations to perform for the average, with 5 sweeps in between, after a thermalization of 30 sweeps. The 't Hooft loop size is $8 \times 16$, placed on $z$-t plane. The measurements are performed at the middle of $z$ axis.


Figure 4.6: The profiles of the flux tube, (a) color-electric field, (b) modulus of the monopole field, (c) color-magnetic monopole supercurrent, as a function of $x$, at $y=0$ and $z=0$.

In order to get three-dimensional variables, we first take the average along the time direction. Then, all data are similarly treated as in the section 4.2 . The profiles are shown as a function of $x$, where $s=(x, 0,0)$. One finds that the color-electric field is localized around the center (the place of the 't Hooft loop). In this sense, the color-electric field is still confined forming a tube structure. At the same time, the magnetic supercurrent circulates around the center. However, it is important to note that the behavior of the modulus of the monopole field is
completely different from the classical one. Near the center, only small deviation from the constant value is found. Moreover, this constant is not given by one (smaller than one).

To summarize this section, we mention our experiences of scanning the profiles of the flux tube for several points. In the Higgs phase, described by large masses and large $\beta_{\mathrm{DAH}}$, where the vortex density essentially vanishes, we could obtain the flux-tube profile which is quite similar to the classical one. On the other hand, in the Coulomb phase, described by small masses and small $\beta_{\mathrm{DAH}}$, where we have large non-vanishing vortex density, it becomes quite difficult to extract the dual superconducting signal from the profile. We never got a good profile for the magnetic supercurrent. In other words, in the Coulomb phase, the 't Hooft loop as the external source is not sufficient to see the flux-tube profile. In our experience, at $30 \%$ vortex density the flux-tube structure is no more recognized. In this sense, the vortex density is a quite important quantity to determine not only the phase diagram, but also the profiles of the flux tube in the quantum vacuum.

### 4.5 Summary and outlook

In this chapter, we have studied the quantized DAH model using the dual lattice formulation. We have found that this formulation is quite useful not only to obtain the classical flux-tube solution in a numerically more elegant way, but also to evaluate the quantum effect described by the partition function of the DAH model. As a remarkable fact, whether we can observe the profile of the flux tube is very sensitive to the density of vortex loops. For the large vortex density, the classical structure of profile, obtained by solving the field equations, is destroyed.

In the next chapter, we study the quantitative relation between the DAH model and the $\mathrm{SU}(2)$ gluodynamics. In other words, we try to fix the DAH couplings from $\mathrm{SU}(2)$ gluodynamics. Then, the information of the vacuum structure of the DAH model at the quantum level would be useful to understand the meaning of the resulting couplings of the DAH model.

## Chapter 5

## $\mathrm{SU}(2)$ gluodynamics and the DAH model on lattice

We have shown a derivation of the DAH model from the $\mathrm{SU}(2)$ gluodynamics in the chapter 2 . During this step, however, the relation of couplings in both models remained unclear, since we did not know how to determine the value of the self-coupling of the monopole field and monopole condensate. In other words, compensating for the unknown information about the nonperturbative non-Abelian vacuum by freely adjustable couplings, we could construct the DAH model as an infrared effective model of $\mathrm{SU}(2)$ gluodynamics.

In this chapter, we would like to try to fix the DAH couplings by making use of the Monte Carlo simulation on the lattice, especially, by matching SU(2) original lattice and U(1) Higgs dual lattice, and study how quantitatively well the DAH model can serve as infrared effective model replacing $\mathrm{SU}(2)$ gluodynamics at the quantum level. Our strategy is the following: We pay attention to monopoles, since both the $\mathrm{SU}(2)$ gluodynamics and the DAH model have these degrees of freedom in common, as shown in the chapter 2. On the $\mathrm{SU}(2)$ lattice, we can extract such monopole currents by Abelian projection after the maximally Abelian (MA) gauge fixing. These currents can be used to extract a monopole action which - on the other hand - can be derived from the DAH model [54]. This extraction from an ensemble of monopole currents is done by means of the inverse Monte Carlo method, the extended Swendsen method $[24,55]$. This procedure leads finally to the couplings of the DAH model. By using the obtained parameters, we can simulate the DAH model on the dual lattice, and compare the simulation results with the original $\mathrm{SU}(2)$ one. In particular, we pay attention to the profile of the color-electric flux tube and the string tension that have been obtained at $\beta_{\mathrm{SU}(2)}=2.5115$.

### 5.1 A few words about $\mathrm{SU}(2)$ lattice gauge theory

In this section, we start from the $\mathrm{SU}(2)$ lattice gauge theory, and explain how to extract the monopole currents in the MA gauge.

### 5.1.1 $\mathrm{SU}(2)$ Wilson action

In the lattice formulation, the space-time coordinates are discretized with the lattice spacing $a$. The standard lattice action in the $\mathrm{SU}(2)$ gauge theory is given by

$$
\begin{equation*}
S_{\mathrm{SU}(2)}[U]=\beta_{\mathrm{SU}(2)} \sum_{s, \mu<\nu}\left\{1-\frac{1}{2} \operatorname{Re} \operatorname{tr}\left[U_{\mu \nu}(s)\right]\right\} \tag{5.1.1}
\end{equation*}
$$

where $U_{\mu \nu}(s) \in \mathrm{SU}(2)$ are plaquette variables

$$
\begin{equation*}
U_{\mu \nu}(s)=U_{\mu}(s) U_{\nu}(s+\hat{\mu}) U_{\mu}^{\dagger}(s+\hat{\nu}) U_{\nu}^{\dagger}(s) \tag{5.1.2}
\end{equation*}
$$

and $U_{\mu}(s) \in \mathrm{SU}(2)$ denote link variables

$$
\begin{equation*}
U_{\mu}(s)=e^{i a e \mathcal{A}_{\mu}(s)}=e^{i a e \mathcal{A}_{\mu}^{a}(s) T^{a}} \tag{5.1.3}
\end{equation*}
$$

where $e$ and $T^{a}=\tau^{a} / 2$ denote the gauge coupling and the generator of the $\mathrm{SU}(2)$ gauge group. The coupling is defined by*

$$
\begin{equation*}
\beta_{\mathrm{SU}(2)}=\frac{4}{e^{2}} \tag{5.1.4}
\end{equation*}
$$

This lattice action is used to generate a configuration of the vacuum as a set of link variables $\left\{U_{\mu}(s)\right\}$, where the heat-bath algorithm can be adopted without additional Metropolis steps. In the continuum limit $a \rightarrow 0$, this $\mathrm{SU}(2)$ lattice action reproduces the well-known form of the action of the $\mathrm{SU}(2)$ gauge theory,

$$
\begin{equation*}
\lim _{a \rightarrow 0} S_{\mathrm{SU}(2)}[U] \rightarrow \frac{1}{2} \int d^{4} x \operatorname{tr} G_{\mu \nu} G_{\mu \nu} \tag{5.1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\mu \nu}=\partial_{\mu} \mathcal{A}_{\nu}-\partial_{\nu} \mathcal{A}_{\mu}+i e\left[\mathcal{A}_{\mu}, \mathcal{A}_{\nu}\right] \tag{5.1.6}
\end{equation*}
$$

This lattice action is used to simulate the physical expectation value of an observable (operator) $\mathcal{O}\left[U_{\mu}\right]$, based on the path integral representation of the partition function, as

$$
\begin{align*}
\left\langle\mathcal{O}\left[U_{\mu}\right]\right\rangle & =\frac{\int d U \mathcal{O}\left[U_{\mu}\right] \exp \left(-S\left[U_{\mu}\right]\right)}{\int d U \exp \left(-S\left[U_{\mu}\right]\right)} \\
& \approx \frac{1}{N} \sum_{i=1}^{N} \mathcal{O}\left[\left\{U_{\mu}\right\}_{i}\right] \tag{5.1.7}
\end{align*}
$$

[^8]where a configuration of link variables denoted $\left\{U_{\mu}\right\}_{i}$ are generated by the Monte Carlo method. The configurations of link variables are generated by a vectorized heat bath procedure in the local $\mathrm{SU}(2)$ group, in the checkerboard realization. They are sampling the weight $\exp \left(-S_{\mathrm{SU}(2)}\left[U_{\mu}\right]\right)$, such that all configuration can be considered equally important. Then, the expectation value of the operator is obtained as the average of the value of the operator for many configurations. In the $\mathrm{SU}(2)$ case, reflecting the non-Abelian property, the Heat-bath reconstruction of the $\mathrm{SU}(2)$ link variables is only somewhat more involved than the Abelian case. For our purpose, we were not interested in calculating averages, but to transform the configurations into a particular gauge, suppress the non-diagonal gluons, and to produce an ensemble of importance-weighted monopole currents.

### 5.1.2 Maximally Abelian (MA) gauge on lattice

The maximally Abelian (MA) gauge fixing is achieved by the gauge transformation

$$
\begin{equation*}
U_{\mu}(s) \rightarrow U_{\mu}^{\mathrm{MA}}(s)=V(s) U_{\mu}(s) V^{\dagger}(s+\hat{\mu}) \tag{5.1.8}
\end{equation*}
$$

so as to maximize the variable

$$
\begin{equation*}
R \equiv \sum_{s, \mu} \operatorname{tr}\left\{\tau_{3} U_{\mu}(s) \tau_{3} U_{\mu}^{\dagger}(s)\right\}=2 \sum_{s, \mu}\left[1-2\left(\left\{U_{\mu}^{1}(s)\right\}^{2}+\left\{U_{\mu}^{2}(s)\right\}^{2}\right)\right] \tag{5.1.9}
\end{equation*}
$$

where $V(s)$ and $V^{\dagger}(s+\hat{\mu})$ correspond to the MA gauge fixing functions located on the sites $s$ and $s+\hat{\mu}$, respectively. Then, the operator

$$
\begin{equation*}
X(s)=\sum_{\mu}\left[U_{\mu}(s) \tau_{3} U_{\mu}^{\dagger}(s)+U_{\mu}^{\dagger}(s-\hat{\mu}) \tau_{3} U_{\mu}(s-\hat{\mu})\right] \tag{5.1.10}
\end{equation*}
$$

is diagonalized. To see this, let us consider the infinitesimal gauge transformation, $V(s)=$ $1+i \alpha^{a}(s) \tau_{a}$. Here, $R$ is transformed as $R \rightarrow R^{\prime}=R+\delta R$. Then, we have

$$
\begin{align*}
\delta R= & i \sum_{s, \mu} \alpha^{a}(s) \operatorname{tr}\left[\tau_{a}\left[U_{\mu}(s) \tau_{3} U_{\mu}^{\dagger}(s), \tau_{3}\right]\right] \\
& +i \sum_{s, \mu} \alpha^{a}(s+\hat{\mu}) \operatorname{tr}\left[\tau_{a}\left[U_{\mu}^{\dagger}(s) \tau_{3} U_{\mu}(s), \tau_{3}\right]\right]+O\left(\alpha^{2}\right) \\
= & i \sum_{s, \mu} \alpha^{a}(s) \operatorname{tr}\left[\tau_{a}\left[X(s), \tau_{3}\right]\right] . \tag{5.1.11}
\end{align*}
$$

Here, if $R$ is already maximized, then $\delta R$ should vanish. This means that $X(s)$ is diagonalized, since the relation $\left[X(s), \tau_{3}\right]=0$ is satisfied for all sites. In this gauge, the absolute value of off-diagonal components $U_{\mu}^{1}(s)$ and $U_{\mu}^{2}(s)$ are rendered as small as possible.

### 5.1.3 Extraction of monopole currents

We briefly review the procedure of extraction of Abelian monopole currents from $\mathrm{SU}(2)$ lattice gauge field configurations. After the MA gauge fixing, by using the Cartan decomposition, the $\mathrm{SU}(2)$ link variables can be factorized into the diagonal (Abelian) link variable $u_{\mu}(s) \in \mathrm{U}(1)_{3}$ and the off-diagonal (charged matter field) parts $c_{\mu}(s), c_{\mu}^{*}(s) \in \mathrm{SU}(2) / \mathrm{U}(1)_{3}$ as

$$
U_{\mu}^{\mathrm{MA}}(s)=\left(\begin{array}{cc}
\sqrt{1-\left|c_{\mu}(s)\right|^{2}} & -c_{\mu}^{*}(s)  \tag{5.1.12}\\
c_{\mu}^{*}(s) & \sqrt{1-\left|c_{\mu}(s)\right|^{2}}
\end{array}\right)\left(\begin{array}{cc}
u_{\mu}(s) & 0 \\
0 & u_{\mu}^{*}(s)
\end{array}\right)
$$

where $u_{\mu}(s)$ is explicitly written as

$$
\begin{equation*}
u_{\mu}(s)=e^{i \theta_{\mu}(s)} \quad\left(-\pi<\theta_{\mu}(s)<\pi\right) \tag{5.1.13}
\end{equation*}
$$

The corresponding Abelian field strength (plaquette) is then has the form

$$
\begin{equation*}
\theta_{\mu \nu}(s) \equiv \theta_{\mu}(s)+\theta_{\nu}(s+\hat{\mu})-\theta_{\mu}(s+\hat{\nu})-\theta_{\nu}(s) \quad\left(-4 \pi<\theta_{\mu \nu}(s)<4 \pi\right) \tag{5.1.14}
\end{equation*}
$$

The $\mathrm{U}(1)$ link variables are extracted by the Abelian projection, dropping the off-diagonal gluon contributions in Eq. (5.1.12). They are, in general, multiple valued functions reflecting the compactness of the residual $\mathrm{U}(1)$ gauge group. It means that $\mathrm{U}(1)$ link variables contain some topological defects, the monopoles. Let us divide the Abelian plaquettes into two parts as

$$
\begin{equation*}
\theta_{\mu \nu}(s) \equiv \bar{\theta}_{\mu \nu}(s)+2 \pi n_{\mu \nu}(s) \quad\left(-\pi<\bar{\theta}_{\mu \nu}(s)<\pi\right) \tag{5.1.15}
\end{equation*}
$$

where $n_{\mu \nu}(s) \in \boldsymbol{Z}$ is the modulo $2 \pi$ of $\theta_{\mu \nu}(s)$. Here, the defect becomes manifest through the breaking of the Bianchi identity

$$
\begin{equation*}
\partial_{\mu}^{*} \theta_{\mu \nu}(s)=\frac{1}{2} \varepsilon_{\mu \nu \rho \sigma} \partial_{\nu} n_{\rho \sigma}(s+\hat{\mu}) \equiv k_{\nu}(s) \neq 0 \tag{5.1.16}
\end{equation*}
$$

where $k_{\mu}(s)$ describes the monopole current as defined by DeGrand and Toussaint in compact QED [70]. The first term of r.h.s. in (5.1.15) satisfies the Bianchi identity $\partial_{\mu}{ }^{*} \bar{\theta}_{\mu \nu}(s)=0$. Note that the magnetic current carries integer values, the so-called topological charge. In this case, the limit of monopole currents are $\left|k_{\mu}(s)\right| \leq 2$. The monopole currents are conserved as

$$
\begin{equation*}
\partial_{\mu}^{\prime} k_{\mu}(s)=0, \tag{5.1.17}
\end{equation*}
$$

where $\partial_{\mu}^{\prime}$ is the backward derivative, which guarantees the conservation of monopole current at each site of the dual lattice. Therefore, monopole currents form closed loops on the dual lattice in four-dimensional space-time.

Finally, we would like to mention the relation of original lattice (where quarks and gluons are defined) and dual lattice. The latter is already adopted to formulate the DAH model


Figure 5.1: The schematic understanding of the relation between original lattice and dual lattice in terms of differential form on lattice.
on lattice in chapter 4. To understand this relation the differential form on lattice is quite useful. In four dimensional space-time, original sites, original links, and original plaquettes can be interpreted as dual hypercubes, dual cubes, and dual plaquettes on dual lattice by the duality transformation. This is achieved by the Hodge dual " * " as shown in Fig. 5.1. The monopole currents $k_{\mu}(s)$ correspond to 3 -form variables defined by three-dimensional cubes on the original lattice. Then we obtain $* 1$-form variables in the dual description, which can be defined on dual links. The direction of monopole currents are perpendicular to the three-dimensional cubes on the original lattice. Notice that this is the place where the dual gauge field is also defined. In the original lattice, the exterior derivative " $d$ " express the mapping from $k$-form to $(k+1)$-form, whereas the mapping from $* k$-form to $*(k+1)$-form on the dual lattice due to the relation $d=* \delta *$. Here, " $\delta$ " denotes codifferential corresponding to the mapping from $k$-form to $(k-1)$-form, satisfying a relation $\delta=* d *$. Then this also has the meaning of mapping from $* k$-form to $*(k-1)$-form. The breaking of the Abelian Bianchi identity is understood as $\delta * F=k$.

### 5.2 Monopole representation of the DAH model

In this section we derive the monopole representation of the DAH model with no external sources* We start from the lattice partition function given by

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}=\int_{-\infty}^{\infty} \mathcal{D} B \int_{-\infty}^{\infty} \mathcal{D} \chi \int_{-\infty}^{\infty} \mathcal{D} \chi^{*} \exp \left\{-S_{\mathrm{DAH}}\left[B, \chi, \chi^{*}\right]\right\} \tag{5.2.1}
\end{equation*}
$$

where the form of the lattice action $S_{\text {DAH }}$ is defined in (4.1.2). Once the kinetic term of the monopole field is written as

$$
\begin{equation*}
\tilde{\gamma} \sum_{\mu}\left|\chi(s)-U_{\mu}(s) \chi(s+\hat{\mu})\right|^{2}=-\bar{\gamma} \sum_{\mu}\left(\chi^{*}(s) U_{\mu}(s) \chi(s+\hat{\mu})+h . c .\right)+8 \tilde{\gamma}|\chi(s)|^{2}, \tag{5.2.2}
\end{equation*}
$$

the lattice DAH action (4.1.2) has the form

$$
\begin{align*}
S_{\mathrm{DAH}}\left[B, \chi, \chi^{*}\right]= & \sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}^{*} F_{\mu \nu}^{2}(s)-\tilde{\gamma} \sum_{\mu}\left(\chi^{*}(s) U_{\mu}(s) \chi(s+\hat{\mu})+h . c .\right)\right. \\
& \left.+8 \tilde{\gamma}|\chi(s)|^{2}+\tilde{\lambda}\left(|\chi(s)|^{2}-1\right)^{2}\right] . \tag{5.2.3}
\end{align*}
$$

Inserting the polar decomposition of the monopole field into modulus and phase

$$
\begin{equation*}
\chi(s)=\phi(s) \exp (i \eta(s)) \tag{5.2.4}
\end{equation*}
$$

into the action (5.2.3), we get

$$
\begin{align*}
S_{\mathrm{DAH}}[B, \phi, \eta]= & \sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}^{*} F_{\mu \nu}^{2}(s)-2 \tilde{\gamma} \sum_{\mu} \phi(s) \phi(s+\hat{\mu}) \cos \left(d \eta_{\mu}(s)+B_{\mu}(s)\right)\right. \\
& \left.+8 \tilde{\gamma} \phi^{2}(s)+\tilde{\lambda}\left(\phi^{2}(s)-1\right)^{2}\right] \tag{5.2.5}
\end{align*}
$$

where $d \eta_{\mu}(s) \equiv \eta(s+\hat{\mu})-\eta(s)$.
Let us now adopt the Villain approximation,

$$
\begin{equation*}
\exp (a \cos b)=\sum_{l \in \boldsymbol{Z}} \exp \left\{a-\frac{a}{2}(b+2 \pi l)^{2}\right\} \tag{5.2.6}
\end{equation*}
$$

where the sum over $l$ goes over all integers which representing the periodicity of the cosine. Then the partition function is given by

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}=\int_{-\infty}^{\infty} \mathcal{D} B \int_{-\pi}^{\pi} \mathcal{D} \eta \int_{0}^{\infty} \mathcal{D} \phi^{2} \sum_{l \in \boldsymbol{Z}} \exp \left\{-S_{\mathrm{DAH}}[B, \phi, \eta ; l]\right\} \tag{5.2.7}
\end{equation*}
$$

where the action has the form

$$
\begin{align*}
S_{\mathrm{DAH}}[B, \phi, \eta ; l]= & \sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)+\tilde{\gamma} \sum_{\mu}(\phi(s)-\phi(s+\hat{\mu}))^{2}\right. \\
& \left.+\tilde{\gamma} \sum_{\mu} \phi(s) \phi(s+\hat{\mu})\left(d \eta_{\mu}(s)+B_{\mu}(s)+2 \pi l\right)^{2}+\tilde{\lambda}\left(\phi^{2}(s)-1\right)^{2}\right] \tag{5.2.8}
\end{align*}
$$

[^9]
### 5.2.1 Integrating the dual gauge field $B_{\mu}(s)$ and the monopole phase $\eta(s)$

In order to integrate out the dual gauge field $B_{\mu}(s)$ and the phase $\eta(s)$, we insert the identity

$$
\begin{align*}
\text { const. }= & \left\{\prod_{s, \mu} \frac{1}{\sqrt{4 \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})}}\right\} \int_{-\infty}^{\infty} \mathcal{D} H \exp \left\{-\sum_{s, \mu} \frac{1}{4 \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})}\left[H_{\mu}(s)\right.\right. \\
& \left.\left.-2 i \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})\left(d \eta_{\mu}(s)+B_{\mu}(s)+2 \pi l\right)\right]^{2}\right\} \tag{5.2.9}
\end{align*}
$$

into the partition function. Then, the action (5.2.8) becomes

$$
\begin{align*}
S_{\mathrm{DAH}}[B, \phi, \eta, H ; l]= & \sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)+\tilde{\gamma} \sum_{\mu}(\phi(s)-\phi(s+\hat{\mu}))^{2}+\sum_{\mu} \frac{H_{\mu}^{2}(s)}{4 \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})}\right. \\
& \left.-i \sum_{\mu} H_{\mu}(s)\left(d \eta_{\mu}(s)+B_{\mu}(s)+2 \pi l\right)+\tilde{\lambda}\left(\phi^{2}(s)-1\right)^{2}\right] \tag{5.2.10}
\end{align*}
$$

By using the Poisson resummation formula

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathcal{D} H \sum_{l \in \boldsymbol{Z}} e^{2 \pi i(H, l)} f(H)=\sum_{k \in \boldsymbol{Z}} f(k) \tag{5.2.11}
\end{equation*}
$$

we get for the partition function

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}=\int_{-\infty}^{\infty} \mathcal{D} B \int_{-\pi}^{\pi} \mathcal{D} \eta \int_{0}^{\infty} \mathcal{D} \phi^{-2} \sum_{k \in \boldsymbol{Z}} \exp \left\{-S_{\mathrm{DAH}}[B, \phi, \eta ; k]\right\} \tag{5.2.12}
\end{equation*}
$$

where

$$
\begin{align*}
S_{\mathrm{DAH}}[B, \phi, \eta ; k]= & \sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)+\tilde{\gamma} \sum_{\mu}(\phi(s)-\phi(s+\hat{\mu}))^{2}+\sum_{\mu} \frac{k_{\mu}^{2}(s)}{4 \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})}\right. \\
& \left.-i \sum_{\mu} k_{\mu}(s)\left(d \eta_{\mu}(s)+B_{\mu}(s)\right)+\tilde{\lambda}\left(\phi^{2}(s)-1\right)^{2}\right] . \tag{5.2.13}
\end{align*}
$$

Note that the measure of the monopole field modulus has changed as follows

$$
\begin{equation*}
\mathcal{D} \phi^{2} \times \prod_{\mu=-4}^{4} \phi^{-\frac{1}{2}}=2 \phi \mathcal{D} \phi \times \phi^{-4}=2 \phi^{-3} \mathcal{D} \phi=\mathcal{D} \phi^{-2} \tag{5.2.14}
\end{equation*}
$$

Here, the action related to the phase $\eta(s)$ is extracted as

$$
\begin{equation*}
-i \sum_{s, \mu} k_{\mu}(s) d \eta_{\mu}(s)=-i(k, d \eta)=-i(\delta k, \eta) \tag{5.2.15}
\end{equation*}
$$

where we have used the abbreviated notation of a differential form on lattice. Then the phases $\eta(s)$ can be integrated out to give a $\delta$-constraint

$$
\begin{equation*}
\int_{-\pi}^{\pi} \mathcal{D} \eta \exp \{i(\delta k, \eta)\}=\delta(\delta k) \tag{5.2.16}
\end{equation*}
$$

The current $k_{\mu}(s)$ is regarded as the monopole current, and this delta function expresses its conservation. Moreover, adopting the Landau gauge $\delta B=0$, the kinetic term of the dual gauge field can be written in shorthand as

$$
\begin{equation*}
\sum_{s, \mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)=(d B, d B)=(B, \delta d B)=(B,(\delta d+d \delta) B)=(B, \Delta B) \tag{5.2.17}
\end{equation*}
$$

Then the action originating from the dual gauge field $B_{\mu}(s)$ in (5.2.13) is

$$
\begin{align*}
& \frac{\beta_{\mathrm{DAH}}}{2} \sum_{s, \mu<\nu}{ }^{*} F_{\mu \nu}^{2}(s)-i \sum_{s, \mu} k_{\mu}(s) B_{\mu}(s) \\
= & \frac{\beta_{\mathrm{DAH}}}{2}(B, \Delta B)-i(k, B) \\
= & \frac{\beta_{\mathrm{DAH}}}{2}\left(B-\frac{i}{\beta_{\mathrm{DAH}}} \Delta^{-1} k\right) \Delta\left(B-\frac{i}{\beta_{\mathrm{DAH}}} \Delta^{-1} k\right)+\frac{1}{2 \beta_{\mathrm{DAH}}}\left(k, \Delta^{-1} k\right), \tag{5.2.18}
\end{align*}
$$

where $\Delta^{-1}$ represents the Coulomb propagator on lattice. Then, we can integrate out the dual gauge field $B_{\mu}(s)$ as a Gaussian integral for $B^{\prime} \equiv B-i \Delta^{-1} k / \beta_{\mathrm{DAH}}$. The result is

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}=\sum_{k \in \boldsymbol{Z}, \delta k=0} \exp \left\{-S_{G}^{\operatorname{mon}}[k]\right\} \int_{0}^{\infty} \mathcal{D} \phi^{-2} \exp \left\{-S_{H}^{\text {mon }}[\phi ; k]\right\} \tag{5.2.19}
\end{equation*}
$$

where

$$
\begin{align*}
S_{G}^{\operatorname{mon}}[k] & \equiv \frac{1}{2 \beta_{\mathrm{DAH}}}\left(k, \Delta^{-1} k\right),  \tag{5.2.20}\\
S_{H}^{\operatorname{mon}}[\phi ; k] & \equiv \tilde{\gamma} \sum_{s, \mu}(\phi(s)-\phi(s+\hat{\mu}))^{2}+\sum_{s, \mu} \frac{k_{\mu}^{2}(s)}{4 \tilde{\gamma} \phi(s) \phi(s+\hat{\mu})}+\tilde{\lambda} \sum_{s}\left(\phi^{2}(s)-1\right)^{2}(5.2 .21)
\end{align*}
$$

### 5.2.2 Integrating the monopole field modulus $\phi(s)$

We evaluate now the $\phi(s)$ integral. Let us rescale the variable as $\phi(s) \rightarrow \phi(s) / \sqrt{\gamma}$, then the action (5.2.21) becomes

$$
\begin{equation*}
S_{H}^{\operatorname{mon}}[\phi ; k]=\sum_{s, \mu}(\phi(s)-\phi(s+\hat{\mu}))^{2}+\sum_{s, \mu} \frac{k_{\mu}^{2}(s)}{4 \phi(s) \phi(s+\hat{\mu})}+\lambda_{0} \sum_{s}\left(\phi^{2}(s)-\tilde{\gamma}\right)^{2} \tag{5.2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{0} \equiv \frac{\tilde{\lambda}}{\tilde{\gamma}^{2}}, \quad v_{0}^{-1} \equiv \tilde{\gamma} . \tag{5.2.23}
\end{equation*}
$$

By introducing $y(s)$ defined by $y(s) \equiv \phi^{-2}(s)$, we have

$$
\begin{equation*}
\int_{0}^{\infty} \mathcal{D} \phi^{-2} \exp \left\{-S_{H}^{\text {mon }}[\phi ; k]\right\}=\int_{0}^{\infty} \mathcal{D} y \exp \left\{-S_{H}^{\text {mon }}[y ; k]\right\} \tag{5.2.24}
\end{equation*}
$$

where

$$
\begin{align*}
S_{H}^{\mathrm{mon}}[y ; k]= & \sum_{s, \mu}\left(\frac{1}{\sqrt{y(s)}}-\frac{1}{\sqrt{y(s+\hat{\mu})}}\right)^{2} \\
& +\frac{1}{4} \sum_{s, \mu} \sqrt{y(s) y(s+\hat{\mu})} k_{\mu}^{2}(s)+\lambda_{0} \sum_{s}\left(\frac{1}{y(s)}-v_{0}^{-1}\right)^{2} \tag{5.2.25}
\end{align*}
$$

Let us put $y(s)=v_{0}+\tilde{y}(s)$, and change the integral region $\int_{0}^{\infty} \mathcal{D} \tilde{y} \rightarrow \int_{-\infty}^{\infty} \mathcal{D} \tilde{y}$. The approximation up to $\tilde{y}^{2}(s)$ leads to

$$
\begin{align*}
& \int_{-\infty}^{\infty} \mathcal{D} \tilde{y} \exp \left\{-S_{H}^{\text {mon }}[\tilde{y} ; k]\right\} \\
= & \exp \left\{-\frac{v_{0}}{4}\|k\|^{2}\right\} \int_{-\infty}^{\infty} \mathcal{D} \tilde{y} \exp \left\{-\frac{1}{4 v_{0}^{3}}\|\tilde{y}(s)-\tilde{y}(s+\hat{\mu})\|^{2}\right. \\
& -\frac{1}{8} \sum_{s} \sum_{\mu=-4}^{4} k_{\mu}^{2}(s) \tilde{y}(s)-\frac{1}{16 v_{0}} \sum_{s} \sum_{\mu=1}^{4} k_{\mu}^{2}(s) \tilde{y}(s) \tilde{y}(s+\hat{\mu}) \\
& \left.+\frac{1}{32 v_{0}} \sum_{s} \sum_{\mu=-4}^{4} k_{\mu}^{2}(s) \tilde{y}^{2}(s)-\frac{\lambda_{0}}{v_{0}^{4}} \sum_{s} \tilde{y}^{2}(s)+O\left(\tilde{y}^{3}(s)\right)\right\} . \tag{5.2.26}
\end{align*}
$$

Now we are in the position to evaluate the Gaussian integral over $\bar{y}(s)$. Using the convenient definitions of variables

$$
\begin{align*}
p(s) & =\sum_{\mu=-4}^{4} k_{\mu}^{2}(s)  \tag{5.2.27}\\
A(s) & =\frac{\lambda_{0}}{v_{0}^{4}}+\frac{2}{v_{0}^{3}}-\frac{1}{32 v_{0}} p(s),  \tag{5.2.28}\\
B_{\mu}(s) & =-\frac{1}{2 v_{0}^{3}}+\frac{1}{16 v_{0}} k_{\mu}^{2}(s),  \tag{5.2.29}\\
C(s, t) & =A(s) \delta_{s, t}+D(s, t),  \tag{5.2.30}\\
D(s, t) & =\frac{1}{2} \sum_{\mu=1}^{4}\left(B_{\mu}(s) \delta_{s+\hat{\mu}, t}+B_{\mu}(t) \delta_{t+\hat{\mu}, s}\right),  \tag{5.2.31}\\
\xi(s) & =\frac{1}{16} A^{-1}(s) p(s), \tag{5.2.32}
\end{align*}
$$

we obtain the monopole action in the form

$$
\begin{aligned}
S_{H}^{\text {mon }}[k]= & \frac{v_{0}}{4}\|k\|^{2}-\frac{1}{2^{8}} \sum_{s} A^{-1}(s) p^{2}(s)+\frac{1}{2} \operatorname{Tr} \ln C(s, t) \\
& +\sum_{s} \sum_{\mu=1}^{4} \xi(s) D(s, t) \xi(t)-\sum_{s, t} \sum_{u, w} \xi(s) D(s, u) C^{-1}(u, w) D(w, t) \xi(t) \cdot(5.2 .33)
\end{aligned}
$$

Here we assume that $\lambda_{0}$ is large. Thus, we neglect the fourth and fifth term in (5.2.33), since the fourth term yields the non-local interaction of order $1 / \lambda_{0}^{2}$ and the fifth term is of order $1 / \lambda_{0}^{3}$.

Inserting (5.2.28) into (5.2.33), the second term is evaluated as

$$
\begin{equation*}
-\frac{1}{2^{8}} \sum_{s, t} \delta_{s, t} A^{-1}(s) p^{2}(s)=\left[-\frac{v_{0}^{4}}{2^{8} \lambda_{0}}\right] \sum_{s} p^{2}(s)+O\left(1 / \lambda_{0}^{2}\right) \tag{5.2.34}
\end{equation*}
$$

The trace term is evaluated as

$$
\begin{align*}
\frac{1}{2} \operatorname{Tr} \ln C(s, t) & =\frac{1}{2} \operatorname{Tr} \ln A(s) \delta_{s, t}+\frac{1}{2} \operatorname{Tr} \ln \left\|\delta_{s, t}+A^{-1}(s) D(s, t)\right\| \\
& =\frac{1}{2} \sum_{s} \ln A(s)-\frac{1}{4} \sum_{s, t} \frac{D(s, t) D(t, s)}{A(s) A(t)} \\
& =\text { const }+\left[-\frac{v_{0}^{3}}{2^{5} \lambda_{0}}\right]\|k\|^{2}+O\left(1 / \lambda_{0}^{2}\right) \tag{5.2.35}
\end{align*}
$$

Hence, up to $O\left(1 / \lambda_{0}\right)$ the action is

$$
\begin{equation*}
S_{H}^{\operatorname{mon}}[k]=\left(\frac{v_{0}}{4}-\frac{v_{0}^{3}}{2^{5} \lambda_{0}}\right)\|k\|^{2}-\frac{v_{0}^{4}}{2^{8} \lambda_{0}} \sum_{s}\left(\sum_{\mu=-4}^{4} k_{\mu}^{2}(s)\right)^{2} \tag{5.2.36}
\end{equation*}
$$

Finally, we obtain the monopole representation of the DAH model, which is expressed exclusively in terms of monopole currents, as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}=\sum_{k \in \boldsymbol{Z}} \exp \left\{-S_{\mathrm{DAH}}[k]\right\} \tag{5.2.37}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mathrm{DAH}}[k]=\frac{1}{2 \beta_{\mathrm{DAH}}}\left(k, \Delta^{-1} k\right)+\left(\frac{v_{0}}{4}-\frac{v_{0}^{3}}{2^{5} \lambda_{0}}\right)\|k\|^{2}-\frac{v_{0}^{4}}{2^{8} \lambda_{0}} \sum_{s}\left(\sum_{\mu=-4}^{4} k_{\mu}^{2}(s)\right)^{2} \tag{5.2.38}
\end{equation*}
$$

This form of action is adopted in a fit, using monopole current configurations extracted from $\mathrm{SU}(2)$ lattice gluodynamics in the Abelian projection from the MA gauge. For this purpose Swendsen's inverse Monte Carlo method, extended from spin to current models by Shiba and Suzuki $[24,55]$, is used. Once the couplings,

$$
\begin{align*}
g_{1} & \equiv \frac{1}{2 \beta_{\mathrm{DAH}}}  \tag{5.2.39}\\
g_{2} & \equiv \frac{v_{0}}{4}-\frac{v_{0}^{3}}{2^{5} \lambda_{0}}  \tag{5.2.40}\\
g_{3} & \equiv \frac{v_{0}^{4}}{2^{8} \lambda_{0}} \tag{5.2.41}
\end{align*}
$$

are determined by this procedure, we can translate this information into our standard (field) representation of the DAH model (4.1.2) by the definition (5.2.23). Note that couplings $g_{1}$, $g_{2}$, and $g_{3}$ describe the strength of the Coulomb, the 2-point, and the 4 -point interaction of the monopole current, respectively.

### 5.3 Extended Swendsen method

We briefly explain the iterative method used to determine the monopole action corresponding to Abelian-projected $\mathrm{SU}(2)$ lattice gluodynamics $[24,55]$. We start from the action written as a sum of various terms,

$$
\begin{equation*}
S[k]=\sum_{i} g_{i} S_{i}[k] \tag{5.3.1}
\end{equation*}
$$

where $\left\{S_{i}[k]\right\}$ is a set of independent operators depending on the monopole current, $\left\{g_{i}\right\}$ are the corresponding coupling constants, which can be recovered by the following method from an ensemble of configurations $\{k\}$.

We start from a general observation. Let us consider the expectation value of a certain operator $\mathcal{O}[k]$,

$$
\begin{equation*}
\langle\mathcal{O}[k]\rangle=\frac{\left(\prod_{s, \mu} \sum_{k_{\mu}(s)=-\infty}^{\infty}\right)\left(\prod_{s} \delta_{\partial_{\mu}^{\prime} k_{\mu}(s), 0}\right) \mathcal{O}[k] \exp \left\{-\sum_{i} g_{i} S_{i}[k]\right\}}{\left(\prod_{s, \mu} \sum_{k_{\mu}(s)=-\infty}^{\infty}\right)\left(\prod_{s} \delta_{\partial_{\mu}^{\prime} k_{\mu}(s), 0}\right) \exp \left\{-\sum_{i} g_{i} S_{i}[k]\right\}} \tag{5.3.2}
\end{equation*}
$$

where $\partial_{\mu}^{\prime}$ denotes a backward derivative and the Kronecker delta enforces monopole current conservation. Here, we define $\hat{S}_{i}[k]$ as a part of $S_{i}[k]$ which depends on the monopole current running around a particular plaquette $\left(s^{\prime}, \hat{\mu}^{\prime}, \hat{\nu}^{\prime}\right): \hat{k}_{\mu^{\prime}}\left(s^{\prime}\right), \hat{k}_{\nu^{\prime}}\left(s^{\prime}+\hat{\mu}^{\prime}\right), \hat{k}_{\mu^{\prime}}\left(s^{\prime}+\hat{\nu}^{\prime}\right)$, and $\hat{k}_{\nu^{\prime}}\left(s^{\prime}\right)$. Then, one finds that the partial (local) average of the operator $\mathcal{O}$ defined by

$$
\begin{equation*}
\overline{\mathcal{O}}\left[k,\left\{g_{i}\right\}\right]=\frac{\sum_{M=m_{1}}^{m_{2}} \mathcal{O}[\bar{k}] \exp \left\{-\sum_{i} g_{i} \hat{S}_{i}[\bar{k}]\right\}}{\sum_{M=m_{1}}^{m_{2}} \exp \left\{-\sum_{i} g_{i} \hat{S}_{i}[\bar{k}]\right\}} \tag{5.3.3}
\end{equation*}
$$

has the property

$$
\begin{equation*}
\langle\mathcal{O}[k]\rangle=\langle\overline{\mathcal{O}}[k]\rangle \tag{5.3.4}
\end{equation*}
$$

i.e. it can be substituted instead of $\mathcal{O}[k]$ in the average. Here, the $\bar{k}$ run over

$$
\begin{equation*}
\bar{k}_{\mu}(s)=k_{\mu}(s)+M\left(\delta_{s, s^{\prime}} \delta_{\mu, \mu^{\prime}}+\delta_{s, s^{\prime}+\hat{\mu}^{\prime}} \delta_{\mu, \nu^{\prime}}-\delta_{s, s^{\prime}+\hat{\nu}^{\prime}} \delta_{\mu, \mu^{\prime}}-\delta_{s, s^{\prime}} \delta_{\mu, \nu^{\prime}}\right), \tag{5.3.5}
\end{equation*}
$$

where the limits $m_{1}$ and $m_{2}$ guarantee that no $\bar{k}$ exceeds the maximum value of monopole charge. In the DGT monopole case, this is $|\bar{k}| \leq 2$.

Let us define an operator $\widetilde{\mathcal{O}}[k] \equiv \overline{\mathcal{O}}\left[k,\left\{\tilde{g}_{i}\right\}\right]$ using a guessed set of couplings $\left\{\tilde{g}_{i}\right\}$ in (5.3.3). Then we can compare its average with the ensemble average of $\mathcal{O}[k]$. For a correct guess, $\tilde{g}_{i}=g_{i}$ for all $i$, one must find

$$
\begin{equation*}
\langle\mathcal{O}[k]\rangle=\langle\widetilde{\mathcal{O}}[k]\rangle \tag{5.3.6}
\end{equation*}
$$

We apply this for the operators $\left\{S_{i}[k]\right\}$. As long as $\tilde{g}_{i} \neq g_{i}$ for an index $i$, we expand the difference $\left\langle S_{i}-\widetilde{S}_{i}\right\rangle$ up to the first order of $\left(g_{i}-\tilde{g}_{i}\right)$ and get an algebraic equation:

$$
\begin{equation*}
\left\langle S_{i}-\widetilde{S}_{i}\right\rangle=\sum_{j}\left\langle\tilde{S}_{i} \tilde{S}_{j}-\widetilde{S i}_{i}\right\rangle\left(g_{j}-\tilde{g}_{j}\right) \tag{5.3.7}
\end{equation*}
$$

We solve this equation iteratively for $g_{i}$ until the set of coupling constants is found, which corresponds to the ensemble averages in the sense of Eq. (5.3.2). Note that in our case, operators are given by

$$
\begin{align*}
& S_{1}[k]=\left(k, \Delta^{-1} k\right)=\sum_{s, t} \sum_{\mu=1}^{4} k_{\mu}(s) \Delta^{-1}(s-t) k_{\mu}(t)  \tag{5.3.8}\\
& S_{2}[k]=\|k\|^{2}=\sum_{s} \sum_{\mu=1}^{4} k_{\mu}^{2}(s)  \tag{5.3.9}\\
& S_{3}[k]=\sum_{s}\left(\sum_{\mu=-4}^{4} k_{\mu}^{2}(s)\right)^{2} \tag{5.3.10}
\end{align*}
$$

### 5.4 Input parameters of the DAH model

We already have the monopole action derived from the DAH model as given in (5.2.38). Now, we can determine the couplings $(5.2 .39),(5.2 .40)$, and (5.2.41) by using the extended Swendsen method. Note that this is the place where the original non-Abelian dynamics enters our specification of a proper infrared effective description.

We have generated several samples, each of 40 configurations of the $\mathrm{SU}(2)$ lattice gauge field, representing the vacuum at $\beta_{\mathrm{SU}(2)}=2.5115$ equivalent to a scale $a_{\mathrm{SU}(2)}=0.086 \mathrm{fm}$ [48]. The lattice spacing $a_{\mathrm{SU}(2)}$ has been inferred from a comparison with the full non-Abelian string tension assumed to be equal to $\sigma_{\mathrm{SU}(2)}=(0.440 \mathrm{GeV})^{2}$. These configurations have been put into MA gauge by a standard over-relaxation gauge fixing procedure. After the Abelian projection, we have localized the trajectories of elementary $U(1)$ monopoles according to the method of DeGrand and Toussaint [70]. No blocking to type I or type II Abelian monopoles has been done, in order to have the same lattice spacing. Hence, the lattice spacing of the DAH model $a_{\mathrm{DAH}}$ is the same as $a_{\mathrm{SU}(2)}$. In Fig. 5.2, we show one configuration of monopole world line clusters on the $16^{4}$ lattice (projected to a $16^{3}$ lattice by contracting the Euclidean time direction).

Then, by fitting the samples of monopole current configurations by means of the extended Swendsen method, we have found the couplings $g_{i}(i=1,2,3)$ for $\beta_{\mathrm{SU}(2)}=2.5115$ as

$$
\begin{aligned}
& g_{1}=12.47 \pm 0.20 \\
& g_{2}=0.4834 \pm 0.031
\end{aligned}
$$



Figure 5.2: The monopole currents projected into $\boldsymbol{R}^{3}$ in the $\mathrm{SU}(2)$ lattice gauge theory in the MA gauge with $16^{4}\left(\beta_{\mathrm{SU}(2)}=2.5115\right)$. There appears a global network of monopole world lines.

$$
\begin{equation*}
g_{3}=0.01563 \pm 0.00305 \tag{5.4.1}
\end{equation*}
$$

The lattice size dependence of parameters is checked by using another lattice size, for instance $10^{4}$ lattice. However, no strong size dependence is observed.

Solving the coupled algebraic equations (5.2.39), (5.2.40) and (5.2.41), we obtain $\beta_{\mathrm{DAH}}, v_{0}$ and $\lambda_{0}$ :

$$
\begin{align*}
& \beta_{\mathrm{DAH}}=0.04007, \\
& \lambda_{0}=5.488=\bar{\lambda} / \tilde{\gamma}^{2}, \\
& v_{0}=2.165=\tilde{\gamma}^{-1} . \tag{5.4.2}
\end{align*}
$$

Then, from (5.2.23), we find the coupling parameters of the original DAH model, $\tilde{\gamma}$ and $\tilde{\lambda}$. The corresponding bare mass parameters are given from the relation (4.1.3) by

$$
\begin{align*}
& \hat{m}_{B}=\sqrt{\frac{2 \tilde{\gamma}}{\beta_{\mathrm{DAH}}}}=\sqrt{\frac{2}{\beta_{\mathrm{DAH}} v_{0}}}=4.801, \\
& \hat{m}_{\chi}=2 \sqrt{\frac{\tilde{\lambda}}{\tilde{\gamma}}}=2 \sqrt{\frac{\lambda_{0}}{v_{0}}}=3.184 . \tag{5.4.3}
\end{align*}
$$

We emphasize that these masses have no resemblance to the renormalized masses. From the analysis of the phase diagram of the DAH model, we find that this parameter set belongs to
just the phase transition region between the Coulomb phase and the Higgs phase. The set of parameter $\beta_{\mathrm{DAH}}, \tilde{\gamma}$, and $\tilde{\lambda}$ has been used to simulate the DAH model (4.1.2).

In the following two sections, we shall concentrate on how well the DAH model (4.1.2) is able to reproduce the original $\mathrm{SU}(2)$ results, i.e., the profile of the color-electric flux tube, which has been reported by Bali et al. [48], and the string tension. This will require two different sets of lattice simulations, with color-electric Dirac strings inserted into the vacuum and the measurement of 't Hooft loops in the vacuum.

### 5.5 Monte Carlo simulation of the DAH model

In this section, we study the profile of the color-electric flux tube and the string tension for the obtained parameter set in the previous section.

### 5.5.1 Measuring the flux-tube profile in the DAH model

First, we study the profiles of the color-electric flux tube. The numerical techniques how to measure the profiles are the same as explained in the chapter 4. The 't Hooft loop is inserted from the beginning whenever the configuration of the dual gauge field and the monopole field are generated in the DAH vacuum. Open boundary conditions are adopted for the spatial directions of the dual lattice. The lattice size used is $24^{4}$ and the 't Hooft loop is placed at $z$ - $t$ plane with the size $12 \times 24$. We concentrate on the middle of the $z$ axis for measurements.

In Fig. 5.3, we show the results, where we have taken 48500 configurations for the average at every 10 sweeps after a thermalization of 200 sweeps. Three-dimensional variables are obtained after averaging the time slices. As discussed in the chapter 4, clearly, these profiles are different from the classical ones, which is due to the presence of non-vanishing vortex density, where the vortex density is about $50 \%$ [See, Fig. 4.5].

We would like to compare these results with the original $\mathrm{SU}(2)$ ones which is shown in Fig. 1.4. As explained, the lattice spacing of the DAH model $a_{\text {DAH }}$ is the same $a_{\mathrm{SU}(2)}=0.086$ fm . One may find that the behavior of the color-electric field seems to roughly coincide with each other. However, since we could not get good profile for the magnetic supercurrent (only tiny signal of circulation of current around the center is observed), we should consider that this is accidental. Now, contrary to the original SU(2) gluodynamics, we have the monopole field. One finds that the behavior of this field is completely different from the classical one. No deviation of the modulus of monopole field around the center is found. It takes a constant value around $0.6(<1)$ everywhere.

In Fig. 5.4, we show the profile of the color-electric from another point of view, where we have assumed cylindrical symmetry around the center, taking the average appropriately.


Figure 5.3: The profiles of the flux tube, (a) color-electric field, (b) modulus of the monopole field, (c) color-magnetic monopole supercurrent, as a function of $x$, at $y=0$ and $z=0$, corresponding to $\beta_{\mathrm{SU}(2)}=2.5115$.

Since now we are using a finite size of the 't Hooft loop, this contains information of ends of the color-electric Dirac string, that is, the Coulomb field. As discussed in the chapter 3 [See, Fig. 3.3], we can decompose the contents of the color-electric field of the flux tube into two parts, the induced field and the Coulombic field, respectively. An important point is that if there is no induced color-electric field, we only have Coulombic field, which penetrates into


Figure 5.4: The profile of the color-electric field as a function of radius corresponding to $\beta_{\mathrm{SU}(2)}=2.5115$, where the lattice spacing is $a_{\mathrm{DAH}}=0.086 \mathrm{fm}$. The solid line represents a contribution from the Coulombic color-electric field.
the whole vacuum. In this sense, the profile of the color-electric field of the flux tube should have a different curve expected from the Coulombic behavior. Here, the solid line shown in Fig. 5.4 corresponds to the Coulombic color-electric field, which can be calculated from the explicit form of $C_{\mu \nu}$ in Eq. (3.2.9). One finds that lattice data show the deviation from the Coulomb behavior. In this sense, the color-electric field, which is originating from the $q-\bar{q}$ system, is confined forming a tube structure.

### 5.5.2 Measuring the string tension

In the previous subsection we have described our study of the properties of the flux tube in the quantum DAH model. However, we have found that it is difficult to extract the corresponding classical parameters of the DAH model, since the form of the profiles are clearly different from the classical one due to the existence of non-vanishing vortex density. Then, it is important to measure another more direct quantity to compare with the original $\mathrm{SU}(2)$ result. Therefore, in this subsection, we measure the string tension of the flux tube in terms of the expectation value of the 't Hooft loop operator [49].

In order to know the free energy of this state with external sources, i.e. in excess to the vacuum, we need to know the partition function corresponding to the simulations of the last section and then to calculate the ratio with the partition function without external sources. Exactly, this ratio is defined by the expectation value of the 't Hooft loop operator. Within the dual theory it serves as a substitute for the Wilson loop (in the case of the non-Abelian
or Abelian projected theory), the starting point from which the quark-antiquark force can be calculated.

It is well known that a Monte Carlo simulation does not provide the partition function together with the vacuum expectation values, in our case of the dual field strength or the monopole current. The 't Hooft loop operator as ratio of partition functions can, however, be obtained by a series of simulations with Gibbs measures interpolating between $\Sigma_{\mu \nu}^{\mathrm{E}}(s)=0$ and $\Sigma_{\mu \nu}^{\mathrm{E}}(s)=1$ on the subset of plaquettes which are dual to the area of the 't Hooft loop. We introduced a parameter $\xi \in[0,1]$ continuously modifying $\Sigma_{\mu \nu}^{\mathrm{E}}(s) \rightarrow \xi \Sigma_{\mu \nu}^{\mathrm{E}}(s)$ in (4.1.4).

With this generalization, the partition function $\mathcal{Z}_{\mathrm{DAH}}\left[\Sigma^{\mathrm{E}}\right]$ becomes a function of $\xi$ via

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{DAH}}\left[\xi \Sigma^{\mathrm{E}}\right]=\int_{-\infty}^{\infty} \mathcal{D} B \int_{-\infty}^{\infty} \mathcal{D} \chi \int_{-\infty}^{\infty} \mathcal{D} \chi^{*} \exp \left\{-S_{\mathrm{DAH}}\left[B, \xi \Sigma^{\mathrm{E}}, \chi, \chi^{*}\right]\right\} \tag{5.5.1}
\end{equation*}
$$

with the action $S_{\mathrm{DAH}}\left[B, \xi \Sigma^{\mathrm{E}}, \chi, \chi^{*}\right]$ from eq. (4.1.2) now containing, instead of ${ }^{*} F_{\mu \nu}(s)$,

$$
\begin{equation*}
{ }^{*} F_{\mu \nu}\left[B, \xi \Sigma^{\mathrm{E}}\right](s)=B_{\mu}(s)+B_{\nu}(s+\hat{\mu})-B_{\mu}(s+\hat{\nu})-B_{\nu}(s)+2 \pi \xi \Sigma_{\mu \nu}^{\mathrm{E}}(s) \tag{5.5.2}
\end{equation*}
$$

Then the logarithmic derivative of the partition function with respect to $\xi$ is simply

$$
\begin{align*}
\frac{\partial}{\partial \xi} \ln \mathcal{Z}_{\mathrm{DAH}}\left[\xi \Sigma^{\mathrm{E}}\right] & =\frac{1}{\mathcal{Z}_{\mathrm{DAH}}\left[\xi \Sigma^{\mathrm{E}}\right]} \frac{\partial \mathcal{Z}_{\mathrm{DAH}}\left[\xi \Sigma^{\mathrm{E}}\right]}{\partial \xi} \\
& =-2 \pi \beta_{\mathrm{DAH}}\left\langle\sum_{s} \sum_{\mu<\nu}{ }^{*} F_{\mu \nu}\left[B, \xi \Sigma^{\mathrm{E}}\right](s) \Sigma_{\mu \nu}^{\mathrm{E}}(s)\right\rangle_{\mid \xi} \\
& =-\left\langle\frac{d S_{\mathrm{DAH}}}{d \xi}\right\rangle_{\mid \xi} \tag{5.5.3}
\end{align*}
$$

where $\langle\ldots\rangle_{\mid \xi}$ indicates that the average is taken with respect to the interpolating Gibbs measure modified by $\xi \in[0,1]$.

Here, we find that the excess of free energy $\Delta F(R, T)$ can be computed from (5.5.3), by integration over the $\xi$ parameter, as

$$
\begin{equation*}
\Delta F(R, T)=2 \pi \beta_{\mathrm{DAH}} \int_{0}^{1} d \xi\left\langle\sum_{s, \mu<\nu}{ }^{*} F_{\mu \nu}\left[B, \xi \Sigma^{\mathrm{E}}\right](s) \Sigma_{\mu \nu}^{\mathrm{E}}(s)\right\rangle_{\mid \xi} \tag{5.5.4}
\end{equation*}
$$

where this value is related with the expectation value of the 't Hooft loop operator as

$$
\begin{equation*}
\langle H\rangle=\frac{\mathcal{Z}_{\mathrm{DAH}}\left[\Sigma^{\mathrm{E}}\right]}{\mathcal{Z}_{\mathrm{DAH}}[0]}=\exp (-\Delta F(R, T)) \sim \exp \left(-\|A\| \sigma a^{2}\right) \tag{5.5.5}
\end{equation*}
$$

where $\|A\| \equiv R \times T$ denotes the number of plaquettes contributing to the sum in (5.5.3). Here, " $\sim$ " expresses the expectation that if the 't Hooft loop satisfies the area law decay, with $\|A\| a^{2}$ just the area $A$ of the minimal surface, we can extract the string tension $\sigma$. More precisely, the excess is expected to contain other terms besides of the area term, depending


Figure 5.5: The value of $\left\langle d S_{\mathrm{DAH}} / d \xi\right\rangle_{\mid \xi}$ as a function of $\xi$ for various sizes of the 't Hooft loops $2 \times 10,4 \times 10,6 \times 10,8 \times 10$, and $10 \times 10$.


Figure 5.6: The inter-quark potential as a function of $q-\bar{q}$ distance, where the lattice spacing is $a_{\text {DAH }}=0.086 \mathrm{fm}$.
only on the size of area $\|A\|$. In any case, once the excess of free energy is calculated for various sizes of the 't Hooft loops, at the set of couplings of the DAH model as determined earlier, we can extract the inter-quark potential.

In Fig. 5.5, we show the value of $\left\langle d S_{\mathrm{DAH}} / d \xi\right\rangle_{\mid \xi}$ as a function of $\xi$ for various sizes of the 't Hooft loops $2 \times 10,4 \times 10,6 \times 10,8 \times 10$, and $10 \times 10$. The solid line is a polynomial fit of the data for each size of the 't Hooft loops. Then the excess of free energy is calculated by integrating over $\xi$. Dividing this by the constant temporal length $T$ of loops, we finally get
the inter-quark potential as shown in Fig. 5.6. Clearly, this curve contains a linearly rising part. Fitting this slope by using the ansatz

$$
\begin{equation*}
V(x)=A+\frac{C}{x}+\sigma^{L} x \tag{5.5.6}
\end{equation*}
$$

we find the value

$$
\begin{align*}
A & =0.44 \pm 0.02  \tag{5.5.7}\\
C & =-0.25 \pm 0.03  \tag{5.5.8}\\
\sigma^{L} & =0.027 \pm 0.002 \tag{5.5.9}
\end{align*}
$$

The dimensionful string tension $\sigma=\sigma^{L} / a_{\text {DAH }}^{2}$ is then calculated by restoring the lattice spacing $a_{\mathrm{DAH}}=a_{\mathrm{SU}(2)}=0.086 \mathrm{fm}$, as

$$
\begin{equation*}
\sqrt{\sigma}=0.38 \pm 0.02 \mathrm{GeV} \tag{5.5.10}
\end{equation*}
$$

Note that this value reproduces $0.38 / 0.44=86 \%$ of the $\mathrm{SU}(2)$ string tension $\sqrt{\sigma_{\mathrm{SU}(2)}}$. This result is very exciting for us, since this suggests that the most infrared property of the $\mathrm{SU}(2)$ gluodynamics can be reproduced by the DAH model quantitatively well at the quantum level.

### 5.6 Summary and outlook

Finally, we would like to summarize this chapter. We have studied the quantitative relation between the Abelian-projected $\mathrm{SU}(2)$ gluodynamics and the dual Abelian Higgs (DAH) model on the lattice, extending the comparison to the quantum level. The input bare parameters of the DAH model are obtained by making use of the extended Swendsen method, where monopole currents from $\mathrm{SU}(2)$ lattice gauge theory in the maximally Abelian (MA) gauge are fitted by a monopole action. The latter is then put into relation to the monopole representation of the DAH model. The profile of the color-electric flux tube and the string tension (from dual 't Hooft loops) are reproduced within the DAH model by means of Monte Carlo simulations. We have specially paid attention to the case $\beta_{\mathrm{SU}(2)}=2.5115$. Our result of the string tension shows that $\mathrm{SU}(2)$ lattice gauge theory in the MA gauge is quantitatively well reproduced by quantized DAH model.

Our next task is to take the continuum limit of this study both the $\mathrm{SU}(2)$ gauge theory and the DAH model. However, we consider that the matching should be performed at a large scale where the monopole-current dynamics is sufficiently simple. Then, we can argue the renormalized mass parameters of the DAH model. For this purpose, we need also to reanalyze the flux-tube profile in $\mathrm{SU}(2)$ gluodynamics for another $\beta_{\mathrm{SU}(2)}$. If we could succeed this procedure, the extension to the $\mathrm{SU}(3)$ gluodynamics is interesting.

## Chapter 6

## Dual Ginzburg-Landau theory derived from $\mathrm{SU}(3)$ gluodynamics

In this chapter, we construct the dual Ginzburg-Landau (DGL) theory as an infrared effective theory for $\mathrm{SU}(3)$ gluodynamics $[10,11]$. The maximal Abelian subgroup is extended to $\mathrm{U}(1) \times \mathrm{U}(1)$ reflecting the $\mathrm{SU}(3)$ gauge symmetry. In contrast with the DAH model derived from the $\mathrm{SU}(2)$ gluodynamics, the DGL theory has three types of color-electric charge and color-magnetic charge, which are carried by the quark fields and the monopole fields, respectively. The interaction between them is achieved by two independent dual gauge fields. This feature provides an interesting property of the flux-tube solution, which enables us to discuss not only the mesonic state given by the quark-antiquark system, but also the baryonic state as a combination of three quarks.

## 6.1 $\mathrm{SU}(3)$ gluodynamics in the Abelian projection

In this section, we consider the Abelian-projected $\mathrm{SU}(3)$ gluodynamics. The $\mathrm{SU}(3)$ gluodynamics is given by the Lagrangian density

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SU}(3)}=\frac{1}{2} \operatorname{tr} G_{\mu \nu} G_{\mu \nu}+i \mathcal{A}_{\mu}^{a} J_{\mu}^{a} \tag{6.1.1}
\end{equation*}
$$

where $\mathcal{A}_{\mu}$ denotes the $\mathrm{SU}(3)$ non-Abelian gauge field $\mathcal{A}_{\mu}=\mathcal{A}_{\mu}^{a} T^{a}$. The $\mathrm{SU}(3)$ generators $T^{a}=\lambda^{a} / 2(a=1, \cdots, 8)$ satisfy the commutation relations $\left[T^{a}, T^{b}\right]=i \sum_{c=1}^{8} f^{a b c} T^{c}$, where $f^{a b c}$ are the so-called structure constants of the $\mathrm{SU}(3)$ Lie algebra, where $\lambda^{a}(a=1, \cdots, 8)$ are the Gell-Mann matrices. The field strength tensor $G_{\mu \nu}$ is written as

$$
\begin{equation*}
G_{\mu \nu}=\frac{1}{i e}\left\{\left[\hat{D}_{\mu}, \hat{D}_{\nu}\right]-\left[\hat{\partial}_{\mu}, \hat{\partial}_{\nu}\right]\right\} \tag{6.1.2}
\end{equation*}
$$

where $\hat{\partial}_{\mu}$ denotes the covariant derivative

$$
\begin{equation*}
\hat{D}_{\mu}=\hat{\partial}_{\mu}+i e \mathcal{A}_{\mu} . \tag{6.1.3}
\end{equation*}
$$

The $\operatorname{SU}(3)$ quark current is introduced as an external source $J_{\mu}^{a}=e \bar{q} \gamma_{\mu} T^{a} q$, which couples to the $\mathrm{SU}(3)$ gauge field $\mathcal{A}_{\mu}^{a}$.

Here, we also perform the Abelian gauge fixing, which diagonalizes a certain gauge dependent variable $X(x) \in \operatorname{su}(3)$ as

$$
X(x) \rightarrow \Omega(x) X(x) \Omega(x)^{\dagger}=\left(\begin{array}{ccc}
\zeta_{1}(x) & & 0  \tag{6.1.4}\\
& \zeta_{2}(x) & \\
0 & & \zeta_{3}(x)
\end{array}\right) \equiv X_{d}(x)
$$

where resulting maximally Abelian subgroup is $\mathrm{U}(1) \times \mathrm{U}(1)$ group due to a suitable Abelian gauge fixing function $\Omega(x) \in \operatorname{SU}(3)$. The non-Abelian gauge field $\mathcal{A}_{\mu} \in \mathrm{su}(3)$ is simultaneously transformed as

$$
\begin{equation*}
\mathcal{A}_{\mu} \rightarrow \mathcal{A}_{\mu}^{\Omega}=\Omega(x)\left(\mathcal{A}_{\mu}+\frac{1}{i e} \partial_{\mu}\right) \Omega^{\dagger}(x) . \tag{6.1.5}
\end{equation*}
$$

Accordingly, the field strength tensor is transformed as

$$
\begin{equation*}
G_{\mu \nu} \rightarrow G_{\mu \nu}^{\Omega}=\partial_{\mu} \mathcal{A}_{\nu}^{\Omega}-\partial_{\nu} \mathcal{A}_{\mu}^{\Omega}+i e\left[\mathcal{A}_{\nu}^{\Omega}, \mathcal{A}_{\mu}^{\Omega}\right]-\frac{1}{i e} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger} \tag{6.1.6}
\end{equation*}
$$

When degeneracy points exist in the eigenvalues $\zeta_{i}(x)(i=1,2,3)$, singularities arise from the second term of (6.1.5) as monopoles. In this case, there are three cases for the appearance of monopoles: $\zeta_{1}(x)=\zeta_{2}(x), \zeta_{2}(x)=\zeta_{3}(x)$, and $\zeta_{3}(x)=\zeta_{1}(x)$. Since two of these conditions are essential, independent monopoles are occurring in two types. This number is related to the residual Abelian gauge symmetry $\mathrm{U}(1) \times \mathrm{U}(1)$. Here, the order of three eigenvalues is not essential. We can exchange these eigenvalues among each other in terms of the residual symmetry, the so-called global Weyl symmetry. Such monopoles can be extracted by the Abelian projection method similarly to the $\mathrm{SU}(2)$ case in chapter 2, which correspond to the homotopy group $\pi_{2}\left(\mathrm{SU}(3) / \mathrm{U}(1)^{2}\right)=\pi_{2}\left(S_{2} \times S_{2}\right)=\boldsymbol{Z}_{\infty}^{2}$. Before the Abelian projection, we decompose the gauge field into the diagonal gluon part and the off-diagonal gluon part by the Cartan decomposition, which reads for the gauge field

$$
\begin{equation*}
\mathcal{A}_{\mu}^{\Omega}=\overrightarrow{\mathcal{A}}_{\mu}^{\Omega} \cdot \vec{H}+\sum_{i=1}^{3}\left(\mathcal{C}_{\mu}^{\Omega i} E_{i}^{\dagger}+\mathcal{C}_{\mu}^{\Omega i *} E_{i}\right), \tag{6.1.7}
\end{equation*}
$$

where we have defined as

$$
\begin{equation*}
\vec{H} \equiv\left(T_{3}, T_{8}\right), \quad \overrightarrow{\mathcal{A}}_{\mu} \equiv\left(\mathcal{A}_{\mu}^{\Omega 3}, \mathcal{A}_{\mu}^{\Omega 8}\right), \tag{6.1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}_{\mu}^{\Omega 1} \equiv \frac{1}{\sqrt{2}}\left(\mathcal{A}_{\mu}^{\Omega 1}+i \mathcal{A}_{\mu}^{\Omega 2}\right), \quad \mathcal{C}_{\mu}^{\Omega 2} \equiv \frac{1}{\sqrt{2}}\left(\mathcal{A}_{\mu}^{\Omega 4}-i \mathcal{A}_{\mu}^{\Omega 5}\right), \quad \mathcal{C}_{\mu}^{\Omega 3} \equiv \frac{1}{\sqrt{2}}\left(\mathcal{A}_{\mu}^{\Omega 6}+i \mathcal{A}_{\mu}^{\Omega 7}\right) . \tag{6.1.9}
\end{equation*}
$$

We have also used the step operators $E_{ \pm i}$

$$
\begin{equation*}
E_{ \pm 1} \equiv \frac{1}{\sqrt{2}}\left(T_{1} \pm i T_{2}\right), \quad E_{ \pm 2} \equiv \frac{1}{\sqrt{2}}\left(T_{4} \mp i T_{5}\right), \quad E_{ \pm 3} \equiv \frac{1}{\sqrt{2}}\left(T_{6} \pm i T_{7}\right) \tag{6.1.10}
\end{equation*}
$$

where $E_{i}^{\dagger}=E_{-i}$. The redefined $\mathrm{SU}(3)$ generators $\vec{H}$ and $E_{ \pm i}(i=1,2,3)$ satisfy the relation:

$$
\begin{align*}
{\left[\vec{H}, E_{ \pm i}\right]=} & \pm \vec{\epsilon}_{i} E_{ \pm i}, \quad\left[E_{ \pm i}, E_{ \pm j}\right]=\mp \frac{1}{\sqrt{2}} \sum_{k=1}^{3} \varepsilon_{i j k} E_{\mp k}, \quad\left[E_{i}, E_{-j}\right]=\delta_{i j} \vec{\epsilon}_{i} \cdot \vec{H}  \tag{6.1.11}\\
& \operatorname{tr}\left[E_{-i} E_{j}\right]=\operatorname{tr}\left[E_{i} E_{-j}\right]=\frac{1}{2} \delta_{i j}, \quad \operatorname{tr}\left[E_{i} E_{j}\right]=\operatorname{tr}\left[E_{-i} E_{-j}\right]=0 \tag{6.1.12}
\end{align*}
$$

where $\vec{\epsilon}_{i}(i=1,2,3)$ are the root vectors of the $\mathrm{SU}(3)$ algebra, given by

$$
\begin{equation*}
\vec{\epsilon}_{1}=\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right), \quad \vec{\epsilon}_{2}=\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right), \quad \vec{\epsilon}_{3}=(1,0) . \tag{6.1.13}
\end{equation*}
$$

Here, the residual Abelian gauge symmetry is $\mathrm{U}(1)_{3} \times \mathrm{U}(1)_{8}$. In order to confirm the role of the gauge field in terms of the residual symmetry, let us consider the Abelian gauge transformation given by a function $d(x) \in \mathrm{U}(1)_{3} \times \mathrm{U}(1)_{8}$,

$$
\begin{equation*}
d(x) \equiv d(x)^{3} \times d(x)^{8}=e^{i \vec{\theta}(x) \cdot \vec{H}} \quad ; \quad \vec{\theta}(x) \equiv\left(\theta^{3}(x), \theta^{8}(x)\right) \tag{6.1.14}
\end{equation*}
$$

The gauge field (6.1.7) is then transformed as

$$
\begin{align*}
\mathcal{A}_{\mu} \rightarrow \mathcal{A}_{\mu}^{\Omega^{d}} & =d\left(\mathcal{A}_{\mu}^{\Omega}+\frac{1}{i e} \partial_{\mu}\right) d^{\dagger} \\
& =\left(\overrightarrow{\mathcal{A}}_{\mu}^{\Omega}-\partial_{\mu} \vec{\theta}\right) \cdot \vec{H}+\sum_{i=1}^{3}\left(e^{-i e \vec{\theta} \cdot \vec{\epsilon}_{i}} \mathcal{C}_{\mu}^{\Omega i} E_{i}^{\dagger}+e^{i e \vec{\theta} \cdot \vec{\epsilon}} \mathcal{C}_{\mu}^{\Omega i *} E_{i}\right) \tag{6.1.15}
\end{align*}
$$

From this expression, we find that while the diagonal gluon part $\overrightarrow{\mathcal{A}}_{\mu}$ behaves as the Abelian gauge field, the off-diagonal gluon parts $\mathcal{C}_{\mu}^{\Omega i}$ and $\mathcal{C}_{\mu}^{\Omega i *}$ become charged matter fields in terms of the residual Abelian gauge symmetry.

We extract the Abelian component by the Abelian projection method, which is based on the Abelian dominance hypothesis for the low-energy properties of the gluodynamics. The Abelian field strength tensor is then given by

$$
\begin{align*}
\vec{F}_{\mu \nu} & \equiv 2 \operatorname{tr}\left[\vec{H} G_{\mu \nu}^{\Omega}\right] \\
& =\partial_{\mu} \vec{A}_{\nu}-\partial_{\mu} \vec{A}_{\nu}-\frac{2}{i e} \operatorname{tr}\left[\vec{H} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right] \tag{6.1.16}
\end{align*}
$$

where the Abelian gauge field $\vec{A}_{\mu}$ is defined by

$$
\begin{equation*}
\vec{A}_{\mu} \equiv 2 \operatorname{tr}\left[\vec{H} \mathcal{A}_{\mu}^{\Omega}\right]=2 \operatorname{tr}\left[\vec{H} \Omega\left(\mathcal{A}_{\mu}+\frac{1}{i e} \partial_{\mu}\right) \Omega^{\dagger}\right] \tag{6.1.17}
\end{equation*}
$$

Analogously to the $\mathrm{SU}(2)$ case, the last term of the Abelian field strength tensor describes the color-magnetic Dirac string between monopoles, which can be expressed by $g \vec{\Sigma}_{\mu \nu}^{\mathrm{M}}$ :

$$
\begin{equation*}
-\frac{2}{i e} \operatorname{tr}\left[\vec{H} \Omega\left[\partial_{\mu}, \partial_{\nu}\right] \Omega^{\dagger}\right]=g \vec{\Sigma}_{\mu \nu}^{\mathrm{M}} \tag{6.1.18}
\end{equation*}
$$

where the Dirac quantization condition eg=4 is taken into account. The direction of the Dirac string depends on the choice of the Abelian gauge fixing function $\Omega(x) \in \mathrm{SU}(3)$. The Abelian Bianchi identity is now broken as

$$
\begin{equation*}
\partial_{\mu}{ }^{*} \vec{F}_{\mu \nu}=g \partial_{\mu}{ }^{*} \vec{\Sigma}_{\mu \nu}^{\mathrm{M}}=\vec{k}_{\nu} \neq 0 \tag{6.1.19}
\end{equation*}
$$

where $\vec{k}_{\mu}$ is a two-component Abelian monopole current. The color-magnetic Dirac string $\vec{\Sigma}_{\mu \nu}^{\mathrm{M}}$ also can be written in the following form by using the root vectors of $\mathrm{SU}(3)$ algebra $\vec{\epsilon}_{i}$ as

$$
\begin{equation*}
\vec{\Sigma}_{\mu \nu}^{\mathrm{M}}=\sum_{i=1}^{3} \vec{\epsilon}_{i} \sum_{i \mu \nu}^{\mathrm{M}}=\sum_{i=1}^{3} \vec{\epsilon}_{i} \int_{\Sigma_{i}^{\mathrm{M}}} \varepsilon_{\mu \nu \alpha \beta} d \sigma_{i \alpha \beta}^{\mathrm{M}}\left(\bar{x}_{i}(\xi)\right) \delta\left(x-\bar{x}_{i}(\xi)\right) . \tag{6.1.20}
\end{equation*}
$$

Note that this is a realization of the manifest global-Weyl symmetry, which is an important residual symmetry in the Abelian-projected $\mathrm{SU}(3)$ gluodynamics. The monopole current can be also written in a Weyl symmetric form as

$$
\begin{equation*}
\vec{k}_{\nu}=g \sum_{i=1}^{3} \vec{\epsilon}_{i} \partial_{\mu}^{*} \sum_{i \mu \nu}^{\mathrm{M}}=g \sum_{i=1}^{3} \vec{\epsilon}_{i} \hat{k}_{i \nu} \tag{6.1.21}
\end{equation*}
$$

where $\hat{k}_{i \nu} \equiv \partial_{\mu} * \Sigma_{i \mu \nu}^{\mathrm{M}}$. In this sense, the color-magnetic charge of the monopole is defined by $\vec{Q}_{i}^{\mathrm{M}} \equiv g \vec{\epsilon}_{i}$ as shown in Fig. 6.1. The labels $i=1,2,3$ correspond to the color-magnetic charges, dual red $\left({ }^{*} R\right)$, dual blue $\left({ }^{*} B\right)$ and dual green $\left({ }^{*} G\right)$. Here, the star " * " represents dual quantity. In such expression, however, one always should remember that all color-magnetic Dirac strings are not independent due to the relation $\sum_{i=1}^{3} \vec{\epsilon}_{i}=0$.

The resulting action of the $\mathrm{SU}(3)$ gluodynamics in the Abelian projection after the Abelian gauge fixing has the form

$$
\begin{equation*}
S_{\mathrm{AP}-\mathrm{SU}(3)}\left[\vec{A}_{\mu}, \vec{j}, \vec{\Sigma}_{\mu \nu}^{\mathrm{M}}\right]=\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge \vec{A})_{\mu \nu}+g \vec{\Sigma}_{\mu \nu}^{\mathrm{M}}\right)^{2}+i \vec{A}_{\mu} \cdot \vec{j}_{\mu}\right\} \tag{6.1.22}
\end{equation*}
$$

where $\vec{j}_{\mu}$ is the Abelian color-electric current, which has the form $\vec{j}_{\mu}=e \bar{q} \vec{H} \gamma_{\mu} q$. Since the quark field is regarded as a fundamental representation of $\mathrm{SU}(3)$ group as

$$
q=\left(\begin{array}{l}
q_{1}  \tag{6.1.23}\\
q_{2} \\
q_{3}
\end{array}\right)
$$



Figure 6.1: The distribution of the color-electric charge $\vec{Q}_{j}^{\mathrm{E}}=e \vec{w}_{j}$ and the color-magnetic charge $\vec{Q}_{i}^{\mathrm{M}}=g \vec{\epsilon}_{i}$, which is defined on the the weight vectors and the root vectors of the $\mathrm{SU}(3)$ algebra.
and the diagonal part of the $\mathrm{SU}(3)$ generators is expressed by

$$
\vec{H}=\left(T_{3}, T_{8}\right)=\left(\begin{array}{ccc}
\vec{w}_{1} & 0 & 0  \tag{6.1.24}\\
0 & \vec{w}_{2} & 0 \\
0 & 0 & \vec{w}_{3}
\end{array}\right)
$$

where $\vec{w}_{j}(j=1,2,3)$ are the weight vectors of the $\mathrm{SU}(3)$ algebra

$$
\begin{equation*}
\vec{w}_{1}=\left(\frac{1}{2}, \frac{1}{2 \sqrt{3}}\right), \quad \vec{w}_{2}=\left(-\frac{1}{2}, \frac{1}{2 \sqrt{3}}\right), \quad \vec{w}_{3}=\left(0,-\frac{1}{\sqrt{3}}\right), \tag{6.1.25}
\end{equation*}
$$

we obtain a manifestly Weyl symmetric representation of the color-electric current,

$$
\begin{equation*}
\vec{j}_{\mu}=e \sum_{j=1}^{3} \vec{w}_{j} \bar{q}_{j} \gamma_{\mu} q_{j} \tag{6.1.26}
\end{equation*}
$$

Hence, $\vec{Q}_{j}^{\mathrm{E}} \equiv e \vec{w}_{j}(j=1,2,3)$ can be regarded as the Abelian color-electric charge as shown in Fig. 6.1. The labels $j=1,2,3$ correspond to the three types of the color-electric charges red $(R)$, blue $(B)$, and green $(G)$. Note that due to the relation $\sum_{j=1}^{3} \vec{w}_{j}=0$, the color-electric charges are not all independent. It is useful to introduce the color-electric Dirac string $\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}$, which leads to the dual version of the broken Abelian Bianchi identity $e \partial_{\mu}{ }^{*} \Sigma_{\mu \nu}^{\mathrm{E}}=\vec{j}_{\nu}$. The color-electric current also can be represented in the Weyl symmetric form by using the weight vectors of the $\mathrm{SU}(3)$ algebra $\vec{w}_{j}$ like the color-magnetic current (6.1.21) as

$$
\begin{equation*}
\vec{j}_{\nu}=e \sum_{j=1}^{3} \vec{w}_{j} \partial_{\mu}{ }^{*} \Sigma_{j \mu \nu}^{\mathrm{E}}=e \sum_{j=1}^{3} \vec{w}_{j} \hat{j}_{j \nu} \tag{6.1.27}
\end{equation*}
$$

where $\hat{j}_{j \nu} \equiv \partial_{\mu}{ }^{*} \Sigma_{j \mu \nu}^{\mathrm{E}}$. The position of the color-electric Dirac string is explicitly parametrized as

$$
\begin{equation*}
\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}=\sum_{j=1}^{3} \vec{w}_{j} \int_{\Sigma_{j}^{\mathrm{E}}} \varepsilon_{\mu \nu \alpha \beta} d \sigma_{j \alpha \beta}^{\mathrm{E}}\left(\bar{x}_{j}(\eta)\right) \delta\left(x-\bar{x}_{j}(\eta)\right) . \tag{6.1.28}
\end{equation*}
$$

### 6.2 Dual Ginzburg-Landau theory

In this section, based on the Abelian-projected $\mathrm{SU}(3)$ gluodynamics, we construct the DGL theory as an infrared effective theory. Let us perform the path-integral duality transformation for the partition function of the Abelian-projected $\mathrm{SU}(3)$ gluodynamics as in the $\mathrm{SU}(2)$ case [59]. Then, we obtain its dual expression as

$$
\begin{align*}
\mathcal{Z}= & \int \mathcal{D} \vec{A}_{\mu} \mathcal{D} \vec{j}_{\mu} \mathcal{D} \vec{\Sigma}_{\mu \nu}^{\mathrm{M}} \exp \left\{-S_{\mathrm{AP}-\mathrm{SU}(3)}\left[\vec{A}_{\mu}, \vec{j}_{\mu}, \vec{\Sigma}_{\mu \nu}^{\mathrm{M}}\right]\right\} \\
= & \int \mathcal{D} \vec{\Sigma}_{\mu \nu}^{\mathrm{E}} \mathcal{D} \vec{\Sigma}_{\mu \nu}^{\mathrm{M}} \mathcal{D} \vec{B}_{\mu} \\
& \times \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge \vec{B})_{\mu \nu}+e \vec{\Sigma}_{\mu \nu}^{\mathrm{E}}\right)^{2}-i \vec{k}_{\mu} \cdot \vec{B}_{\mu}+i \frac{e g}{2} * \vec{\Sigma}_{\mu \nu}^{\mathrm{M}} \cdot \vec{\Sigma}_{\mu \nu}^{\mathrm{E}}\right\}\right], \tag{6.2.1}
\end{align*}
$$

where the two-component dual gauge field $\vec{B}_{\mu}$ is naturally introduced, which couples to the two-component monopole current $\vec{k}_{\mu}$. Analogously to the $\mathrm{SU}(2)$ case, one finds that the linking term appears in the partition function, which is explicitly can be written as

$$
\begin{align*}
\int d^{4} x i \frac{e g}{2} * \vec{\Sigma}_{\mu \nu}^{\mathrm{M}} \cdot \vec{\Sigma}_{\mu \nu}^{\mathrm{E}} & =i \frac{e g}{2} \sum_{i=1}^{3} \vec{\epsilon}_{i}^{*} \Sigma_{i \mu \nu}^{\mathrm{M}} \cdot \sum_{j=1}^{3} \vec{w}_{j} \Sigma_{j \mu \nu}^{\mathrm{E}} \\
& =i e g \sum_{i=1}^{3} \sum_{j=1}^{3} \frac{m_{i j}}{2} \varepsilon_{\mu \nu \alpha \beta} \int_{\Sigma_{i}^{\mathrm{M}}} d \sigma_{i \mu \nu}^{\mathrm{E}}\left(\bar{x}_{i}(\xi)\right) \int_{\Sigma_{j}^{\mathrm{E}}} d \sigma_{j \alpha \beta}^{\mathrm{E}}\left(\bar{x}_{j}(\eta)\right) \delta\left(\bar{x}_{i}(\xi)-\bar{x}_{j}(\eta)\right) \\
& =2 \pi \sum_{i=1}^{3} \sum_{j=1}^{3} m_{i j} L_{i j} \tag{6.2.2}
\end{align*}
$$

where $L_{i j}$ denotes the linking number (integer) as already discussed in the $\mathrm{SU}(2)$ case. Here, we have used an interesting relation of the root vectors and the weight vectors of the $\mathrm{SU}(3)$ algebra, which is given by

$$
\vec{\epsilon}_{i} \cdot \vec{w}_{j}=\frac{1}{2}\left(\begin{array}{ccc}
0 & 1 & -1  \tag{6.2.3}\\
-1 & 0 & 1 \\
1 & -1 & 0
\end{array}\right)=\frac{1}{2} \sum_{k=1}^{3} \epsilon_{i j k} \equiv \frac{1}{2} m_{i j}
$$

where $m_{i j}$ is an integer which takes 0 or $\pm 1$. We have also used here the Dirac quantization condition $e g=4 \pi$ to get the factor $2 \pi$. More precisely, this condition is written by $e \vec{w}_{j} \cdot g \vec{\epsilon}_{i}=$ $2 \pi m_{j i}$. Clearly, the Dirac quantization condition is important to guarantee the harmlessness of the linking term. It is interesting to note that the color-electric Dirac string and the colormagnetic Dirac string labeled by the same foot, that is, $i=j$, never couple since the linking term always vanishes.

We assume that the monopole currents are clustering in the vacuum as in the $\mathrm{SU}(2)$ case. Thus, we consider the grand canonical ensemble of monopole currents,

$$
\begin{equation*}
\vec{k}_{\mu}(x)=g \sum_{i=1}^{3} \vec{\epsilon}_{i} \sum_{n=1}^{N} \oint_{\partial \Sigma_{i}^{\mathrm{M}}} d x_{i \mu}^{(n)}(s) \delta\left(x-x_{i}^{(n)}(s)\right) \tag{6.2.4}
\end{equation*}
$$

Here, $x_{i}^{(n)}(s)$ parametrizes the world line of the $n$-th closed monopole trajectory carrying the color-magnetic charge $g \vec{\epsilon}_{i}$ in four-dimensional space-time. In order to sum over monopole currents, it is useful to pay attention to the Weyl symmetry of the monopole charges. Our strategy is the following: We first consider a three-component dual gauge field instead of the original two-component $\vec{B}_{\mu}$, given by

$$
\begin{equation*}
B_{i \mu} \equiv \vec{\epsilon}_{i} \cdot \vec{B}_{\mu} \quad(i=1,2,3), \tag{6.2.5}
\end{equation*}
$$

where we need to take into account the constraint $\sum_{i=1}^{3} B_{i \mu}=0$ due to the relation $\sum_{i=1}^{3} \vec{\epsilon}_{i}=$ 0 . By this definition, the interaction between the dual gauge field and monopole currents becomes manifestly Weyl symmetric, which is given by three similar terms. It means that we can repeat the same summation technique as in the $\mathrm{SU}(2)$ case for each of three sets [cf. Eq. (2.4.20)]. Thus, we get three types of complex-scalar monopole fields $\chi_{i}(i=1,2,3)$. The resulting action apparently has $[\mathrm{U}(1)]^{3}$ dual gauge symmetry, which is realized by the set of transformations

$$
\begin{equation*}
\chi_{i} \rightarrow e^{i \varphi_{i}} \chi_{i}, \quad \chi_{i}^{*} \rightarrow e^{-i \varphi_{i}} \chi_{i}^{*}, \quad B_{i \mu} \rightarrow B_{i \mu}-\frac{1}{g} \partial_{\mu} \varphi_{i} \quad(i=1,2,3) \tag{6.2.6}
\end{equation*}
$$

We find that in order to keep the summation of the redefined dual gauge field invariant as $\sum_{i=1}^{3} B_{i \mu}=0$, the phases have to satisfy a constraint

$$
\begin{equation*}
\sum_{i=1}^{3} \partial_{\mu} \varphi_{i}=0 \tag{6.2.7}
\end{equation*}
$$

That is to say, the sum of phases $\varphi_{i}$ should be constant, which we take equal to zero. Thus, we finally get the partition function of the dual Ginzburg-Landau (DGL) theory

$$
\begin{align*}
\mathcal{Z}= & \int \mathcal{D} \vec{\Sigma}_{\mu \nu}^{\mathrm{E}} \mathcal{D} \vec{B}_{\mu}\left(\prod_{i=1}^{3} \mathcal{D} \chi_{i} \mathcal{D} \chi_{i}^{*}\right) \delta\left(\sum_{i=1}^{3} \arg \chi_{i}\right) \\
& \times \exp \left[-\int d^{4} x\left\{\frac{1}{4}\left((\partial \wedge \vec{B})_{\mu \nu}+e \vec{\Sigma}_{\mu \nu}^{\mathrm{E}}\right)^{2}+\sum_{i=1}^{3}\left[\left|\left(\partial_{\mu}+i g \vec{\epsilon}_{i} \cdot \vec{B}_{\mu}\right) \chi_{i}\right|^{2}+\lambda\left(|\chi|^{2}-v^{2}\right)^{2}\right]\right\}\right] \tag{6.2.8}
\end{align*}
$$

where the constraint for the phases of the monopole field $\sum_{i=1}^{3} \arg \chi_{i}=0$ is expressed by a $\delta$-functional.

To summarize, the DGL Lagrangian is obtained as*

$$
\begin{equation*}
\mathcal{L}_{\mathrm{DGL}}=\frac{1}{4} * \vec{F}_{\mu \nu}^{2}\left(\vec{B}, \vec{\Sigma}^{\mathrm{E}}\right)+\sum_{i=1}^{3}\left[\left|\left(\partial_{\mu}+i g \vec{\epsilon}_{i} \cdot \vec{B}_{\mu}\right) \chi_{i}\right|^{2}+\lambda\left(\left|\chi_{i}\right|^{2}-v^{2}\right)^{2}\right] \tag{6.2.9}
\end{equation*}
$$

[^10]where the dual field strength tensor has the form
\[

$$
\begin{equation*}
{ }^{*} \vec{F}_{\mu \nu}\left(\vec{B}, \vec{\Sigma}^{\mathrm{E}}\right)=\partial_{\mu} \vec{B}_{\nu}-\partial_{\nu} \vec{B}_{\mu}+e \vec{\Sigma}_{\mu \nu}^{\mathrm{E}} \tag{6.2.10}
\end{equation*}
$$

\]

In this Lagrangian, $\vec{B}_{\mu}$ and $\chi_{i}$ denote the two-component dual gauge field and the threecomponent complex scalar monopole field. The quark field is included in the color-electric Dirac string term $\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}$. One finds that this Lagrangian has quite a similar form as the DAH model discussed in previous chapters. Then, a similar scenario is expected to occur. It means that the DGL vacuum is described as the dual superconductor, where the color-electric field is excluded from the vacuum due to the dual Meissner effect caused by monopole condensation.

The typical scales of the DGL theory are exhibited by taking into account the dual Higgs mechanism as the DAH model. By inserting $\chi_{i}=\left(v+\phi_{i} / \sqrt{2}\right) e^{i \eta_{i}}$ (where $\left.\phi_{i}, \eta_{i} \in \Re\right)$ into the DGL Lagrangian (6.2.9), we get

$$
\begin{align*}
\mathcal{L}_{\mathrm{DGL}}= & \frac{1}{4} * \vec{F}_{\mu \nu}^{2}\left(\vec{B}^{\prime}, \vec{\Sigma}_{\mu \nu}^{\mathrm{E}}\right)+\frac{1}{2} m_{B}^{2} \vec{B}_{\mu}^{\prime 2}+\sum_{i=1}^{3} \frac{1}{2}\left[\left(\partial_{\mu} \phi_{i}\right)^{2}+m_{\chi}^{2} \phi_{i}^{2}\right] \\
& +\sum_{i=1}^{3}\left[g^{2}\left(\vec{\epsilon}_{i} \cdot \vec{B}_{\mu}^{\prime}\right)^{2}\left(\sqrt{2} v \phi_{i}+\frac{\phi_{i}^{2}}{2}\right)+\lambda\left(\sqrt{2} v \phi_{i}^{3}+\frac{\phi_{i}^{4}}{4}\right)\right] \tag{6.2.11}
\end{align*}
$$

where the phase of the monopole field $\eta_{i}$ is absorbed into the definition of the dual gauge field $\vec{B}_{\mu}^{\prime}$, as $\vec{\epsilon}_{i} \cdot \vec{B}_{\mu}^{\prime}=\vec{\epsilon}_{i} \cdot \vec{B}_{\mu}+\partial_{\mu} \eta_{i} / g$, and accordingly the dual gauge field and the monopole field acquire masses, $m_{B}=\sqrt{3} g v, m_{\chi}=2 \sqrt{\lambda} v$, respectively. Since these inverse masses correspond to the penetration depth of the color-electric field and the coherence length of the monopole field, respectively, the Ginzburg-Landau (GL) parameter is defined:

$$
\begin{equation*}
\kappa \equiv \frac{m_{B}^{-1}}{m_{\chi}^{-1}}=\frac{\sqrt{2 \lambda}}{g_{\mathrm{m}}}=\frac{2 \sqrt{\lambda}}{\sqrt{3} g} \tag{6.2.12}
\end{equation*}
$$

As explained in the $\mathrm{U}(1) \mathrm{DAH}$ model, $\kappa=1$ is a case of special interest, the Bogomol'nyi limit $[72,32]$, which will be discussed in the following chapter. In general, the vacuum is separated into two types by the Bogomol'nyi limit: $\kappa<1$ belongs to the type-I vacuum and $\kappa>1$ is the type-II vacuum.

### 6.3 Summary and outlook

In this chapter, we have derived the dual Ginzburg-Landau (DGL) theory as an infrared effective theory of $\mathrm{SU}(3)$ gluodynamics $(\mathrm{SU}(3) \mathrm{QCD})$ based on the 't Hooft Abelian projection and the path-integral duality transformation. We have found that the resulting form has a quite structure as the $\mathrm{U}(1)$ DAH model derived from $\mathrm{SU}(2)$ gluodynamics, describing the dual superconductivity of the vacuum. However, the dual gauge symmetry is now extended
to $[\mathrm{U}(1)]^{2}$ reflecting the original $\mathrm{SU}(3)$ gauge symmetry, and there appear three types of colorelectric charge and color-magnetic charge. This fact will turn out to be important when we discuss realistic hadrons observed in experiments in terms of the flux-tube solution.

## Chapter 7

## Manifestly Weyl symmetric formulation of the DGL theory

In the DGL theory, the color-electric charge of the quark is given by three components as $R$, $B$ and $G$, which is spanned by the weight vector of $\mathrm{SU}(3)$ algebra. On the other hands, the color-magnetic charge of the monopole is defined by components as ${ }^{*} R,{ }^{*} B$ and ${ }^{*} G$, which is spanned by the root vector of $\operatorname{SU}(3)$ algebra. Now, we are interested in the color-singlet state corresponding to the meson and the baryon, which should be invariant under the exchange of the color charges. Hence, it is important to pay attention to the Weyl symmetry in the DGL theory. However, since the dual gauge field $\vec{B}_{\mu}$ which connects the color-electric charge and the color-magnetic charge has only two components in the sense of the Cartan decomposition, and accordingly the independent color-electric flux has two components, we cannot observe the Weyl symmetric structure in the color-electric flux tube itself. This fact makes it difficult to see the Weyl invariant structure of hadronic states. In order to expose the Weyl symmetric structure of the flux tube in the DGL theory, it would be favorable to represent the dual gauge field also in a Weyl symmetric way.

In this chapter, therefore, we reformulate the DGL theory to make its global Weyl symmetry manifest, which we call the manifestly Weyl invariant formulation. Then, we would like to study the hadronic flux-tube solution corresponding to the mesonic and the baryonic states using this Weyl symmetric framework.

### 7.1 Various representations of the dual gauge field

In this section, we write the DGL Lagrangian in various representations of the dual gauge field, among which the Weyl symmetric representation of the dual gauge field is also discussed [50]. We first pay attention to the original Cartan representation of the dual gauge field with two
components. Next, we will discuss other two possible representations of the dual gauge field, the color-electric representation and the color-magnetic representation, which are achieved by spanning the dual gauge field with the weight vector and the root vector, respectively.

### 7.1.1 Cartan 3-8 representation

The two-component dual gauge field $\vec{B}_{\mu}$ can be written as

$$
\begin{equation*}
\vec{B}_{\mu} \equiv \frac{1}{g}\left(B_{\mu}^{3}, \frac{B_{\mu}^{8}}{\sqrt{3}}\right) \tag{7.1.1}
\end{equation*}
$$

The factor $\sqrt{3}$ is to make 3 - and 8 - components symmetric. The dual field strength tensor becomes

$$
\begin{align*}
{ }^{*} \vec{F}_{\mu \nu}= & \frac{1}{g}\left(\partial_{\mu} B_{\nu}^{3}-\partial_{\nu} B_{\mu}^{3}+2 \pi\left(\Sigma_{1 \mu \nu}^{\mathrm{E}}-\Sigma_{2 \mu \nu}^{\mathrm{E}}\right)\right. \\
& \left.\frac{1}{\sqrt{3}}\left\{\partial_{\mu} B_{\nu}^{8}-\partial_{\nu} B_{\mu}^{8}+2 \pi\left(\Sigma_{1 \mu \nu}^{\mathrm{E}}+\Sigma_{2 \mu \nu}^{\mathrm{E}}-2 \Sigma_{3 \mu \nu}^{\mathrm{E}}\right)\right\}\right) \\
\equiv & \frac{1}{g}\left({ }^{*} F_{\mu \nu}^{3}, \frac{{ }^{*} F_{\mu \nu}^{8}}{\sqrt{3}}\right), \tag{7.1.2}
\end{align*}
$$

where we use the Weyl symmetric form the color-electric Dirac string $\vec{\Sigma}_{\mu \nu}^{\mathrm{E}}=\sum_{j=1}^{3} \Sigma_{j \mu \nu}^{\mathrm{E}}$. The Dirac quantization condition eg=4 is also used here to get the factor $2 \pi$ in front of $\Sigma_{j \mu \nu}^{\mathrm{E}}$. The DGL Lagrangian is written as

$$
\begin{align*}
\mathcal{L}_{\mathrm{DGL}}^{3-8}= & \frac{1}{4 g^{2}}\left({ }^{*} F_{\mu \nu}^{3}\right)^{2}+\frac{1}{12 g^{2}}\left({ }^{*} F_{\mu \nu}^{8}\right)^{2} \\
& +\left|\left(\partial_{\mu}+i \frac{1}{2}\left(-B_{\mu}^{3}+B_{\mu}^{8}\right)\right) \chi_{1}\right|^{2}+\lambda\left(\left|\chi_{1}\right|^{2}-v^{2}\right)^{2} \\
& +\left|\left(\partial_{\mu}+i \frac{1}{2}\left(-B_{\mu}^{3}-B_{\mu}^{8}\right)\right) \chi_{2}\right|^{2}+\lambda\left(\left|\chi_{2}\right|^{2}-v^{2}\right)^{2} \\
& +\left|\left(\partial_{\mu}+i B_{\mu}^{3}\right) \chi_{3}\right|^{2}+\lambda\left(\left|\chi_{3}\right|^{2}-v^{2}\right)^{2} . \tag{7.1.3}
\end{align*}
$$

Note that the Lagrangian (7.1.3) is invariant under the $[\mathrm{U}(1)]^{2}$ dual gauge transformation,

$$
\begin{align*}
& \chi_{i} \rightarrow \chi_{i} e^{i f_{i}}, \quad \chi_{i}^{*} \rightarrow \chi_{i}^{*} e^{-i f_{i}} \quad(i=1,2,3) \\
& \left(B_{\mu}^{3}, B_{\mu}^{8}\right) \rightarrow\left(B_{\mu}^{3}-\partial_{\mu} f_{3}, B_{\mu}^{8}-\left(\partial_{\mu} f_{1}-\partial_{\mu} f_{2}\right)\right) \tag{7.1.4}
\end{align*}
$$

where the phases $f_{i}$ fulfill the constraint $\sum_{i=1}^{3} f_{i}=0[10,11]$.
The field equations are given by

$$
\begin{align*}
\frac{1}{g^{2}} \partial_{\mu}^{*} F_{\mu \nu}^{3}= & +\frac{i}{2}\left(\chi_{1}^{*} \partial_{\nu} \chi_{1}-\chi_{1} \partial_{\nu} \chi_{1}^{*}\right)-\frac{1}{2}\left(-B_{\nu}^{3}+B_{\nu}^{8}\right) \chi_{1}^{*} \chi_{1} \\
& +\frac{i}{2}\left(\chi_{2}^{*} \partial_{\nu} \chi_{2}-\chi_{2} \partial_{\nu} \chi_{2}^{*}\right)-\frac{1}{2}\left(-B_{\nu}^{3}-B_{\nu}^{8}\right) \chi_{2}^{*} \chi_{2} \\
& -i\left(\chi_{3}^{*} \partial_{\nu} \chi_{3}-\chi_{3} \partial_{\nu} \chi_{3}^{*}\right)+2 B_{\nu}^{3} \chi_{3}^{*} \chi_{3} \tag{7.1.5}
\end{align*}
$$

$$
\begin{align*}
\frac{1}{3 g^{2}} \partial_{\mu}^{*} F_{\mu \nu}^{8}= & -\frac{i}{2}\left(\chi_{1}^{*} \partial_{\nu} \chi_{1}-\chi_{1} \partial_{\nu} \chi_{1}^{*}\right)+\frac{1}{2}\left(-B_{\nu}^{3}+B_{\nu}^{8}\right) \chi_{1}^{*} \chi_{1} \\
& +\frac{i}{2}\left(\chi_{2}^{*} \partial_{\nu} \chi_{2}-\chi_{2} \partial_{\nu} \chi_{2}^{*}\right)-\frac{1}{2}\left(-B_{\nu}^{3}-B_{\nu}^{8}\right) \chi_{2}^{*} \chi_{2}  \tag{7.1.6}\\
\left(\partial_{\mu}+\frac{i}{2}\left(-B_{\mu}^{3}+B_{\mu}^{8}\right)\right)^{2} \chi_{1}= & 2 \lambda \chi_{1}\left(\chi_{1}^{*} \chi_{1}-v^{2}\right)  \tag{7.1.7}\\
\left(\partial_{\mu}+\frac{i}{2}\left(-B_{\mu}^{3}-B_{\mu}^{8}\right)\right)^{2} \chi_{2}= & 2 \lambda \chi_{2}\left(\chi_{2}^{*} \chi_{2}-v^{2}\right)  \tag{7.1.8}\\
\left(\partial_{\mu}+i B_{\mu}^{3}\right)^{2} \chi_{3}= & 2 \lambda_{\chi_{3}}\left(\chi_{3}^{*} \chi_{3}-v^{2}\right) \tag{7.1.9}
\end{align*}
$$

From these field equations, we find the boundary conditions: If ${ }^{*} F_{\mu \nu}^{3}$ and ${ }^{*} F_{\mu \nu}^{8}$ have a nonvanishing nonlocal term $\Sigma_{j \mu \nu}^{\mathrm{E}}$, the dual gauge field $B_{\mu}^{3}$ and $B_{\mu}^{8}$ also have the singular part. At the locus where the dual gauge field is singular, the monopole field is required to disappear. At large distance from the singularity, the monopole field $\chi_{i}$ approaches the vacuum expectation value $v$ and the dual gauge field asymptotically vanishes, $B_{\mu}^{3}=B_{\mu}^{8}=0$. These field equations are to be solved by using the dual lattice formulation, and one will find that these boundary conditions are realized.

### 7.1.2 Color-electric representation

The dual gauge field can be expressed by using the weight vector $\vec{w}_{j}$, where the label $j=1,2,3$ corresponds to the color-electric charge, $R, B$ and $G$. In this sense, we call this the colorelectric representation of the dual gauge field, which is defined by

$$
\begin{equation*}
\vec{B}_{\mu} \equiv \sqrt{\frac{2}{g_{\mathrm{e}}^{2}}} \sum_{j=1}^{3} \vec{w}_{j} B_{j \mu}^{\mathrm{e}}, \tag{7.1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{\mathrm{e}} \equiv \frac{3}{\sqrt{2}} g, \quad B_{j \mu}^{\mathrm{e}} \equiv \sqrt{2} g_{\mathrm{e}} \vec{w}_{j} \cdot \vec{B}_{\mu} \tag{7.1.11}
\end{equation*}
$$

Note that now the dual gauge field is written as a three-component field, however all of them are not independent since $\sum_{j=1}^{3} B_{j \mu}^{\mathrm{e}}=0$. The dual field strength tensor has the form

$$
\begin{equation*}
{ }^{*} \vec{F}_{\mu \nu}=\sqrt{\frac{2}{g_{\mathrm{e}}^{2}}} \sum_{j=1}^{3} \vec{w}_{j}\left(\partial_{\mu} B_{j \nu}^{\mathrm{e}}-\partial_{\nu} B_{j \mu}^{\mathrm{e}}-2 \pi \Sigma_{j \mu \nu}^{\mathrm{E}}\right), \tag{7.1.12}
\end{equation*}
$$

where eg $=4 \pi$ is used. Then, we get the Lagrangian

$$
\begin{align*}
\mathcal{L}_{\mathrm{DGL}}^{\text {electric }}= & \frac{1}{4 g_{\mathrm{e}}^{2}} \sum_{j=1}^{3}\left({ }^{*} F_{j \mu \nu}^{\mathrm{e}}\right)^{2} \\
& +\sum_{i=1}^{3}\left[\left|\left(\partial_{\mu}+i \frac{1}{3} \sum_{j=1}^{3} m_{i j} B_{j \mu}^{\mathrm{e}}\right) \chi_{i}\right|^{2}+\lambda\left(\left|\chi_{i}\right|^{2}-v^{2}\right)^{2}\right], \tag{7.1.13}
\end{align*}
$$

where

$$
\begin{equation*}
{ }^{*} F_{j \mu \nu}^{\mathrm{e}} \equiv \partial_{\mu} B_{j \nu}^{\mathrm{e}}-\partial_{\nu} B_{j \mu}^{\mathrm{e}}+2 \pi\left(2 \Sigma_{j \mu \nu}^{\mathrm{E}}-\sum_{k=1}^{3} m_{j k}^{2} \Sigma_{k \mu \nu}^{\mathrm{E}}\right) . \tag{7.1.14}
\end{equation*}
$$

Here, we have used the relations

$$
\begin{gather*}
g \vec{\epsilon}_{i} \cdot \vec{B}_{\mu}=g \vec{\epsilon}_{i} \cdot \sqrt{\frac{2}{g_{\mathrm{e}}^{2}}} \sum_{j=1}^{3} \vec{w}_{j} B_{j \mu}^{\mathrm{e}}=\frac{1}{3} \sum_{j=1}^{3} m_{i j} B_{j \mu}^{\mathrm{e}},  \tag{7.1.15}\\
\vec{\epsilon}_{i}=\vec{w}_{j}-\vec{w}_{k} \quad(i, j, k: \text { cyclic }) . \tag{7.1.16}
\end{gather*}
$$

Apparently, the Lagrangian (7.1.13) is invariant under the $[\mathrm{U}(1)]^{3}$ dual gauge transformation, which is defined by

$$
\begin{align*}
& \chi_{i} \rightarrow \chi_{i} e^{i f_{i}}, \quad \chi_{i}^{*} \rightarrow \chi_{i}^{*} e^{-i f_{i}}, \\
& B_{j \mu}^{\mathrm{e}} \rightarrow B_{j \mu}^{\mathrm{e}}+\sum_{i=1}^{3} m_{j i} \partial_{\mu} f_{i}, \tag{7.1.17}
\end{align*}
$$

where $i, j=1,2,3$. However, this does not mean an increase of the gauge degrees of freedom because of the constraint $\sum_{j=1}^{3} B_{j \mu}^{\mathrm{e}}=0$.

The field equations for $j=1,2,3$ and $i=1,2,3$ are given by

$$
\begin{align*}
& \frac{1}{g_{\mathrm{e}}^{2}} \partial^{\nu *} F_{j \mu \nu}^{\mathrm{e}}=\sum_{i=1}^{3} m_{i j}\left[-\frac{i}{3}\left(\chi_{i}^{*} \partial_{\mu} \chi_{i}-\chi_{i} \partial_{\mu} \chi_{i}^{*}\right)+2 \sum_{k=1}^{3} m_{i k} B_{k \nu}^{\mathrm{e}} \chi_{i}^{*} \chi_{i}\right]  \tag{7.1.18}\\
& \left(\partial_{\mu}+i \frac{1}{3} \sum_{j=1}^{3} m_{i j} B_{j \mu}^{\mathrm{e}}\right)^{2} \chi_{i}=-2 \lambda \chi_{i}\left(\chi_{i}^{*} \chi_{i}-v^{2}\right) \tag{7.1.19}
\end{align*}
$$

We find that each field equation has $U(1)$ structure, apart from the matrix structure in the labels $i$ and $j$. The boundary condition is given by a similar discussion as in the Cartan representation of the dual gauge field. The main difference is that the dual gauge field represented here experiences the color-electric Dirac string singularity in a Weyl symmetric way. The dual lattice formulation will make this situation clear.

### 7.1.3 Color-magnetic representation

The dual gauge field can also be spanned by using the root vector $\vec{\epsilon}_{i}$, where the label $i=1,2,3$ corresponds to the monopole charge, ${ }^{*} R,{ }^{*} B$ and ${ }^{*} G$. In this sense, we call this the colormagnetic representation of the dual gauge field [32], defined by

$$
\begin{equation*}
\vec{B}_{\mu} \equiv \sqrt{\frac{2}{3 g_{\mathrm{m}}^{2}}} \sum_{i=1}^{3} \vec{\epsilon}_{i} B_{i \mu}^{\mathrm{m}} \tag{7.1.20}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{\mathrm{m}} \equiv \sqrt{\frac{3}{2}} g, \quad B_{i \mu}^{\mathrm{m}} \equiv \sqrt{\frac{2}{3}} g_{\mathrm{m}} \vec{\epsilon}_{i} \cdot \vec{B}_{\mu} \tag{7.1.21}
\end{equation*}
$$

Note that $B_{i \mu}^{\mathrm{m}}$ are not all independent since $\sum_{i=1}^{3} B_{i \mu}^{\mathrm{m}}=0$. One may remember that this representation was already used when we have summed over monopole currents. The dual field strength tensor is written as

$$
\begin{equation*}
{ }^{*} \vec{F}_{\mu \nu}=\sqrt{\frac{2}{3 g_{\mathrm{m}}^{2}}} \sum_{i=1}^{3} \vec{\epsilon}_{i}\left(\partial_{\mu} B_{i \nu}^{\mathrm{m}}-\partial_{\nu} B_{i \mu}^{\mathrm{m}}+2 \pi \sum_{j=1}^{3} m_{i j} \Sigma_{j \mu \nu}^{\mathrm{E}}\right), \tag{7.1.22}
\end{equation*}
$$

where we use eg $=4 \pi$. Hence, the Lagrangian in terms of the color-magnetic representation of the dual gauge field is given by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{DGL}}^{\text {magnetic }}=\sum_{i=1}^{3}\left[\frac{1}{4 g_{\mathrm{m}}^{2}}\left({ }^{*} F_{i \mu \nu}^{\mathrm{m}}\right)^{2}+\left|\left(\partial_{\mu}+i B_{i \mu}^{\mathrm{m}}\right) \chi_{i}\right|^{2}+\lambda\left(\left|\chi_{i}\right|^{2}-v^{2}\right)^{2}\right], \tag{7.1.23}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{*} F_{i \mu \nu}^{\mathrm{m}} \equiv \partial_{\mu} B_{i \nu}^{\mathrm{m}}-\partial_{\nu} B_{i \mu}^{\mathrm{m}}+2 \pi \sum_{j=1}^{3} m_{i j} \sum_{j \mu \nu}^{\mathrm{E}} \tag{7.1.24}
\end{equation*}
$$

Here, we have used the relations

$$
\begin{equation*}
\vec{w}_{i}=-\frac{1}{3}\left(\vec{\epsilon}_{j}-\vec{\epsilon}_{k}\right) \quad(i, j, k: \text { cyclic }) . \tag{7.1.25}
\end{equation*}
$$

Since the Lagrangian (7.1.23) has a quite similar form as the $\mathrm{U}(1)$ DAH model, except for the labels $i$ and $j$, one finds that the dual gauge symmetry becomes very easy to observe,

$$
\begin{equation*}
\chi_{i} \rightarrow \chi_{i} e^{i f_{i}}, \quad \chi_{i}^{*} \rightarrow \chi_{i}^{*} e^{-i f_{i}}, \quad B_{i \mu}^{\mathrm{m}} \rightarrow B_{i \mu}^{\mathrm{m}}-\partial_{\mu} f_{i} \quad(i=1,2,3) \tag{7.1.26}
\end{equation*}
$$

and accordingly the Lagrangian (7.1.23) has the extended dual gauge symmetry $[\mathrm{U}(1)]^{3}$ with a constraint $\sum_{i=1}^{3} B_{i \mu}^{\mathrm{m}}=0$. This is the same as in the color-electric representation of the dual gauge field.

The field equations for $i=1,2,3$ have the form

$$
\begin{align*}
& \frac{1}{g_{\mathrm{m}}^{2}} \partial_{\mu}^{*} F_{i \mu \nu}^{\mathrm{m}}=-i\left(\chi_{i}^{*} \partial_{\nu} \chi_{i}-\chi_{i} \partial_{\nu} \chi_{i}^{*}\right)+2 B_{i \nu}^{\mathrm{m}} \chi_{i}^{*} \chi_{i}  \tag{7.1.27}\\
& \left(\partial_{\mu}+i B_{i \mu}^{\mathrm{m}}\right)^{2} \chi_{i}=2 \lambda \chi_{i}\left(\chi_{i}^{*} \chi_{i}-v^{2}\right) \tag{7.1.28}
\end{align*}
$$

which is exactly the same as the field equation in the $\mathrm{U}(1)$ DAH model, replicated with respect to the index $i$. In this sense, the boundary conditions can be taken similarly as in the $\mathrm{U}(1)$ case. Therefore, the color-magnetic representation of the dual gauge field is particularly convenient as compared with other representations.

### 7.2 Hadronic flux-tube solutions

In order to solve the field equation with various representations of the dual gauge field, we adopt the dual lattice formulation as the DAH model, but extended to more degrees of
freedom. In this subsection, we first investigate the mesonic flux tube, and next the baryonic flux tube. We use the words "mesonic" or "baryonic" to distinguish the real color-singlet hadron from the classical state that we deal with in this paper. For instance, if we want to obtain real meson or baryon state, we need to consider the quantum state given by

$$
\begin{aligned}
& \mid \text { meson }\rangle=\frac{1}{\sqrt{3}}(|R \bar{R}\rangle+|B \bar{B}\rangle+|G \bar{G}\rangle) \\
& \mid \text { baryon }\rangle=\frac{1}{\sqrt{6}}(|R B G\rangle+|B G R\rangle+|G R B\rangle-|R G B\rangle-|G B R\rangle-|B R G\rangle)
\end{aligned}
$$

where $R \bar{R}$ denotes $R-\bar{R}$ flux tube, and so forth. In the classical solution, we can only treat a piece of these states. However, even then it is necessary to pay attention to the Weyl symmetry, since all states can be reduced to the same classical state for the meson and the baryon, respectively.

### 7.2.1 Mesonic flux tube ( $q-\bar{q}$ system)

Since the three types of the color-electric charge are represented by non-vanishing plaquettes $\hat{\Sigma}_{1}^{\mathrm{E}}(s), \hat{\Sigma}_{2}^{\mathrm{E}}{ }_{\mu \nu}(s)$ and $\hat{\Sigma}_{3}^{\mathrm{E}}{ }_{\mu \nu}(s)$, the mesonic state corresponding to $|R \bar{R}\rangle,|B \bar{B}\rangle$ and $|G \bar{G}\rangle$ are given by some stacks of connected plaquettes of each color. For example, when we consider the straight $R-\bar{R}$ flux-tube system, all we have to do is to put only one of the color-electric Dirac string plaquette locally $\hat{\Sigma}_{1 \mu \nu}^{\mathrm{E}}(s) \neq 0$ like in Fig. 4.1(a), whereas $\hat{\Sigma}_{2}^{\mathrm{E}}{ }_{\mu \nu}(s)=\hat{\Sigma}_{3 \mu \nu}^{\mathrm{E}}(s)=0$ all over the three dimensional space. For the $B-\bar{B}$ flux-tube system, we set $\hat{\Sigma}_{2}^{\mathrm{E}}{ }_{\mu \nu}(s) \neq 0$ and $\hat{\Sigma}_{3 \mu \nu}^{\mathrm{E}}(s)=\hat{\Sigma}_{1}^{\mathrm{E}}{ }_{\mu \nu}(s)=0$, for the $G-\bar{G}$ flux-tube system, $\hat{\Sigma}_{3}^{\mathrm{E}}{ }_{\mu \nu}(s) \neq 0$ and $\hat{\Sigma}_{1}^{\mathrm{E}}(s)=$ $\hat{\Sigma}_{2}^{\mathrm{E}}{ }_{\mu \nu}(s)=0$.

In Figs. 7.1-7.6, we show the profiles of the color-electric field and corresponding monopole current of $R-\bar{R}, B-\bar{B}$, and $G-\bar{G}$ flux-tube system for various representation of the dual gauge field, the Cartan representation, the color-electric representation, and the color-magnetic representation, respectively. We find that the last two representations enable us to see the Weyl symmetric structure of the flux tube. The Dirac string structures in the dual gauge field with various representations is summarized schematically in Table. 1.

The profile of the monopole field is shown in Fig. 7.7. One finds that this does not depend on the choice of the representation of the dual gauge field, since the monopole field is defined on the $\mathrm{SU}(3)$ root vector. That is the reason why this distribution is similar to the color-electric field in the color-magnetic representation of the dual gauge field. The inter-quark potential is shown in Fig. 7.8, which, of course, does not depend on the representation. The parameter set used here is the same as in the $\mathrm{U}(1)$ case. We took $\beta_{\mathrm{DGL}} \equiv 1 / g^{2}=1, \hat{m}_{B}=\hat{m}_{\chi}=0.5$. This set is simply to see the behavior of the profiles and to compare the string tension of the potential with the analytical value in the Bogomol'nyi limit, $\sigma^{L}=4 \pi v^{2} \cdot a^{2}=4 \beta_{\mathrm{DGL}} \pi \hat{m}_{B}^{2} / 3$

Table 7.1: The color-electric Dirac string structure in the dual gauge field in the $q-\bar{q}$ system for various representations (for Figs. 7.1-7.7) is schematically summarized. Here, $\uparrow$ and $\downarrow$ correspond to the one Dirac string singularity. If we circulate around these singularities in counter-clockwise way, they lead to the phase $+2 \pi$ and $-2 \pi$, respectively. Notice that $\Uparrow=2 \times \uparrow$ and $\Downarrow=2 \times \downarrow$.

|  | 3-8 basis |  | electric basis |  |  | magnetic basis |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $B_{\mu}^{3}$ | $B_{\mu}^{8}$ | $B_{1 \mu}^{\mathrm{e}}$ | $B_{2 \mu}^{e}$ | $B_{3 \mu}^{e}$ | $B_{1}^{m}{ }_{\mu}$ | $B_{2 \mu}^{m}$ | $B_{3 \mu}^{\mathrm{m}}$ |
| $R-\bar{R}$ | $\downarrow_{c}$ | $\downarrow_{c}$ | $\Downarrow$ e | $\dagger_{e}$ | $\uparrow_{e}$ | 0 | $\uparrow_{m}$ | $\downarrow_{m}$ |
| $B-\bar{B}$ | $\uparrow_{c}$ | $\downarrow_{c}$ | $\uparrow_{e}$ | $\Downarrow$ e | $\dagger_{e}$ | $\downarrow_{m}$ | 0 | $\dagger_{m}$ |
| $G-\bar{G}$ | 0 | $\Uparrow_{c}$ | $\dagger_{e}$ | $\dagger_{e}$ | $\Downarrow_{e}$ | $\uparrow m$ | $\downarrow_{m}$ | 0 |

$[72,32]$, which will be discussed in the next section. One finds that the analytical string tension is reproduced by the numerical potential in Fig. 7.8. In order to get quantitatively realistic results, we need more information about the parameter set of the DGL theory from the $\mathrm{SU}(3)$ gluodynamics as done in the chapter 5 .

It is worth noting that in the mesonic case, we can reduce the $[\mathrm{U}(1)]^{2}$ DGL theory to the $\mathrm{U}(1)$ DAH model. Let us see this in the $R-\bar{R}$ system with the Cartan representation of the dual gauge field, as an example. Other systems and other representations can be treated similarly. Here, we already know the profiles of the color-electric flux tube and the contribution of the dual gauge field and the monopole field as shown in Figs. 7.1 and 7.7. Thus, one can take $B_{\mu}^{3}=B_{\mu}^{8} \equiv B_{\mu}$ and $\chi_{1}=v, \chi_{2} \equiv \chi^{*}, \chi_{3} \equiv \chi$. The DGL Lagrangian (7.1.3) is reduced to the form,

$$
\begin{align*}
\mathcal{L}_{\mathrm{DGL}}^{3-8}= & \frac{1}{3 g^{2}}\left(\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}+2 \pi \Sigma_{1 \mu \nu}^{\mathrm{E}}\right)^{2} \\
& +2\left[\left|\left(\partial_{\mu}+i B_{\mu}\right) \chi\right|^{2}+\lambda\left(|\chi|^{2}-v^{2}\right)^{2}\right] . \tag{7.2.1}
\end{align*}
$$

The redefinitions of the couplings and the fields

$$
\begin{equation*}
g \equiv \frac{2}{\sqrt{3}} \hat{g}, \quad \lambda \equiv 2 \hat{\lambda}, \quad v \equiv \frac{1}{\sqrt{2}} \hat{v}, \quad B_{\mu} \rightarrow \hat{g} B_{\mu}, \quad \chi \rightarrow \frac{\chi}{\sqrt{2}}, \tag{7.2.2}
\end{equation*}
$$

lead to the Lagrangian of the DAH model as is given in (3.1.1).

### 7.2.2 Baryonic flux tube ( $q-q-q$ system)

We solve the field equations in the presence of three types of the color-electric charges. Since these color-electric charges are defined in the weight vector diagram of $\mathrm{SU}(3)$ algebra, and the color-electric Dirac strings which are attached to these charges carry the same quantity,
respectively, these Dirac strings can join at a certain point to cancel each other $\left(\sum_{j=1}^{3} e \vec{w}_{j}=\right.$ 0 ), which we call a junction. Here, we consider the simple case that the three types of the color-electric charge are placed on the corners of a regular triangle. The non-vanishing plaquettes $\hat{\Sigma}_{1 \mu \nu}^{\mathrm{E}}(s), \hat{\Sigma}_{2}^{\mathrm{E}}{ }_{\mu \nu}(s)$ and $\hat{\Sigma}_{3 \mu \nu}^{\mathrm{E}}(s)$ are properly included so as to minimize the length of the color-electric Dirac string, which corresponds to the energy minimization condition. Then, the position of the junction is given by the Fermat point [73]. As a result, we get a typical $Y$-shaped flux-tube object in the DGL theory, i.e. the baryonic flux tube.

In Figs. 7.9-7.11, we show the profiles of the color-electric field corresponding to the Cartan, the color-electric, and the color-magnetic representations of the dual gauge field. The Weyl symmetric structure can be observed in the last two representations. The monopole field does not depend on the representation, for the same reason as in the discussion of the mesonic flux tube, which is shown in Fig. 7.12. One finds that all of these profiles faithfully reflect the structure of the color-electric Dirac string. The potential is obtained analogously to the mesonic system, which is shown in Fig. 7.13. Here, parametrizing the potential of the linear part as

$$
\begin{equation*}
V\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}\right) \sim \sigma^{L} \sum_{i=1}^{3}\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{J}\right|, \tag{7.2.3}
\end{equation*}
$$

where $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{J}$ denote the position of the quarks and of the junction on the dual lattice, respectively, we can extract the string tension $\sigma^{L}$. One finds that this is almost reproduced by the analytical one, since $\sigma^{L} \sim 1.0 \sim 4 \beta_{\text {DGL }} \pi \hat{m}_{B}^{2} / 3$. It is interesting to note that while each profile of the color-electric field in the color-electric representation has a form similar to the 8 flux in the Cartan representation, the color-electric field in the color-magnetic representation provides the 3 -flux type structure. It is, of course, possible to study the energy and the field distribution corresponding to different shapes of the baryonic flux tube for a static configuration. This will be addressed in future investigations.

### 7.3 Properties of the classical DGL vacuum

Since the dual gauge symmetry is now extended to $[\mathrm{U}(1)]^{2}$ corresponding to $\mathrm{SU}(3)$ gluodynamics, some interesting feature are expected to appear for the vacuum properties compared with the U(1) DAH model. In this section, we discuss the vacuum properties of the DGL theory by using a similar technique as in the $\mathrm{U}(1) \mathrm{DAH}$ model. To do this, it is useful to pay attention to the Bogomol'nyi limit, the border of type-I and type-II vacuum.

### 7.3.1 Bogomol'nyi limit

Let us consider the $q-\bar{q}$ system given by the DGL theory with the color-magnetic representation of the dual gauge field. We first divide the dual gauge field into two parts: the regular part and the singular part, where the role of each term are the same as in the U(1) DAH model. Then, we write

$$
\begin{equation*}
B_{i \mu}^{\mathrm{m}} \equiv B_{i \mu}^{\mathrm{m} \cdot \mathrm{reg}}+B_{i \mu}^{\mathrm{m} \cdot \operatorname{sing}} \quad(i=1,2,3) \tag{7.3.1}
\end{equation*}
$$

where the singular part is determined so as to define the color-electric charge density $C_{j \mu \nu}$ as

$$
\begin{equation*}
\left(\partial \wedge B_{i}^{\mathrm{m}: \operatorname{sing}}\right)_{\mu \nu}+2 \pi \sum_{j=1}^{3} m_{i j} \Sigma_{j \mu \nu}^{\mathrm{E}}=2 \pi \sum_{j=1}^{3} m_{i j} C_{j \mu \nu} \tag{7.3.2}
\end{equation*}
$$

Here, $m_{i j}$ is an integer given by $m_{i j}=\sum_{k=1}^{3} \varepsilon_{i j k}=\{-1,0,1\}$ [See. Eq. (6.2.3)]. The meaning of $C_{j \mu \nu}$ is the same as in the $\mathrm{U}(1) \mathrm{DAH}$ model, it has the information about the position of the ends of the color-electric Dirac string. Note that now there exist three types of color-electric charge. The dual field strength tensor is rewritten as

$$
\begin{equation*}
{ }^{*} F_{i \mu \nu}=\left(\partial \wedge B_{i}^{\mathrm{m} \cdot \mathrm{reg}}\right)_{\mu \nu}+2 \pi \sum_{j=1}^{3} m_{i j} C_{j \mu \nu} \tag{7.3.3}
\end{equation*}
$$

Let us consider an ideal system; infinitely long string with cylindrical symmetry. In this case, the fields depend only on the radial coordinate $r$ as

$$
\begin{equation*}
\phi_{i}=\phi_{i}(r), \quad \boldsymbol{B}_{i}^{\mathrm{m} \cdot \mathrm{reg}}=B_{i}^{\mathrm{m} \cdot \mathrm{reg}}(r) \boldsymbol{e}_{\varphi} \equiv \frac{\tilde{B}_{i}^{\mathrm{m} \cdot \mathrm{reg}}(r)}{r} \boldsymbol{e}_{\varphi}, \tag{7.3.4}
\end{equation*}
$$

where $\phi_{i}(r)$ is the modulus of the monopole field $\chi_{i}=\phi_{i} \exp \left(i \eta_{i}\right)$, and $\varphi$ denotes the azimuthal angle. Note that the phase of the monopole field is now assumed to be regular $\left[\partial_{\mu}, \partial_{\nu}\right] \eta_{i}$, which is absorbed into the regular part of the dual gauge field by the replacement $B_{i}^{\text {mireg }}+\partial_{\mu} \eta_{i} \rightarrow$ $B_{i}^{\text {m:reg }}$. The contribution from the Coulomb term $C_{j \mu \nu}$ is neglected. Then, the solution of (7.3.2) is easily found to be

$$
\begin{equation*}
\boldsymbol{B}_{i}^{\mathrm{m}: \mathrm{sing}}=-\frac{m_{i j}}{r} \boldsymbol{e}_{\varphi} \tag{7.3.5}
\end{equation*}
$$

Then, the field equations are given by

$$
\begin{align*}
& \frac{d^{2} \phi_{i}}{d r^{2}}+\frac{1}{r} \frac{d \phi_{i}}{d r}-\left(\frac{\tilde{B}_{i}^{\text {m:reg }}-m_{i j}}{r}\right)^{2} \phi_{i}-2 \lambda \phi_{i}\left(\phi_{i}^{2}-v^{2}\right)=0  \tag{7.3.6}\\
& \frac{d^{2} \tilde{B}_{i}^{\text {m.reg }}}{d r^{2}}-\frac{1}{r} \frac{d \tilde{B}_{i}^{\text {m.reg }}}{d r}-2 g_{\mathrm{m}}^{2}\left(\tilde{B}_{i}^{\text {m.reg }}-m_{i j}\right) \phi_{i}^{2}=0 \tag{7.3.7}
\end{align*}
$$

The string tension can be computed as the energy of the flux-tube per unit length,

$$
\begin{equation*}
\sigma=2 \pi \sum_{i=1}^{3} \int_{0}^{\infty} r d r\left[\frac{1}{2 g_{\mathrm{m}}^{2}}\left(\frac{1}{r} \frac{d \tilde{B}_{i}^{\mathrm{m} \cdot \mathrm{reg}}}{d r}\right)^{2}+\left(\frac{d \phi_{i}}{d r}\right)^{2}+\left(\frac{\tilde{B}_{i}^{\mathrm{m} \cdot \mathrm{reg}}-m_{i j}}{r}\right)^{2} \phi_{i}^{2}+\lambda\left(\phi_{i}^{2}-v^{2}\right)^{2}\right] \tag{7.3.8}
\end{equation*}
$$

To make energy of the system finite, we have to postulate the boundary conditions:

$$
\begin{align*}
& \tilde{B}_{i}^{\text {m.reg }}=0, \quad \phi_{i}=\left\{\begin{array}{ll}
0 & (i \neq j) \\
v & (i=j)
\end{array} \quad \text { as } \quad r \rightarrow 0,\right. \\
& \tilde{B}_{i}^{\mathrm{mreg}}=m_{i j}, \quad \phi_{i}=v \quad \text { as } \quad r \rightarrow \infty \tag{7.3.9}
\end{align*}
$$

Since now we have quite similar forms of the field equations and the string tension as in the case of $\mathrm{U}(1)$ dual gauge symmetry, except only the labels of $i$ and $j$ which classify the kinds of the monopole and the quark corresponding to $[\mathrm{U}(1)]_{\mathrm{m}}^{3}$ dual gauge symmetry, we can use the same strategy to find the Bogomol'nyi limit as in the $\mathrm{U}(1)$ DAH model [cf. Eqs. (7.3.6), (7.3.7), and (3.2.16)]. Thus, we can write the string tension (7.3.8) exactly in the form,

$$
\begin{align*}
\sigma= & 2 \pi \sum_{i=1}^{3}\left|m_{i j}\right| v^{2}+2 \pi \sum_{i=1}^{3} \int_{0}^{\infty} r d r\left[\frac{1}{2 g_{\mathrm{m}}^{2}}\left(\frac{1}{r} \frac{d \tilde{B}_{i}^{\mathrm{m} \cdot r e g}}{d r} \pm g_{\mathrm{m}}^{2}\left(\phi_{i}^{2}-v^{2}\right)\right)^{2}\right. \\
& \left.+\left(\frac{d \phi_{i}}{d r} \pm\left(\tilde{B}_{i}^{\mathrm{m} \cdot \mathrm{reg}}-m_{i j}\right) \frac{\phi_{i}}{r}\right)^{2}+\frac{1}{2}\left(2 \lambda-g_{\mathrm{m}}^{2}\right)\left(\phi_{i}^{2}-v^{2}\right)^{2}\right] \tag{7.3.10}
\end{align*}
$$

From this expression we find the Bogomol'nyi limit,

$$
\begin{equation*}
g_{\mathrm{m}}^{2}=2 \lambda, \quad \text { or } \quad 3 g^{2}=4 \lambda \tag{7.3.11}
\end{equation*}
$$

In this limit the string tension is reduced to

$$
\begin{equation*}
\sigma=2 \pi \sum_{i=1}^{3}\left|m_{i j}\right| v^{2}=4 \pi v^{2} \tag{7.3.12}
\end{equation*}
$$

provided the profiles of the dual gauge field and the monopole field are determined by the first-order differential equations,

$$
\begin{align*}
& \frac{d \phi_{i}}{d r} \pm\left(\tilde{B}_{i}^{\text {mireg }}-m_{i j}\right) \frac{\phi_{i}}{r}=0  \tag{7.3.13}\\
& \frac{1}{r} \frac{d \tilde{B}_{i}^{\text {m.reg }}}{d r} \pm g_{\mathrm{m}}^{2}\left(\phi_{i}^{2}-v^{2}\right)=0 \tag{7.3.14}
\end{align*}
$$

These field equations, of course, reproduce the second-order differential equations (7.3.6) and (7.3.7) when the relation (7.3.11) is satisfied.

Here, to obtain the string tension of the form (7.3.10) and the saturated string tension (7.3.12), we have paid attention to the boundary conditions of the fields (7.3.9) by taking into account the relation (6.2.3). For instance, let us consider the $R-\bar{R}$ flux-tube, which is given by the label $j=1$. In this system, the monopole field $\phi_{1}$ which has the magnetic charge $g \vec{\epsilon}_{1}$ is decoupled from the system, since $\phi_{1}$ does not feel any singularity of the flux-tube core, and accordingly, the regular dual gauge field $B_{1}^{\text {m.reg }}$ is also decoupled. The behavior of the other fields is interesting: $\phi_{2}$ and $\phi_{3}$ behave as the same monopole field, and $B_{2}^{\text {mreg }}$ and
$B_{3}^{\text {m.reg }}$ provides the $\mathrm{U}(1)_{i=2}$ flux tube and $\mathrm{U}(1)_{i=3}$ anti flux tube due to the sign of the $m_{i j}$, which takes 1 and -1 , respectively. Here, both dual gauge fields are related to each other through the constraint $\sum_{i=1}^{3} B_{i}^{\text {m.reg }}=0$, and $\mathrm{U}(1)_{i=3}$ anti flux tube can be regarded as the $\mathrm{U}(1)_{i=2}$ flux tube, or vise versa. As a result, these flux tubes provide the same string tension $2 \pi v^{2}$, and finally, we get two times of this string tension, $2 \times 2 \pi v^{2}$. This is caused by the $[\mathrm{U}(1)]_{\mathrm{m}}^{2}$ dual gauge symmetry. We note that since this discussion is the Weyl symmetric, final expression for the string tension (7.3.12) does not depend on what kind of the color-electric charges $\vec{Q}_{j}^{\mathrm{E}}$ sits at the ends. The profiles of the color-electric field can be obtained by solving the first order equations (7.3.13) and (7.3.14) by taking into account the above discussion as is discussed in Refs. $[35,36]$.

The meaning of (7.3.11) is the following. We know that in the DGL theory has two characteristic scales expressed by combinations of three parameters, $g, \lambda$ and $v$. One is the mass of the dual gauge field $m_{B}=\sqrt{2} g_{\mathrm{m}} v=\sqrt{3} g v$ and the other is the mass of the monopole field $m_{\chi}=2 \sqrt{\lambda} v$. These masses have been extracted from the DGL Lagrangian by taking into account the dual Higgs mechanism as shown in Eq. (6.2.11). Thus, the Bogomol'nyi limit in the DGL theory (7.3.11) is the supersymmetry between the dual gauge field and the monopole field $m_{B}=m_{\chi}$, or $\kappa=1$ [See. Eq. (6.2.12)]. This is an extension which is already discussed in the $\mathrm{U}(1)$ DAH model.

### 7.3.2 Interaction of flux tubes

We would like to discuss the interaction of flux tubes. Now, we have three different types of mesonic flux tubes, such as given by $R-\bar{R}, B-\bar{B}$, and $G-\bar{G}$, depending on the color-electric charge attached to both ends of the tube. For the interaction between two parallel flux tubes of the "same type," such as the system $R-\bar{R}$ and $R-\bar{R}$, we can expect that $\mathrm{U}(1)$ DAH like properties appear, since we know that such case the DGL theory can be reduced the $\mathrm{U}(1)$ DAH model [See, subsection. 7.2.1]. It means that in the Bogomol'nyi limit there seems to be no interaction between them. Moreover, in the type-I or in the type-II vacuum, which is away from the Bogomol'nyi limit, the flux-tube interaction manifestly appears. In the type-I vacuum, an attractive force appears. On the other hand, in the type-II vacuum, flux tubes repel each other.

It is interesting to investigate what happens if two parallel flux tubes of "different types" are placed at a certain distance [74]. We find that now this system has a remarkable aspect owing to the Weyl symmetry. For instance, let us consider the interaction between $R-\bar{R}$ and $B-\bar{B}$. We find that the interaction between them is attractive, since if we suppose that these flux tubes are unified into one flux tube, it becomes $\bar{G}$ - $G$ (See the relation (6.2.3)). It means that the energy of the system after unification is reduced into a half of the initial one. The
same interaction property would be observed in the process, $B-\bar{B}+G-\bar{G} \rightarrow \bar{R}-R$ and $G-\bar{G}$ $+R-\bar{R} \rightarrow \bar{B}-B$. These investigations show that if we pay attention to the Weyl symmetry, we can easily obtain qualitative information about the flux-tube interaction.

### 7.4 Summary and outlook

In this chapter, we have reformulated the DGL theory to make the global Weyl symmetry among color charges manifest, and applied to the investigation of hadron structures corresponding to meson and baryon states in terms of the open and $Y$-shaped flux-tube solutions in the DGL theory. The baryonic state is one of the most interesting and important application of the DGL theory, since this state can be treated only after taking into account the $[\mathrm{U}(1)]^{2}$ dual gauge symmetry originating from $\mathrm{SU}(3)$ gauge symmetry. We have found that the manifestly Weyl symmetric approach, in particular, given by the color-magnetic representation of the dual gauge field is the most convenient one for this subject, since the resulting DGL theory can be dealt with in a quite similar way as in the $\mathrm{U}(1)$ DAH model.

In order to extract the quantitative information of hadronic states in terms of the flux tube, we should determine the couplings of the DGL theory from $\mathrm{SU}(3)$ gluodynamics (SU(3) QCD) as in the chapter 5 , which is our next interest for further investigation.


Figure 7.1: The profiles of the color-electric field in the Cartan representation for 3- (left) and 8 - (right) components in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x$-z plane at $y=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.2: The profiles of the monopole supercurrent in the Cartan representation for 3- (left) and 8 - (right) components in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-y$ plane at $z=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.3: The profiles of the color-electric field in the color-electric representation, expressed on the weight vectors of the $\operatorname{SU}(3)$ algebra, $\vec{w}_{1}$ (left), $\vec{w}_{2}$ (center), and $\vec{w}_{3}$ (right) in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-z$ plane at $y=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.4: The profiles of the monopole supercurrent in the color-electric representation, expressed on the weight vectors of the $\mathrm{SU}(3)$ algebra, $\vec{w}_{1}$ (left), $\vec{w}_{2}$ (center), and $\vec{w}_{3}$ (right) in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-y$ plane at $z=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.5: The profiles of the color-electric field in the color-magnetic representation, expressed on the root vectors of the $\mathrm{SU}(3)$ algebra, $\vec{\epsilon}_{1}$ (left), $\vec{\epsilon}_{2}$ (center), and $\vec{\epsilon}_{3}$ (right) in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-z$ plane at $y=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.6: The profiles of the monopole supercurrent in the color-magnetic representation, expressed on the root vectors of the $\mathrm{SU}(3)$ algebra, $\vec{\epsilon}_{1}$ (left), $\vec{\epsilon}_{2}$ (center), and $\vec{\epsilon}_{3}$ (right) in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-y$ plane at $z=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.7: The profiles of the modulus of the monopole field of $\left|\chi_{1}\right|$ (left), $\left|\chi_{2}\right|$ (center), and $\left|\chi_{3}\right|$ (right) in the $R-\bar{R}$ (upper), the $B-\bar{B}$ (middle), and the $G-\bar{G}$ (lower) systems in the $x-z$ plane at $y=0$. The quark and the antiquark are placed at $(x, y, z)=(0,0,-10)$ and $(0,0,10)$, respectively.


Figure 7.8: The quark-antiquark potential in the DGL theory, where $R / a$ denotes the $q-\bar{q}$ distance. The parameter set is taken as $\beta_{\mathrm{DGL}}=1, \hat{m}_{B}=\hat{m}_{\chi}=0.5$.


Figure 7.9: The profiles of the color-electric field in the Cartan representation for 3- (upper) and 8- (lower) components in the baryonic flux tube in the $x-z$ plane at $y=0$. The junction and the quarks are located at $(x, y, z)=(0,0,0)$, and $R(0,0,9), B(9,0,-5), G(-9,0,-5)$, respectively.


Figure 7.10: The profiles of the color-electric field in the color-electric representation, expressed on the weight vectors of the $\mathrm{SU}(3)$ algebra, $\vec{w}_{1}$ (upper), $\vec{w}_{2}$ (middle), and $\vec{w}_{3}$ (lower) in the baryonic flux tube in the $x-z$ plane at $y=0$. The junction and the quarks are located at $(x, y, z)=(0,0,0)$, and $R(0,0,9), B(9,0,-5), G(-9,0,-5)$, respectively.


Figure 7.11: The profiles of the color-electric field in the color-magnetic representation, expressed on the root vectors of the $\mathrm{SU}(3)$ algebra, $\vec{\epsilon}_{1}$ (upper), $\vec{\epsilon}_{2}$ (middle), and $\vec{\epsilon}_{3}$ (lower) in the baryonic flux tube in the $x-z$ plane at $y=0$. The junction and the quarks are located at $(x, y, z)=(0,0,0)$, and $R(0,0,9), B(9,0,-5), G(-9,0,-5)$, respectively.


Figure 7.12: The profiles of the modulus of the monopole field of $\left|\chi_{1}\right|$ (upper), $\left|\chi_{2}\right|$ (middle), and $\left|\chi_{3}\right|$ (lower) in the baryonic flux tube in the $x-z$ plane at $y=0$. The junction and the quarks are located at $(x, y, z)=(0,0,0)$, and $R(0,0,9), B(9,0,-5), G(-9,0,-5)$, respectively.


Figure 7.13: The three-quark potential of the baryonic flux tube in the DGL theory, where $R_{i}=\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{J}\right|$. The parameter set is taken as $\beta_{\mathrm{DGL}}=1, \hat{m}_{B}=\hat{m}_{\chi}=0.5$.

## Chapter 8

## Glueball as the flux-tube ring solution in the DGL theory

The existence of glueball states is naively expected as results of the gluon self-coupling in QCD [6]. Recent progress of lattice QCD simulations predicts the masses of glueballs $M\left(0^{++}\right)$ $=1.50 \sim 1.75 \mathrm{GeV}, M\left(2^{++}\right)=2.15 \sim 2.45 \mathrm{GeV}[75-78]$. Experimentally, there are some candidates; $f_{0}(1500)$ and $f_{0}(1710)$ for the scalar glueball; $f_{J}(2220)(J=2$ or 4$), f_{2}(2300)$ and $f_{2}(2340)$ for the tensor glueball [2]. However, the abundance of $q-\bar{q}$ meson states in the $1 \sim 3 \mathrm{GeV}$ region and the possibility of the quarkonium-glueball mixing states still make it difficult to identify the glueball states [79]. To date, no glueball state has been firmly discovered yet. More studies for the glueballs from many directions are necessary to specify the glueball states.

In this chapter, as an application of the flux-tube picture for understanding the hadron structure, we study the glueball state using the flux-tube ring solution in the dual GinzburgLandau theory [51]. Our view point is the following: As shown in previous chapters, the meson and the baryon states can be regarded as a flux tube with valence quarks at the ends. Then, the glueball, which is constructed from gluons with no valence quarks, is identified with the flux tube without ends, the flux-tube ring. We first describe the flux-tube ring as a relativistic closed string with the effective string tension in terms of the string representation of the DGL theory, which contains the Nambu-Goto action. The effective string tension is classically calculated from the flux-tube ring solution as a function of its size. Combining these two results, we write the Hamiltonian for the radius degree of freedom and discuss the wave function of the flux-tube ring by solving the Schrödinger equation. Finally, we estimate the mass spectrum and its size as the glueball state.


Figure 8.1: Flux-tube ring

### 8.1 Flux-tube ring as the closed effective string

In this section, we explain our strategy to study the glueball state starting from the flux-tube solution of the DGL theory. We consider the simplest ring configuration obtained when the ends of the flux tube meet each other to form a circle [See Fig. 8.1]. However, we know that since the flux-tube solution is a static one which does not contain any kinetic energy, we cannot get the classically stable flux-tube ring solution. This mechanism can be understood as follows. A large flux-tube ring contains a large energy, since the energy is given by the string tension times its length, where the string tension is considered to take a constant value for a large ring. As decreasing the size of the ring, its energy becomes smaller. Therefore, the flux-tube ring is unstable and prefers to shrink. It means that, we first need to formulate a flux-tube solution including a kinetic term so as to be able to describe the dynamics of the flux tube. Once the contribution from the kinetic term is taken into account, from a quantum mechanical point of view, such a collapse is forbidden by the uncertainty principle. Let us imagine the hydrogen atom, where the stable ground state is determined by the energy balance between the kinetic term of the electron $p^{2} / 2 m_{e}$ and the Coulomb potential term $-e^{2} / r$ with the uncertainty relation $p \cdot r \geq 1$. The stable radius is known as the so-called Bohr radius, $r_{B}=1 /\left(m_{e} e^{2}\right)$, which leads to the minimal energy of the bound state $E_{B}=-e^{2} /\left(2 r_{B}\right)$. This suggests that the kinetic term and the quantum effect are essential.

For this purpose, we pay attention to the so-called string representation of the DGL theory. This representation can be analytically derived in the London limit $m_{\chi} \rightarrow \infty$, where the modulus of the monopole field is frozen taking the value of its condensate. The resulting effective string action has the form

$$
\begin{equation*}
S_{\mathrm{DGL}}^{\mathrm{string}}=\sigma \int d^{2} \xi \sqrt{-g}+\frac{1}{\alpha_{0}} \int d^{2} \xi \sqrt{-g} g^{a b}\left(\partial_{a} t_{\mu \nu}\right)\left(\partial_{b} t^{\mu \nu}\right) \tag{8.1.1}
\end{equation*}
$$

One finds that this representation contains the kinetic energy of the string. It is interesting to note that first term is known as the Nambu-Goto action with the string tension $\sigma$. Since this term is proportional to the area of string world surface, minimal area of the string world surface is required for the classical string motion. The second term is the so-called rigidity term, which is considered to be originating from the finite thickness effect of the color-electric field of the flux tube. The coefficient of rigidity term $1 / \alpha_{0}$ is known to take a negative value, which means that the string, described by this action, is stiff and hard to bend. In other word, this term prevents the closed string from shrinking, since this term dislikes a large curvature. One might expect that the closed string with rigidity has a stable size by a competition between the Nambu-Goto term and the rigidity term. Unfortunately, however, it has been reported that such a system is still unstable with respect to radial perturbations, and thus does not have a classical ground state [80]*.

Some notations are summarized in the following: The string world surface swept over the string motion, is parametrized by $x^{\mu}=x^{\mu}(\xi)$, where $\xi=\left(\xi_{1}, \xi_{2}\right)$ is a two dimensional coordinate. Then, we have

$$
\begin{equation*}
\sqrt{-g(\xi)}=\sqrt{-\frac{1}{2} \epsilon^{a b} \epsilon^{c d} g_{a c} g_{b d}}, \tag{8.1.2}
\end{equation*}
$$

which is the determinant of the induced metric tensor of the surface

$$
\begin{equation*}
g_{a b} \equiv\left(\partial_{a} x_{\mu}(\xi)\right)\left(\partial_{b} x^{\mu}(\xi)\right) \tag{8.1.3}
\end{equation*}
$$

where $\partial_{a} \equiv \partial / \partial \xi^{a}(a, b=1,2)$. Next, $\partial_{a} t_{\mu \nu}$ corresponds to the extrinsic curvature tensor of the surface [43], where

$$
\begin{equation*}
t_{\mu \nu}(\xi)=\frac{1}{\sqrt{-g(\xi)}} \epsilon^{a b}\left(\partial_{a} x_{\mu}(\xi)\right)\left(\partial_{b} x_{\nu}(\xi)\right) \tag{8.1.4}
\end{equation*}
$$

which satisfies $t_{\mu \nu}^{2}(\xi)=2$.
Let us parametrize the effective string action (8.1.1) for the ring as a circle with the radius $R$, considered as a function of $\xi_{1}$,

$$
\begin{equation*}
x^{1}(\xi)=R\left(\xi_{1}\right) \cos \xi_{2}, \quad x^{2}(\xi)=R\left(\xi_{1}\right) \sin \xi_{2}, \tag{8.1.5}
\end{equation*}
$$

and choose the chronological gauge $x^{0}(\xi)=\xi_{1}$. This parametrization satisfies the orthogonality condition $\partial_{1} x^{i} \cdot \partial_{2} x^{i}=0$. The effective string action is reduced to the form

$$
\begin{equation*}
S_{\mathrm{DGL}}^{\mathrm{string}}=\int d \xi_{1}\left[2 \pi \sigma_{\mathrm{eff}}(R, \dot{R}, \ddot{R}) R \sqrt{1-\dot{R}^{2}}\right] \tag{8.1.6}
\end{equation*}
$$

[^11]where we have defined the effective string tension $\sigma_{\text {eff }}$ as
\[

$$
\begin{equation*}
\sigma_{\mathrm{eff}}(R, \dot{R}, \ddot{R})=\sigma+\frac{1}{\alpha_{0}} \frac{2\left(R^{2} \ddot{R}^{2}+\left(1-\dot{R}^{2}\right)^{2}\right)}{R^{2}\left(1-\dot{R}^{2}\right)^{3}} \tag{8.1.7}
\end{equation*}
$$

\]

We find that this effective string tension never exceed the $\sigma$ since the second term always takes negative value. Here, $0<1-\dot{R}^{2}<1$ ( $\dot{R}$ never exceed the light speed).

In this scheme, the flux-tube ring is regarded as the relativistic closed string with the effective string tension. In our approach, however, we do not use $\sigma_{\text {eff }}(R, \dot{R}, \ddot{R})$ from Eq. (8.1.7) directly. Instead, regarding this effective string tension as the string tension of the classical flux-tube ring solution in the original DGL theory, we compute this numerically as a function of the ring radius $R$. We take the point of view that the instability problem of the closed string will be solved by considering the quantum states.

### 8.2 Flux-tube ring solution

In this section, we investigate the classical flux-tube ring solution numerically for a flux tube forming a torus with the radius $R$ as shown in Fig. 8.2. The color-electric Dirac structure inside the flux-tube ring is shown in Fig. 8.3(a). Now, the singular structure of the phase of the monopole field is essential to get such solution as discussed in the chapter 3, since now $\vec{\Sigma}_{\mu \nu}^{E}(x)=0$. Here, we can rely on the $\mathrm{U}(1)$ reduced form of the DGL theory, since in this case, the system can be described only by one $\mathrm{U}(1)$ sector of the $\mathrm{U}(1) \times \mathrm{U}(1)$ dual gauge symmetry. We can use the same framework as in the DAH model based on the derivation given in Eqs. (7.2.1) and (7.2.2). Note that if we consider a state like in Fig. 8.3(b), we need the full dual symmetry.

The singularity of the phase of the monopole field is characterized by rotational invariance about the $z$-axis,

$$
\begin{equation*}
\nabla \times \nabla \eta=2 \pi n \delta(r-R) \delta(z) \boldsymbol{e}_{\theta} \tag{8.2.1}
\end{equation*}
$$

where $\eta \equiv \eta_{i}-\eta_{j}(i \neq j)$, and $n$ is the winding number of the flux-tube forming the ring. The fields can be written as

$$
\begin{align*}
B & =B_{r}(r, z) \boldsymbol{e}_{r}+B_{z}(r, z) \boldsymbol{e}_{z} \\
\phi & =\phi(r, z) \tag{8.2.2}
\end{align*}
$$

and the phase is determined by Eq. (8.2.1) as $\eta=-n \tan ^{-1}(z /(r-R))$. The minus sign comes from the use of the cylindrical coordinate. The field equations are obtained by substituting these expressions into Eqs.(3.1.6) and (3.1.7),

$$
\begin{equation*}
\frac{\partial^{2} B_{z}}{\partial z \partial r}-\frac{\partial^{2} B_{r}}{\partial z^{2}}+2 \hat{g}^{2} B_{r}^{\prime} \phi^{2}=0 \tag{8.2.3}
\end{equation*}
$$



Figure 8.2: The flux-tube ring system which has rotational invariance about the $z$-axis. $R$ denotes the ring radius. All the coordinates used in the text are defined in this figure.

(a)

(b)

Figure 8.3: The structure of the color-electric Dirac string of the possible flux-tube excitations without valence quarks, which are originating from the phase of the monopole field $\eta_{i}$.

$$
\begin{gather*}
\frac{\partial^{2} B_{r}}{\partial r \partial z}-\frac{\partial^{2} B_{z}}{\partial r^{2}}+\frac{1}{r}\left(\frac{\partial B_{r}}{\partial z}-\frac{\partial B_{z}}{\partial r}\right)+2 \hat{g}^{2} B_{z}^{\prime} \phi^{2}=0  \tag{8.2.4}\\
\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{\partial^{2} \phi}{\partial z^{2}}+\frac{1}{r} \frac{\partial \phi}{\partial r}-\hat{g}^{2}\left(B_{r}^{\prime 2}+{B_{z}^{\prime 2}}^{2}\right) \phi-2 \hat{\lambda} \phi\left(\phi^{2}-\hat{v}^{2}\right)=0 \tag{8.2.5}
\end{gather*}
$$

with

$$
\begin{align*}
B_{r}^{\prime} & \equiv B_{r}-\frac{\partial \eta}{\partial r}=B_{r}-n \frac{z}{(r-R)^{2}+z^{2}}  \tag{8.2.6}\\
B_{z}^{\prime} & \equiv B_{z}-\frac{\partial \eta}{\partial z}=B_{z}+n \frac{r-R}{(r-R)^{2}+z^{2}} \tag{8.2.7}
\end{align*}
$$

The boundary conditions are given by

$$
\begin{aligned}
& \phi(r, z)=0 \quad \text { as } \quad(r, z) \rightarrow(R, 0) \\
& B_{r}^{\prime}(r, z)=0, \quad B_{z}^{\prime}(r, z)=0 \quad \text { and } \quad \phi(r, z)=\hat{v} \quad \text { as } \quad \sqrt{(r-R)^{2}+z^{2}} \rightarrow \infty \cdot(8.2 .8)
\end{aligned}
$$

For $r \rightarrow 0$, the color-electric field is required to disappear due to the rotational symmetry around the $z$ axis.

In Figs. 8.4 and 8.5, we show the numerical solutions of the profiles of the color-electric field and the monopole field as a function of the ring radius $R$. The parameter set used here is determined* so as to reproduce the dual gauge mass $m_{B}=0.5 \mathrm{GeV}$ [27], the monopole mass $m_{\chi}=1.6 \mathrm{GeV}$, and the string tension $\sigma=1.0 \mathrm{GeV} / \mathrm{fm}$. The GL-parameter is found to be $\kappa=3.2$, which suggests that the vacuum belongs to the type-II. These profiles show the tendencies of shrinking of the color-electric field and the monopole field as the ring radius $R$ is reduced. Accordingly, we also obtain the effective string tension $\sigma_{\text {eff }}(R)$ as a function of the ring radius as shown in Fig. 8.6. $\sigma_{\text {eff }}(R)$ is defined by

$$
\begin{equation*}
E(R)=2 \pi R \sigma_{\mathrm{eff}}(R) \tag{8.2.9}
\end{equation*}
$$

where $E(R)$ is the energy of the flux-tube ring,

$$
\begin{equation*}
E(R)=2 \pi \int_{0}^{\infty} r d r \int_{-\infty}^{\infty} d z\left[\frac{1}{2}\left(\frac{\partial B_{r}}{\partial z}-\frac{\partial B_{z}}{\partial r}\right)^{2}+\left(\frac{\partial \phi}{\partial r}\right)^{2}+\left(\frac{\partial \phi}{\partial z}\right)^{2}+\hat{g}^{2}\left(B_{r}^{\prime 2}+B_{z}^{\prime 2}\right) \phi^{2}+\hat{\lambda}\left(\phi^{2}-\hat{v}^{2}\right)^{2}\right] \tag{8.2.10}
\end{equation*}
$$

We find the string tension is effectively reduced with decreasing the ring radius $R$, which is considered to be caused by the reduction of the color-electric field. The energy $E(R)$ decreases as the ring radius $R$ is reduced.

### 8.3 Closed effective string as the glueball state

In this section, we combine the results of previous two sections. Let us take for the effective string tension in (8.1.6) as it is computed from the classical flux-tube ring solution. We rewrite the action (8.1.6) as

$$
\begin{equation*}
S_{\mathrm{DGL}}^{\mathrm{string}}=\int_{\tau_{I}}^{\tau_{F}} d \xi_{1} L(R, \ddot{R}) \tag{8.3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
L(R, \dot{R}) \equiv 2 \pi \sigma_{\mathrm{eff}}(R) R \sqrt{1-\dot{R}^{2}} \tag{8.3.2}
\end{equation*}
$$

can be regarded as the Lagrangian of the flux-tube ring. From this, we get canonical conjugate momentum of the coordinate $R$, as

$$
\begin{equation*}
P_{R} \equiv \frac{\partial L}{\partial \dot{R}}=2 \pi R \sigma_{\mathrm{eff}}(R) \frac{\dot{R}}{\sqrt{1-\dot{R}^{2}}} \tag{8.3.3}
\end{equation*}
$$

Performing the Legendre transformation, we obtain the Hamiltonian of the flux-tube ring*

$$
\begin{equation*}
H\left(P_{R}, R\right)=\sqrt{P_{R}^{2}+\left\{2 \pi R \sigma_{\mathrm{eff}}(R)\right\}^{2}} \tag{8.3.4}
\end{equation*}
$$

[^12]One finds that if we put $P_{R}=0(\dot{R}=0)$, the hamiltonian provides the static energy (8.2.9).
Once the ring hamiltonian including the kinetic term is obtained, we can look for the glueball states by solving the Schrödinger equation

$$
\begin{equation*}
\left[-\frac{d^{2}}{d R^{2}}+\left\{2 \pi R \sigma_{\mathrm{eff}}(R)\right\}^{2}\right] \Phi_{m}(R)=M_{m}^{2} \Phi_{m}(R) \tag{8.3.5}
\end{equation*}
$$

with the boundary conditions,

$$
\begin{equation*}
\Phi_{m}(R=0)=0, \quad \Phi_{m}(R=\infty)=0 . \tag{8.3.6}
\end{equation*}
$$

The boundary condition $\Phi_{m}(0)=0$ is required in view of the ring structure of the flux-tube since the wave function is considered to characterize the configuration of the color-electric flux.

It is useful to consider first an ideal case where the effective string tension has a constant value; $\sigma_{\text {eff }}(R) \approx \sigma(\simeq 1.0 \mathrm{GeV} / \mathrm{fm})$. In this case, the ring Hamiltonian reduces into the harmonic-oscillator in one dimension and we can easily obtain the analytic form of the wave function and the mass spectrum,

$$
\begin{align*}
& \Phi_{m}(R) \propto H_{m}(\sqrt{2 \pi \sigma} R) \exp \left(-\pi \sigma R^{2}\right)  \tag{8.3.7}\\
& M_{m}=\sqrt{4 \pi \sigma\left(m+\frac{1}{2}\right)} \tag{8.3.8}
\end{align*}
$$

where $H_{m}(x)$ is Hermite polynomials, $H_{0}(x)=1, H_{1}(x)=x$ and so on. One finds the state $m=1,3,5, \cdots$ satisfies the boundary condition $\Phi_{m}(0)=0$. Thus, we get

$$
\begin{align*}
& \Phi_{1}(R)=2^{7 / 2} \pi \sigma^{3 / 2} R \exp \left(-\pi \sigma R^{2}\right)  \tag{8.3.9}\\
& M_{1}=\sqrt{6 \pi \sigma}=4.34 \sqrt{\sigma}=1.93 \mathrm{GeV} \tag{8.3.10}
\end{align*}
$$

for the lowest state of the flux-tube ring. The root mean square radius is obtained as

$$
\begin{equation*}
\sqrt{\left\langle R_{1}^{2}\right\rangle} \equiv \int_{0}^{\infty} d R \Phi_{1} R^{2} \Phi_{1}=\sqrt{\frac{3}{4 \pi \sigma}}=0.489 \frac{1}{\sqrt{\sigma}}=0.23 \mathrm{fm} \tag{8.3.11}
\end{equation*}
$$

Let us now calculate the ground state of the $m=1$ state for the $\kappa=m_{\chi} / m_{B}=3.2$ case. In this case, we should resort to the variational method since the effective string tension is not a constant value and is given as the numerical function of the radius $R$. We use the trial function $\Phi_{1}(R, a) \propto R \exp \left(-a \pi \sigma R^{2}\right)$ where $a$ is the variational parameter determined by minimizing

$$
\begin{equation*}
M_{1}(a) \equiv \sqrt{\frac{\left\langle\Phi_{1}(R, a)\right| H\left(P_{R}, R\right)^{2}\left|\Phi_{1}(R, a)\right\rangle}{\left\langle\Phi_{1}(R, a) \mid \Phi_{1}(R, a)\right\rangle}} \tag{8.3.12}
\end{equation*}
$$

and we obtain $M_{1}(a=0.82)=1.6 \mathrm{GeV}$ as shown in Fig.8.7, which is regarded as the lowest glueball mass $M_{G}$. As for the root mean square radius, $a=0.82<1$ suggests that the
ring radius becomes broad compared with $\sqrt{3 / 4 \pi \sigma}$ for the extreme type-II limit case by the factor $1 / \sqrt{a}$. Therefore, we estimate the ring radius as 0.25 fm and the size of the glueball as $R_{G}=0.25 \times 2=0.5 \mathrm{fm}$ (the ring diameter). We find that this mass spectrum $M_{G}=1.6$ GeV is almost consistent with the scalar glueball mass that the lattice QCD predicts for the lowest state [75-78].

It is interesting to note that the expression (8.3.10) is very similar to the following form[81],

$$
\begin{equation*}
M\left(0^{++}\right)=3 \sqrt{2} \sqrt{\sigma} \simeq 4.24 \sqrt{\sigma}, \tag{8.3.13}
\end{equation*}
$$

which is naively derived by the procedure of the minimization of the energy of a bound state of two massless gluons,

$$
\begin{equation*}
E=2 p+\frac{9}{4} \sigma r-\frac{\alpha}{r} \tag{8.3.14}
\end{equation*}
$$

where $p$ is the gluon momentum and $\alpha$ the strong coupling constant. The color factor $9 / 4$ is given by the ratio of the $\mathrm{SU}\left(N_{c}\right)$ Casimir operators of the adjoint representation $N_{c}$ and the fundamental representation $\left(N_{c}{ }^{2}-1\right) / 2 N_{c}$ for $N_{c}=3$. The uncertainty relation $p \cdot r \geq 1$ leads the energy minimum $E=3 \sqrt{(2-\alpha) \sigma} \approx 3 \sqrt{2} \sqrt{\sigma}$ at $r=2 \sqrt{2-\alpha} / 3 \sqrt{\sigma} \approx 2 \sqrt{2} / 3 \sqrt{\sigma}=$ $0.943 / \sqrt{\sigma}$. One may find that this glueball size $0.943 / \sqrt{\sigma}$ is also consistent with two times of $0.489 / \sqrt{\sigma}$ in Eq. (8.3.11). These similarities seem to suggest a close relation between the flux-tube ring picture and the phenomenological potential picture of the glueball.

### 8.4 Summary and discussions

We have studied the flux-tube ring solution in the dual Ginzburg-Landau (DGL) theory as the glueball excitation. The main idea of this study is the description of the flux-tube ring solution in the DGL theory in terms of its string representation [39-42] as a relativistic closed string with an effective string tension, which enables us to write the Hamiltonian of the flux-tube ring. The effective string tension is closely related to the extrinsic curvature dependence of the string, while we have computed this value in terms of the classical fluxtube ring solution. Inserting this information into the Hamiltonian, we have discussed the mass spectrum and the wave function of the glueball state, where the boundary condition $\Phi(R=0)=0$ dictates the ring structure of the color-electric flux to the wave function.

Analyzing the Schrödinger equation $H\left(P_{R}, R\right)^{2} \Phi(R)=M^{2} \Phi(R)$ with the boundary condition $\Phi(R=0)=\Phi(R=\infty)=0$, we have obtained the eigenvalue $M_{G}=1.6 \mathrm{GeV}$ for the ground state, which is considered as the lowest glueball mass. The size of the glueball is estimated as $R_{G}=0.5 \mathrm{fm}$. The mass spectrum $M_{G}=1.6 \mathrm{GeV}$ is almost consistent with the scalar glueball mass that the lattice QCD predicts for the lowest state. We have also found these results are very similar to another approach based on the Regge phenomenology, where the
color factor $9 / 4$ in the linear potential between two gluons plays an important role for the estimation of the glueball mass and the size. These similarities are quite interesting and the phenomenological potential picture of the glueball in terms of valence gluons seems to have a close relation with the flux-tube ring picture.

We should add few remarks about the relation between the glueball and the monopole. One may find that the $m_{\chi}=1.6 \mathrm{GeV}$ is very similar to the glueball mass which we have obtained using above analysis. The monopole field corresponds to the complex scalar field which originates from the off-diagonal gluon field in the maximally Abelian (MA) gauge in QCD. Thus, the monopole field would also does present the scalar gluonic excitation in the QCD vacuum such as the scalar glueball [82]. Therefore, this resemblance of masses seems to be quite natural, in fact, the phase of the monopole field has played an essential role for the flux-tube ring solution. It is interesting to note that once this identification is allowed, we can determine the mass $m_{\chi}$ self-consistently. In such a case, the DGL theory which is now including three-parameters can be rewritten to the two-parameters theory. However, whether the both scalar glueballs presented by the flux-tube ring or the monopole field are the same or not is another problem since the flux-tube ring depends not only on the GL-parameter but also on the string tension.


Figure 8.4: The profiles of the color-electric field $E_{\theta}(r, z)$ in unit of $1 / \mathrm{fm}^{2}$ of the flux-tube ring system in the type-II $(\kappa=3.2)$ vacuum. The left-hand side denotes the 3 D plot and the right-hand side is its contour plot. The unit of the radial coordinate $r$ and the $z$-axis is fm . The radius is taken from 2.0 fm (upper) to 0.5 fm (below) in step of 0.5 fm . The color-electric field $E_{\theta}$ decreases as the ring radius $R$ is reduced.


Figure 8.5: The profiles of the modulus of the monopole field $\phi(r, z)$ in unit of $1 / \mathrm{fm}$ of the flux-tube ring system in the type-II $(\kappa=3.2)$ vacuum. The left-hand side denotes the 3D plot and the right-hand side is its contour plot. The unit of the radial coordinate $r$ and the $z$-axis is fm . The radius is taken from 2.0 fm (upper) to 0.5 fm (below) in step of 0.5 fm . The monopole field $\phi$ at the central region of the ring decreases as the ring radius $R$ is reduced.


Figure 8.6: The effective string tension $\sigma_{\text {eff }}(R)$ in $\mathrm{GeV} / \mathrm{fm}$ as a function of the ring radius $R$. As the ring radius is reduced, the effective string tension decreases to zero.


Figure 8.7: The energy expectation value $M_{1}(a)$ of the flux-tube ring system as a function of the variational parameter $a$, which relates to the size of the wave function. The dotted line denotes the case of the constant string tension $\sigma=1.0 \mathrm{GeV} / \mathrm{fm}$ (for type-II limit), where the energy minimum shows 1.93 GeV at $a=1$ as we have obtained in the analytical way. The solid line is the main result by using the effective string tension $\sigma_{\text {eff }}(R)$ (for $\kappa=3.2$ ), which shows the energy minimum 1.60 GeV at $a=0.82$. The result $a<1$ suggests that the wave function is broad compared with the type-II limit case.

## Chapter 9

## Summary and concluding remarks

In order to get deeper theoretical insights into the hadron properties in terms of quarks and gluons, we have worked out several new aspects of the dual superconducting picture of the QCD vacuum. This picture is quite interesting in the following sense:

1. Confinement and the string-like properties of hadrons observed in experiments can be understood in terms of the flux-tube formation.
2. It is numerically supported by Monte Carlo simulations based on lattice QCD, using the maximally Abelian (MA) gauge and Abelian projection, when infrared Abelian dominance and monopole condensation emerge.
Abelian dominance means irrelevance of the off-diagonal gluons. Monopoles, as topological defects, appear after the Abelian projection in the MA gauge, which correspond to the nontrivial homotopy group $\pi_{2}\left(\mathrm{SU}(N) / \mathrm{U}(1)^{N-1}\right)=\boldsymbol{Z}_{\infty}^{N-1}$.
3. Based on these simulation results, one can construct the dual Ginzburg-Landau (DGL) theory as an the infrared effective theory of QCD. The flux-tube statics and dynamics are described within the DGL theory as perturbation of dual superconductivity by external charges.
4. The DGL theory possesses a string representation, which means that QCD can be reduced to an effective string theory in the large distance region.
5. It is tempting to ask how many properties of infrared QCD can be reproduced complementarily by using the new framework both by lattice simulation and analytical calculation.

Based on these idea, first, we have reviewed the derivation of the $\mathrm{U}(1)$ dual Abelian Higgs (DAH) model corresponding to the infrared effective model of $\mathrm{SU}(2) \mathrm{QCD}$ (SU(2) gluody-
namics). The ideas of Abelian gauge fixing, Abelian projection, leading to the appearance of monopoles, have been described. We have found that the path-integral duality transformation enables us naturally introduce the dual gauge field, which couples to monopole current. In contrast to the Zwanziger formalism, although the resulting Lagrangian does not have the manifest duality between the color-electric and the color-magnetic sector, this structure is immediately useful to discuss the flux tube and dual superconductivity of the vacuum.

Next, we have illuminated the structure of the DAH model by solving the classical field equations and discussed how one gets the topologically stable solution related to the $q-\bar{q}$ system, the flux-tube solution. Analytical evaluation of the string tension of the flux tube in the Bogomol'nyi limit, the border of the type-I and the type-II vacuum, has been shown to be possible.

We have also studied the quantum properties of the DAH model by means of the Monte Carlo simulation on the $\mathrm{U}(1)$ dual lattice. For this purpose, we have introduced the dual lattice formulation of the DAH model, where the monopole field, the dual gauge field, and the dual field strength tensor is defined on dual sites, dual links, and dual plaquettes, respectively. By using this formulation, first, we have shown that we can obtain the flux-tube solution numerically in a more elegant way, since the shape of the flux tube is determined by placement of the color-electric Dirac string singularity treated as a connected stack of plaquettes. Second, we have performed the Monte Carlo simulation and sketched the phase diagram of the DAH model by paying attention to some observables, plaquette energy density, modified hopping term, and vortex density. In the simulation, there appear vortex loops, the excitation of a flux-tube ring, in the vacuum. We have found that the density of vortex loop plays an important role to determine the phase of the quantized DAH vacuum. By introducing the 't Hooft loop, the four-dimensional extension of the color-electric Dirac string on the dual lattice, we have measured the profile of the flux tube in the DAH vacuum in the presence of non-vanishing vortex density. We have found that the modulus of the monopole field has a quite different structure compared with the classical profile obtained by solving the field equations. Also the monopole supercurrent is hidden when the density of vortex loos is not small. From this analysis we conclude that dual superconductivity and string structure crucially depend on the density of vortex loops.

We have investigated the possibility to obtain the parameters of the DAH model as an infrared effective theory of $\mathrm{SU}(2)$ gluodynamics, linking them both at the quantum level. Both the $\mathrm{SU}(2)$ gluodynamics and the DAH model have been treated on the lattice and the dual lattice. The input bare parameters of the DAH model are obtained, making use of the extended Swendsen method, where monopole current configurations from $\mathrm{SU}(2)$ lattice gauge theory in the MA gauge are used to reconstruct the monopole action. The latter
is then put into relation to the monopole representation of the DAH model. The profile of the color-electric flux tube and the string tension (from 't Hooft loops) should then be reproduced within the DAH model by means of Monte Carlo simulations. In this study we have specially paid attention to the case $\beta_{\mathrm{SU}(2)}=2.5115$, at the same time fixing the lattice spacing of both lattices $a_{\mathrm{SU}(2)}=a_{\mathrm{DAH}}=0.086 \mathrm{fm}$. We have measured the profile and the string tension of the flux tube for the corresponding DAH parameter set. We have obtained a similar structure with the $\mathrm{SU}(2)$ gluodynamics for the profile of the color-electric field. However, unfortunately, we could not see the clear signal of the monopole supercurrent due to the presence of large non-vanishing vortex density. We have found that our result of the string tension shows that $\mathrm{SU}(2)$ lattice gauge theory is quantitatively reproduced by quantized DAH model. This investigation seems to suggest that it was correct to pay attention to the monopole degrees of freedom on this relatively fine lattice in order to extract the needed quantitative information of the infrared properties of gluodynamics. Our next task is to systematically study the quantitative relation for other $\beta_{\mathrm{SU}(2)}$. Then, we could find the renormalized masses corresponding to the DAH model, which will be addressed in further work. The application of this method to the $\mathrm{SU}(3)$ case is, of course, then the next interesting step.

We have derived the dual Ginzburg-Landau theory corresponding to the infrared effective theory of QCD (SU(3) gluodynamics) by using the same techniques used in a derivation of the $\mathrm{U}(1)$ DAH model. Reflecting the $\mathrm{SU}(3)$ gauge symmetry of original QCD, the resulting framework has the $[\mathrm{U}(1)]^{2}$ dual gauge symmetry, and there appear three types of the color charges both in the electric and the magnetic sector, satisfying the Dirac quantization condition. These charges are distributed on the weight vector and the root vector diagram of the $\mathrm{SU}(3)$ algebra, respectively. Then, they possesses the global Weyl symmetry among the permutation of the color labels.

We have reformulated the DGL theory to make the global Weyl symmetry manifest, and applied this to the systematic investigation of hadron structures, such as meson, baryon, and glueball states in terms of the open string, $Y$-shaped string and closed string flux-tube solutions in the DGL theory. We have found that all these states can be classified in terms of the color-electric Dirac string structure. The baryonic state is one of the most interesting and important application of the DGL theory, since this state can be treated only after taking into account the $[\mathrm{U}(1)]^{2}$ dual gauge symmetry originating from $\mathrm{SU}(3)$ gauge symmetry. We have found that the manifestly Weyl symmetric approach, in particular, given by the colormagnetic representation of the dual gauge field is the most convenient one for this subject, since the resulting DGL theory can be dealt with in a quite similar way as in the U(1) DAH model. Formally, the manifestly Weyl symmetric representation of the DGL theory has the
form of a sum of three $\mathrm{U}(1)$ DAH models coupled to each other by a constraint. This means that the investigation of the $\mathrm{U}(1)$ DAH model is also relevance to understand the DGL theory.

In the glueball study, we have investigated the flux-tube ring solution, representing a flux tube without ends, without valence quarks. Contrary to other hadrons containing valence quarks (meson, baryon) where the motion of quarks helps to stabilize the states, when we study this state we first need to consider how such flux-tube ring can be stabilized in terms of the flux-tube motion itself. In other words, it became indispensable to take the kinetic contribution of the flux-tube action into account. Thus, for this purpose we have applied the result of the string representation of the DGL theory, and described the flux-tube ring as an relativistic closed string with an effective string tension. This description enabled us to write down the Hamiltonian of the flux-tube ring. Analyzing the Schrödinger equation, we have discussed the mass spectrum and the wave function of the glueball. The lowest glueball state is found to have a mass $M_{G} \sim 1.6 \mathrm{GeV}$ and a size $R_{G} \sim 0.5 \mathrm{fm}$. The parameter set used in this analysis was determined to fit the lowest glueball mass, the string tension and the size of normal hadrons. The DGL parameter derived from QCD is still not available. However, the lesson of this study is that the DGL theory can provide a useful method for the study of the glueball, when topological stability and quantization of collective degrees of freedom are combined. Once the couplings of the DGL theory have a deeper quantitative relation to $\mathrm{SU}(3) \mathrm{QCD}$, one should come back to this interesting system.

## Appendix A

## Monte Carlo method for the DAH model

We summarize the Monte Carlo algorithm for the DAH model used in the simulation described in chapters 4 and 5 . We want to sample the dual gauge field $\hat{B}_{\mu}(s)$ and the complex valued monopole field $\hat{\chi}(s)$ according to a probability measure

$$
P(B, \chi) \propto \exp \left(-S_{\mathrm{DAH}}[B, \chi]\right)
$$

where the lattice action of the DAH model is given by

$$
S_{\mathrm{DAH}}=\sum_{s}\left[\frac{\beta_{\mathrm{DAH}}}{2} \sum_{\mu<\nu}^{*} \hat{F}_{\mu \nu}^{2}(s)+\tilde{\gamma} \sum_{\mu}\left|\hat{\chi}(s)-e^{i \hat{B}_{\mu}(s)} \hat{\chi}(s+\hat{\mu})\right|^{2}+\tilde{\lambda}\left(|\hat{\chi}(s)|^{2}-1\right)^{2}\right] .
$$

Here, the couplings are defined by $\beta_{\mathrm{DAH}} \equiv 1 / \hat{g}^{2}, \tilde{\gamma} \equiv \frac{\beta_{\mathrm{DAH}} \tilde{m}_{B}^{2}}{2}$, and $\tilde{\lambda} \equiv \frac{\beta_{\mathrm{DAH}} \tilde{m}_{B}^{2} \tilde{m}_{X}^{2}}{8}$. The dimensionless masses are given by $\hat{m}_{B} \equiv m_{B} \cdot a$ and $\hat{m}_{\chi} \equiv m_{\chi} \cdot a$. The sampling is done by a Markov process with alternating updates of the dual gauge and monopole fields. In distinction to the pure Metropolis algorithm, a heat bath proposal according to the quadratic part of the action is used. This is corrected stochastically by a Metropolis acceptance check with respect to the rest of the action.

## A. 1 Update of the dual gauge field

The update is made in a vectorized program in checkerboard fashion (odd/even lattice parts alternately).

Kinetic term : The part of the action which depends on the dual gauge field $\hat{B}_{\rho}\left(s^{\prime}\right)$ (one link) is spelled,

$$
\begin{align*}
S_{0}(B) \equiv & \frac{\beta_{\mathrm{DAH}}}{2} \sum_{s, \mu<\nu} \hat{F}_{\mu \nu}^{2}(s) \\
\rightarrow & \frac{\beta_{\mathrm{DAH}}}{2} \sum_{\nu \neq \rho}\left\{\left(\hat{B}_{\rho}\left(s^{\prime}\right)+\hat{B}_{\nu}\left(s^{\prime}+\hat{\rho}\right)-\hat{B}_{\rho}\left(s^{\prime}+\hat{\nu}\right)-\hat{B}_{\nu}\left(s^{\prime}\right)+2 \pi \hat{\Sigma}_{\rho \nu}^{\mathrm{E}}\left(s^{\prime}\right)\right)^{2}\right. \\
& \left.+\left(\hat{B}_{\rho}\left(s^{\prime}-\hat{\nu}\right)+\hat{B}_{\nu}\left(s^{\prime}+\hat{\rho}-\hat{\nu}\right)-\hat{B}_{\rho}\left(s^{\prime}\right)-\hat{B}_{\nu}\left(s^{\prime}-\hat{\nu}\right)+2 \pi \hat{\Sigma}_{\rho \nu}^{\mathrm{E}}\left(s^{\prime}-\hat{\nu}\right)\right)^{2}\right\} \\
= & \frac{1}{2}\left(\frac{\hat{B}_{\rho}\left(s^{\prime}\right)+\frac{1}{6} \sum_{\nu \neq \rho}(p 1+p 2)}{\frac{1}{\sqrt{6 \beta_{\mathrm{DAH}}}}}\right)^{2}+\text { const., } \tag{A.1.1}
\end{align*}
$$

where

$$
\begin{align*}
p 1 & \equiv \hat{B}_{\nu}\left(s^{\prime}+\hat{\rho}\right)-\hat{B}_{\rho}\left(s^{\prime}+\hat{\nu}\right)-\hat{B}_{\nu}\left(s^{\prime}\right)+2 \pi \hat{\Sigma}_{\rho \nu}^{\mathrm{E}}\left(s^{\prime}\right)  \tag{A.1.2}\\
p 2 & \equiv-\hat{B}_{\nu}\left(s^{\prime}+\hat{\rho}-\hat{\nu}\right)-\hat{B}_{\rho}\left(s^{\prime}-\hat{\nu}\right)+\hat{B}_{\nu}\left(s^{\prime}-\hat{\nu}\right)-2 \pi \hat{\Sigma}_{\rho \nu}^{\mathrm{E}}\left(s^{\prime}-\hat{\nu}\right) \tag{A.1.3}
\end{align*}
$$

we have used $\sum_{\nu \neq \rho}=3$. One finds that this form is gaussian, so that one gets the candidate of new $\hat{B}_{\rho}\left(s^{\prime}\right)$ by using a normally distributed gaussian random numbers according to the Box-Muller Method: If $x$ is distributed as $f(x)$,

$$
\begin{equation*}
f(x) \propto \exp \left(-\frac{1}{2}\left(\frac{x-\text { mean }}{\text { width }}\right)^{2}\right) \tag{A.1.4}
\end{equation*}
$$

then $x$ is given by

$$
\begin{equation*}
x=\text { mean }+ \text { width } \times \text { gaussian } . \tag{A.1.5}
\end{equation*}
$$

Here, "gaussian" is a random number $R$ off variance $\left\langle R^{2}\right\rangle=1$ which is distributed as

$$
\begin{equation*}
f(R) \propto \exp \left(-\frac{1}{2} R^{2}\right) \tag{A.1.6}
\end{equation*}
$$

Such random numbers are obtained by using the Box Muller method: First, we prepare two flat random numbers, $U_{1}$ and $U_{2}:[0,1)$. Then, we obtain two independent normally distributed gaussian random numbers $R_{1}$ and $R_{2}$ by using the relation

$$
\begin{align*}
& R_{1}=\sqrt{-2 \log \left(1-U_{1}\right)} \cos \left(2 \pi U_{2}\right)  \tag{A.1.7}\\
& R_{2}=\sqrt{-2 \log \left(1-U_{1}\right)} \sin \left(2 \pi U_{2}\right) \tag{A.1.8}
\end{align*}
$$

By comparing (A.1.1) and (A.1.4), we set

$$
\begin{align*}
\text { mean } & =-\frac{1}{6} \sum_{\nu \neq \rho}(p 1+p 2)  \tag{A.1.9}\\
\text { width } & =\frac{1}{\sqrt{6 \beta_{\mathrm{DAH}}}} \tag{A.1.10}
\end{align*}
$$

and obtain the new $\hat{B}_{\rho}\left(s^{\prime}\right)$ as

$$
\begin{equation*}
\hat{B}_{\rho}^{\text {new }}\left(s^{\prime}\right)=-\frac{1}{6} \sum_{\nu \neq \rho}(p 1+p 2)+\frac{1}{\sqrt{6 \beta_{\mathrm{DAH}}}} \cdot R_{1} . \tag{A.1.11}
\end{equation*}
$$

Note that we also have an interaction term between the dual gauge field and the monopole field. The new $\hat{B}_{\rho}\left(s^{\prime}\right)$ should be determined so as to correspond to the full weight. Next we spell out the interaction term.

Interaction term : We extract $\hat{B}_{\rho}\left(s^{\prime}\right)$ in the interaction term (kinetic term of the monopole field) as

$$
\begin{align*}
S_{1}(B) \equiv & \tilde{\gamma} \sum_{s, \mu}\left|\hat{\chi}(s)-e^{i \hat{B}_{\mu}(s)} \hat{\chi}(s+\hat{\mu})\right|^{2} \\
\rightarrow & \tilde{\gamma}\left|\hat{\chi}\left(s^{\prime}\right)-e^{i \hat{B}_{\rho}\left(s^{\prime}\right)} \hat{\chi}\left(s^{\prime}+\hat{\rho}\right)\right|^{2} \\
= & \tilde{\gamma}\left\{\left(\hat{\chi}_{R}\left(s^{\prime}\right)-\hat{\chi}_{R}\left(s^{\prime}+\hat{\rho}\right) \cos \hat{B}_{\rho}\left(s^{\prime}\right)+\hat{\chi}_{I}\left(s^{\prime}+\hat{\rho}\right) \sin \hat{B}_{\rho}\left(s^{\prime}\right)\right)^{2}\right. \\
& \left.+\left(\hat{\chi}_{I}\left(s^{\prime}\right)-\hat{\chi}_{I}\left(s^{\prime}+\hat{\rho}\right) \cos \hat{B}_{\rho}\left(s^{\prime}\right)-\hat{\chi}_{R}\left(s^{\prime}+\hat{\rho}\right) \sin \hat{B}_{\rho}\left(s^{\prime}\right)\right)^{2}\right\} . \tag{A.1.12}
\end{align*}
$$

According to the Metropolis acceptance check, the sampling of the dual gauge fields is achieved by a probability

$$
\begin{align*}
P_{\text {accept }} & =\min \{1, \text { Ratio }\} \\
& =\min \left\{1, \frac{T\left(\hat{B}_{\rho}^{\text {old }}, \hat{B}_{\rho}^{\text {new }}\right)}{T\left(\hat{B}_{\rho}^{\text {new }}, \hat{B}_{\rho}^{\text {old }}\right)} \exp (-\Delta S)\right\}, \tag{A.1.13}
\end{align*}
$$

where $\Delta S=S\left(\hat{B}_{\rho}^{\text {new }}\right)-S\left(\hat{B}_{\rho}^{o l d}\right)$ and $T\left(\hat{B}_{\rho}^{\text {new }}, \hat{B}_{\rho}^{\text {old }}\right)$ is a transition probability from $\hat{B}_{\rho}^{\text {old }}$ to $\hat{B}_{\rho}^{\text {new }}$. Then, the Ratio is explicitly written as

$$
\begin{align*}
\text { Ratio } & =\frac{e^{-S_{0}\left(\hat{B}_{\rho}^{o l d}\right)}}{e^{-S_{0}\left(\hat{B}_{\rho}^{\text {new }}\right)}} \frac{e^{-S_{0}\left(\hat{B}_{\rho}^{\text {new }}\right)-S_{1}\left(\hat{B}_{\rho}^{\text {new }}\right)}}{e^{-S_{0}\left(\hat{B}_{\rho}^{o l d}\right)-S_{1}\left(\hat{B}_{\rho}^{\text {old }}\right)}} \\
& =\frac{e^{-S_{1}\left(\hat{B}_{\rho}^{\text {new }}\right)}}{e^{-S_{1}\left(\hat{B}_{\rho}^{\text {old }}\right)}} \\
& =\frac{\exp \left\{-\tilde{\gamma}\left|\hat{\chi}\left(s^{\prime}\right)-e^{i \hat{B}_{\rho}^{\text {new }}\left(s^{\prime}\right)} \hat{\chi}\left(s^{\prime}+\hat{\rho}\right)\right|^{2}\right\}}{\exp \left\{-\tilde{\gamma}\left|\hat{\chi}\left(s^{\prime}\right)-e^{i \hat{B}_{\rho}^{\text {old }}\left(s^{\prime}\right)} \hat{\chi}\left(s^{\prime}+\hat{\rho}\right)\right|^{2}\right\}}, \tag{A.1.14}
\end{align*}
$$

where $\hat{B}_{\rho}^{\text {new }}\left(s^{\prime}\right)$ is a candidate of the dual gauge field obtained by the Box-Muller method, and $\hat{B}_{\rho}^{\text {old }}\left(s^{\prime}\right)$ is previous one. We define

$$
\begin{align*}
a_{\rho}^{R: n e w, o l d} & \equiv \hat{\chi}_{R}\left(s^{\prime}+\hat{\rho}\right) \cos \hat{B}_{\rho}^{\text {new }, \text { old }}\left(s^{\prime}\right)-\hat{\chi}_{I}\left(s^{\prime}+\hat{\rho}\right) \sin \hat{B}_{\rho}^{\text {new }, \text { old }}\left(s^{\prime}\right),  \tag{A.1.15}\\
a_{\rho}^{I: \text { new }, \text { old }} & \equiv \hat{\chi}_{I}\left(s^{\prime}+\hat{\rho}\right) \cos \hat{B}_{\rho}^{\text {new,old }}\left(s^{\prime}\right)+\hat{\chi}_{R}\left(s^{\prime}+\hat{\rho}\right) \sin \hat{B}_{\rho}^{\text {new }, \text { old }}\left(s^{\prime}\right), \tag{A.1.16}
\end{align*}
$$

where

$$
\begin{equation*}
\left(a_{\rho}^{\text {R:new,old }}\right)^{2}+\left(a_{\rho}^{I: \text { new,old }}\right)^{2}=\hat{\chi}_{R}^{2}\left(s^{\prime}+\hat{\rho}\right)+\hat{\chi}_{I}^{2}\left(s^{\prime}+\hat{\rho}\right) \tag{A.1.17}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\text { Ratio }=\frac{\exp \left\{2 \tilde{\gamma}\left(\hat{\chi}_{R}\left(s^{\prime}\right) a_{\rho}^{R: \text { new }}+\hat{\chi}_{I}\left(s^{\prime}\right) a_{\rho}^{I: \text { new }}\right)\right\}}{\exp \left\{2 \tilde{\gamma}\left(\hat{\chi}_{R}\left(s^{\prime}\right) a_{\rho}^{R: o l d}+\hat{\chi}_{I}\left(s^{\prime}\right) a_{\rho}^{I \text { :old }}\right)\right\}} \text {. } \tag{A.1.18}
\end{equation*}
$$

Here, we again prepare an flat random number $U$ and compare it with the Ratio. If Ratio $\geq U$, we replace the old $\hat{B}_{\rho}^{\text {old }}\left(s^{\prime}\right)$ by the new $\hat{B}_{\rho}^{\text {new }}\left(s^{\prime}\right)$. However if Ratio $<U$, we keep the old $\hat{B}_{\rho}^{\text {old }}\left(s^{\prime}\right)$. The heat bath proposal followed by Metropolis decision is the algorithm to obtain the thermalized configuration of the dual gauge field.

## A. 2 Update of the monopole field

The update is made in checkerboard fashion (odd/even lattice parts alternately), too.

Kinetic term : From the action, we extract the terms containing the monopole field $\hat{\chi}_{R, I}\left(s^{\prime}\right)\left(\right.$ at site $\left.s^{\prime}\right):$

$$
\begin{align*}
& \tilde{\gamma} \sum_{s, \mu}\left|\hat{\chi}(s)-e^{i \hat{B}_{\mu}(s)} \hat{\chi}(s+\hat{\mu})\right|^{2} \\
\rightarrow & \tilde{\gamma}\left\{\left|\hat{\chi}\left(s^{\prime}\right)-e^{i \hat{B}_{\mu}\left(s^{\prime}\right)} \hat{\chi}\left(s^{\prime}+\hat{\mu}\right)\right|^{2}+\left|\hat{\chi}\left(s^{\prime}-\hat{\mu}\right)-e^{i \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right)} \hat{\chi}\left(s^{\prime}\right)\right|^{2}\right\} \\
= & \tilde{\gamma} \sum_{\mu}\left\{\left|\hat{\chi}\left(s^{\prime}\right)-e^{i \hat{B}_{\mu}\left(s^{\prime}\right)} \hat{\chi}\left(s^{\prime}+\hat{\mu}\right)\right|^{2}+\left|\hat{\chi}\left(s^{\prime}\right)-e^{-i \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right)} \hat{\chi}\left(s^{\prime}-\hat{\mu}\right)\right|^{2}\right\} \\
= & \frac{1}{2}\left(\frac{\hat{\chi}_{R}\left(s^{\prime}\right)-\frac{1}{8} \sum_{\mu}\left(a_{\mu}^{R}\left(s^{\prime}\right)+b_{\mu}^{R}\left(s^{\prime}\right)\right)}{\frac{1}{\sqrt{16 \tilde{\gamma}}}}\right)^{2} \\
& +\frac{1}{2}\left(\frac{f_{x^{\prime}}^{I}-\frac{1}{8} \sum_{\mu}\left(a_{\mu}^{I}\left(s^{\prime}\right)+b_{\mu}^{I}\left(s^{\prime}\right)\right)}{\frac{1}{\sqrt{16 \tilde{\gamma}}}}\right)^{2}+\text { const., } \tag{A.2.1}
\end{align*}
$$

where $a_{\mu}^{R, I}\left(s^{\prime}\right)$ comes from forward link and $b_{\mu}^{R, I}\left(s^{\prime}\right)$ from backward link, defined by

$$
\begin{align*}
& a_{\mu}^{R}\left(s^{\prime}\right) \equiv \hat{\chi}_{R}\left(s^{\prime}+\hat{\mu}\right) \cos \hat{B}_{\mu}\left(s^{\prime}\right)-\hat{\chi}_{I}\left(s^{\prime}+\hat{\mu}\right) \sin \hat{B}_{\rho}\left(s^{\prime}\right),  \tag{A.2.2}\\
& a_{\mu}^{I}\left(s^{\prime}\right) \equiv \hat{\chi}_{I}\left(s^{\prime}+\hat{\mu}\right) \cos \hat{B}_{\mu}\left(s^{\prime}\right)+\hat{\chi}_{R}\left(s^{\prime}+\hat{\mu}\right) \sin \hat{B}_{\mu}\left(s^{\prime}\right),  \tag{A.2.3}\\
& b_{\mu}^{R}\left(s^{\prime}\right) \equiv \hat{\chi}_{R}\left(s^{\prime}-\hat{\mu}\right) \cos \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right)+\hat{\chi}_{I}\left(s^{\prime}-\hat{\mu}\right) \sin \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right),  \tag{A.2.4}\\
& b_{\mu}^{I}\left(s^{\prime}\right) \equiv \hat{\chi}_{I}\left(s^{\prime}-\hat{\mu}\right) \cos \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right)-\hat{\chi}_{R}\left(s^{\prime}-\hat{\mu}\right) \sin \hat{B}_{\mu}\left(s^{\prime}-\hat{\mu}\right) . \tag{A.2.5}
\end{align*}
$$

We have used $\sum_{\mu=1}^{4}=4$. Hence, by using the similar technique with finding candidates of the dual gauge field, the real part of the monopole field can be produced by setting

$$
\begin{align*}
\text { mean } & =\frac{1}{8} \sum_{\mu}\left(a_{\mu}^{R}\left(s^{\prime}\right)+b_{\mu}^{R}\left(s^{\prime}\right)\right)  \tag{A.2.6}\\
\text { width } & =\frac{1}{\sqrt{16 \tilde{\gamma}}} . \tag{A.2.7}
\end{align*}
$$

The imaginary part of the monopole field is,

$$
\begin{align*}
\text { mean } & =\frac{1}{8} \sum_{\mu}\left(a_{\mu}^{I}\left(s^{\prime}\right)+b_{\mu}^{I}\left(s^{\prime}\right)\right)  \tag{A.2.8}\\
\text { width } & =\frac{1}{\sqrt{16 \tilde{\gamma}}} . \tag{A.2.9}
\end{align*}
$$

Here, the two normal random numbers with gaussian distribution are supplied by the BoxMuller method.

Interaction term : Next, we consider the self-interaction term of the monopole field. Let us extract the $\hat{\chi}_{R, I}\left(s^{\prime}\right)$,

$$
\begin{equation*}
\tilde{\lambda} \sum_{s}\left(|\hat{\chi}(s)|^{2}-1\right)^{2} \rightarrow \tilde{\lambda}\left(\hat{\chi}_{R}^{2}\left(s^{\prime}\right)+\hat{\chi}_{I}^{2}\left(s^{\prime}\right)-1\right)^{2} \tag{A.2.10}
\end{equation*}
$$

Now, we consider the ratio

$$
\begin{equation*}
\text { Ratio } \equiv \frac{\exp \left\{-\tilde{\lambda}\left(\left(\hat{\chi}_{R}^{\text {new }}\left(s^{\prime}\right)\right)^{2}+\left(\hat{\chi}_{I}^{\text {new }}\left(s^{\prime}\right)\right)^{2}-1\right)^{2}\right\}}{\exp \left\{-\tilde{\gamma}\left(\left(\hat{\chi}_{R}^{\text {old }}\left(s^{\prime}\right)\right)^{2}+\left(\hat{\chi}_{I}^{\text {old }}\left(s^{\prime}\right)\right)^{2}-1\right)^{2}\right\}} \tag{A.2.11}
\end{equation*}
$$

where the $\hat{\chi}_{R, I}^{\text {new }}\left(s^{\prime}\right)$ are candidates of the monopole field, and $\hat{\chi}_{R, I}^{\text {old }}\left(s^{\prime}\right)$ the previous one. The Metropolis decision is the same as in the case of the dual gauge field: If Ratio $\geq U$, we replace the old $\hat{\chi}_{R, I}^{\text {old }}\left(s^{\prime}\right)$ with the new $\hat{\chi}_{R, I}^{\text {new }}\left(s^{\prime}\right)$. However, if Ratio $<U$, we still continue to keep the old $\hat{\chi}_{R, I}^{o l d}\left(s^{\prime}\right)$. This is the algorithm to obtain the thermalized configuration of the complex valued monopole field.
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[^0]:    *The components of which have to fulfill some constraint.

[^1]:    *Why this measurement provides the expectation values of operators in the vacuum with external source will be explained for a similar case in the section 4.4. The form $\langle O\rangle_{\text {external }}^{q-\bar{q}}{ }^{=}\langle W O\rangle_{0} /\langle W\rangle_{0}$, where $W$ denotes the Wilson loop operator and $O$ an another operator, physically corresponds to the dual object (4.4.5), the 't Hooft loop operator $H$ [49].

[^2]:    *In principle, these charged matter fields should be integrated out [56].

[^3]:    *An example of a cluster of monopole currents is shown in Fig. 5.2, where the lattice formalism is adopted.

[^4]:    *In order to avoid confusion, the symbol " ${ }^{*}$ " is reserved for the parameters of the DAH model. Later, we consider the DGL theory corresponding to the $\mathrm{SU}(3)$ gluodynamics in the Abelian projection. In that case, we do not use this notation.

[^5]:    *The differential form is useful to derive the Eq. (3.2.6). Let us denote the dual field strength tensor $* F=d B+\frac{e}{2} \Sigma$, where $*$ denotes the Hodge dual, and $d$ expresses the exterior derivative, which defines the mapping from $k$-form to $(k+1)$-form, satisfying $d^{2}=0$. The breaking of the dual Bianchi identity is expressed as $d \Sigma=* j$. We write as $B^{\text {sing }}=\frac{e}{2} N$, where $N=-\Delta^{-1} \delta \Sigma$. Here, $\Delta^{-1}$ can be regarded as the Coulomb propagator, given by the inverse of $\Delta=(d+\delta)^{2}=d \delta+\delta d: \Delta \Delta^{-1}=\Delta^{-1} \Delta=1$ ( $\delta$ is the codifferential, which defines the mapping from $k$-form to $(k-1)$-form, satisfying $\delta^{2}=0$ ). By using $\left[d, \Delta^{-1}\right]=0$, we have a relation $d N=-\Sigma+\Delta^{-1} \delta * j$, which leads to the final expression $* F=d B^{\text {reg }}+\frac{\epsilon}{2} C$, where $C=\Delta^{-1} \delta * j$.

[^6]:    *Precisely speaking, Refs. [66-68] are studies of the Abelian Higgs (AH) model. However, since the DAH model differs only in the interpretation of the AH model, we can make use of these studies.

[^7]:    *Here, we shall omit to write the monopole field part. One should regard such contribution is, of course, included.

[^8]:    *Note that $\beta_{\mathrm{SU}(\mathrm{N})}=2 N / e^{2}$.

[^9]:    *In this chapter, we shall omit the explicit hat "^" of fields which denote lattice variables.

[^10]:    *In the DGL theory, we do not use "*" for the parameters in order to distinguish from the DAH model.

[^11]:    *In terms of this point, recently, we have found that the second term of Eq. (13) in Ref. [80] does not coincide with our form obtained in (8.1.7). This may give us a new feature of the closed string with rigidity.

[^12]:    *For the determination of the couplings of the DGL theory from the $\mathrm{SU}(3)$ gluodynamics (QCD), we need further investigation similar to what has begun in chapter 5 .
    ${ }^{*}$ This seems to be a two-dimensional extension of the Hamiltonian of a relativistic particle with mass $m$, $H=\sqrt{p^{2}+m^{2}}$.

