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Preface

This dissertation presents studies on per-flow fairness in IEEE 802.11 wireless LANs. The contents are based on the research I carried out during my Ph.D. course at the Department of Information and Communications Technology, Graduate School of Engineering, Osaka University, Japan. The chapters in this dissertation address three key fairness issues occurred in IEEE 802.11-based wireless local area networks (LANs).

IEEE 802.11-based wireless LANs, sometimes referred to as wireless Ethernet or wireless fidelity (Wi-Fi), have become very popular and deployed widely in many areas such as airport lounges, hotels, campuses, rail-way stations, and even in private homes. The prevalence of wireless LANs is now a standard feature for laptops, personal digital assistants (PDAs), video game consoles, and mobile phones. Reasons for this explosive popularity and rapid evolving are its simplicity, convenience, mobility, and most of all, high-speed access to the Internet. Meanwhile, a wide variety of applications and services, ranging from best-effort to real-time, are running over wireless LANs, and now wireless LANs have become a part of our everyday lives.

Although wireless LANs are simple and easy to use, they have certain drawbacks as a result of changes in today’s Internet. The IEEE 802.11 protocol is designed to achieve per-station fairness (or station-based fairness), so that all stations accessing the wireless channel share the wireless bandwidth fairly. This works well when all stations in a wireless LAN are identical to each other. However, achieving per-station fairness is not always reasonable, especially when some of stations in the wireless LAN behave in different ways. This dissertation discusses such three key fairness issues occurred in IEEE 802.11 wireless LANs.

Organization of the dissertation

This dissertation is organized into following chapters:
1. Introduction
2. Per-flow fairness in single-rate wireless LANs
3. Per-flow fairness in QoS-oriented wireless LANs
4. Per-flow fairness in multi-rate wireless LANs
5. Conclusions
Chapter 1 clarifies the purpose of this research by providing background. It then overviews the IEEE 802.11 MAC (medium access control) protocol, IEEE 802.11e EDCA (enhanced distributed channel access) protocol, and two fairness concepts, max-min fairness and proportional fairness, which are used in subsequent chapters.

Chapter 2 addresses a fairness issue between uplink and downlink flows in single-rate IEEE 802.11-based wireless LANs, where uplink flows dominate over downlink flows in terms of bandwidth usage. In order to ameliorate max-min fairness, in Chapter 2, we present a window control scheme by modifying the random backoff mechanism in the IEEE 802.11 MAC protocol that employs CSMA/CA (carrier sense multiple access with collision avoidance) mechanism. In our scheme, APs (access points) dynamically control their minimum contention window size $CW_{\text{min}}$, a parameter of the random backoff mechanism in CSMA/CA, in order to adjust the ratio of the total packet rate of downlink flows to the packet rate of an uplink flow. Our scheme is evaluated through numerous simulation experiments with UDP and TCP traffic flows, and results show that our scheme is valid and works very well.

Chapter 3 describes a per-flow fairness issue in IEEE 802.11e EDCA-based wireless LANs, where both real-time and best-effort traffic flows exist. Even though the IEEE 802.11e EDCA protocol differentiates flows with different QoS (quality of services) requirements, it does not differentiate stations, i.e., it gives the same access priority to respective access categories in all stations. As a result, a bundle of flows transmitted from an access category in an AP is treated in the same way as an individual flow transmitted from the same access category in wireless terminals, and this results in unfairness between uplink and downlink best-effort flows at the best-effort access category. Chapter 3 presents a dynamic contention window control scheme to ameliorate max-min fairness among best-effort flows, while guaranteeing QoS requirements for real-time flows. In our scheme, the minimum contention window size $CW_{\text{min}}$ of the best-effort access category at APs is first determined based on the number of best-effort flows, in such a way that this unfairness is resolved. The minimum and maximum contention window sizes (i.e., $CW_{\text{min}}$s and $CW_{\text{max}}$s) for real-time traffic at APs are then determined so as to guarantee QoS requirements for these traffic.

Chapter 4 considers the so-called performance anomaly issue in multi-rate IEEE 802.11 wireless LANs, where stations with the lowest data transmission rate regulate the throughput of all other stations and it is forced to be the same as the throughput of stations with the lowest data transmission rate. As a result, the total system throughput degrades badly in a multi-rate wireless LAN. To alleviate the performance anomaly, in Chapter 4, we present a dynamic contention window control mechanism that works well for UDP and TCP flows. In our scheme, flows are classified into several classes according to their data transmission rates, and at APs, downlink flows in respective classes are stored in separate buffers, as in the IEEE 802.11e EDCA protocol. Further our scheme
assigns different minimum contention window sizes $CW_{\text{min}}$ to those classes according to their data transmission rates and target packet rates. Through simulation experiments, we show the effectiveness of our scheme even when there are many downlink flows at the AP.

Chapter 5 presents the conclusions of this dissertation by summarizing all results and observations we obtained through the research. Some future works and implementation issues of our schemes are also discussed in Chapter 5.
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Osaka, Japan
January 2010
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</tr>
<tr>
<td>$T_i^{(\text{DATA})}$</td>
<td>frame transmission time of a class $i$ data frame</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>throughput, the number of frames transmitted in a unit time</td>
</tr>
<tr>
<td>$\overline{\Theta}_D$</td>
<td>average $\Theta$ of downlink flows</td>
</tr>
<tr>
<td>$\Theta_{D,i}$</td>
<td>$\Theta$ of $i$th downlink flow</td>
</tr>
<tr>
<td>$\overline{\Theta}_U$</td>
<td>average $\Theta$ of uplink flows</td>
</tr>
<tr>
<td>$\Theta_{U,i}$</td>
<td>$\Theta$ of $i$th uplink flow</td>
</tr>
<tr>
<td>$TXOP[i]$</td>
<td>transmission opportunity of $AC_i$</td>
</tr>
<tr>
<td>$U$</td>
<td>uplink</td>
</tr>
<tr>
<td>$Z_i$</td>
<td>channel occupancy time of a class $i$ flow</td>
</tr>
<tr>
<td>$Z_{D,i}$</td>
<td>channel occupancy time of a class $i$ downlink flow</td>
</tr>
<tr>
<td>$Z_{U,i}$</td>
<td>channel occupancy time of a class $i$ uplink flow</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

In recent years, wireless technology has become an important component in providing networking infrastructure for data delivery. This wireless data revolution has been made possible by the introduction of new networking technologies and paradigms such as [15, 77]

- wireless PANs (personal area networks, e.g., Bluetooth [89] or ZigBee [58])
- wireless LANs (local area networks, e.g., Wi-Fi [82])
- wireless MANs (metropolitan area networks, e.g., WiMAX [53])
- wireless WANs (wide area networks, e.g., MBWA [54])

In particular, IEEE 802.11-based wireless LANs, sometimes referred to as wireless Ethernet or wireless fidelity (Wi-Fi), have become very popular and deployed widely in many areas such as airport lounges, hotels, campuses, rail-way stations, and even in private homes. The prevalence of wireless LANs is now a standard feature for laptops, personal digital assistants (PDAs), video game consoles, and mobile phones. Reasons for this explosive popularity and rapid evolving are its simplicity, convenience, mobility, and most of all, high-speed access to the Internet. Meanwhile, a wide variety of applications and services, ranging from best-effort to real-time, are running over wireless LANs, and now wireless LANs have become a part of our everyday lives.

Generally, a wireless LAN consists of two main components; wireless enabled devices, i.e., wireless terminals (WTs), and an access point (AP). The AP forms a bridge between wired and wireless networks, and as shown in Fig. 1.1, wireless terminals connect to the Internet via the AP. This type of networks is referred to as infrastructure networks. There is another type of networks called ad hoc networks, where there is no APs and wireless terminals communicate directly with each other on a peer-to-peer mode. This dissertation focuses on widely spread infrastructure networks.

Although wireless LANs are simple and easy to use, they have certain drawbacks as a result of changes in today’s Internet. The IEEE 802.11 protocol is designed to achieve per-station fairness (or station-based fairness), so that all stations (note that in
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Figure 1.1: Wireless local area network (LAN).

this dissertation, we use term station to refer to any wireless device i.e., AP and wireless terminal accessing the wireless channel) accessing the wireless channel share the wireless bandwidth fairly. This works well when all stations in a wireless LAN are identical to each other. However, achieving per-station fairness is not always reasonable, especially when some of stations in the wireless LAN behave in different ways. This dissertation discusses such three key fairness issues occurred in IEEE 802.11 wireless LANs:

(i) per-flow fairness issue in single-rate wireless LANs,
(ii) per-flow fairness issue of best-effort flows in QoS-oriented wireless LANs, and
(iii) per-flow fairness issue under the proportional fairness in multi-rate wireless LANs.

We discuss these issues in detail in Chapters 2, 3, and 4, respectively. First of all, let us see how the IEEE 802.11 protocol works.

1.1 IEEE 802.11 Protocol

The IEEE 802.11 protocol [82] focuses on medium access control (MAC) and physical layers. The original standard supports three types of implementations at the physical layer; frequency hopping spread spectrum (FHSS), direct sequence spread spectrum (DSSS), and infrared (IR). FHSS and DSSS use radio frequencies on the 2.4 GHz industrial, scientific and medical (ISM) band, while IR uses infrared light. FHSS and IR implementations support 1 Mbps data transmission rate with an optional 2 Mbps extension, while DSSS supports both. Later, higher physical layer extensions such as IEEE 802.11a [83], IEEE 802.11b [84], and IEEE 802.11g [86] were standardized. The IEEE 802.11 MAC protocol defines:
The IEEE 802.11 MAC protocol specifies two medium access schemes, DCF (distributed coordination function) and PCF (point coordination function). The latter is an optional mechanism operated on DCF with a point coordinator. This dissertation focuses on DCF which follows a CSMA/CA (carrier sense multiple access with collision avoidance) mechanism to reduce and resolve collisions of data frames.

1.1.1 CSMA/CA Mechanism

CSMA/CA is a listen before talk (LBT) mechanism and it is illustrated in Fig. 1.2. When a station has a data frame to transmit, it first senses the wireless channel for a DIFS (DCF interframe space) period given by

$$DIFS = SIFS + 2 \cdot SlotTime,$$

where $SIFS$ and $SlotTime$ denote the short interframe space and the duration of a time slot, respectively. When the station finds the wireless channel idle for a DIFS period, the random backoff procedure starts.

![Figure 1.2: CSMA/CA mechanism.](image)

The station generates a random backoff interval (also referred to as backoff window) as an additional deferral time before starting its frame transmission, and the backoff counter decreases while the wireless channel is idle. Note here that the backoff counter is frozen when the wireless channel is sensed busy, and it is reactivated when the wireless channel is sensed idle again for a DIFS period. When the backoff counter reaches zero,
the station acquires the transmission right and starts the frame transmission. The IEEE 802.11 DCF defines two frame transmission schemes, basic scheme and RTS/CTS scheme (request-to-send/clear-to-send). We discuss these schemes in detail in Sections 1.1.2 and 1.1.3, respectively.

The random backoff interval is given by $B_I \cdot \text{SlotTime}$, where $B_I$ is the initial value of the backoff counter and is a random integer determined by each station individually. The random integer $B_I$ follows a uniform distribution on $[0, CW]$, where $CW$ is referred to as contention window. Parameter $CW$ is initially set to be its minimum value $CW_{\text{min}}$ and for the $r$th ($r = 1, 2, \ldots, r_{\text{max}}$) retransmission attempt, it is given by

$$CW = \min \left( 2^r(CW_{\text{min}} + 1) - 1, CW_{\text{max}} \right),$$

(1.1)

where $r_{\text{max}}$ denotes the maximum number of retransmission attempts of a data frame, and $CW_{\text{max}}$ denotes the maximum value of $CW$. Figure 1.3 illustrates this process. If the retransmission of a data frame fails $r_{\text{max}}$ times successively, the data frame is dropped and never transmitted again. When a data frame succeeds in transmission or it is dropped, $CW$ is reset to be $CW_{\text{min}}$.

![Random backoff procedure](image)

Figure 1.3: Random backoff procedure.

### 1.1.2 Basic Scheme

The IEEE 802.11 DCF basic scheme is a two-way handshaking mechanism and it is used for short data frames which are not longer than $RTSThreshold$ defined in the IEEE 802.11 MAC protocol. As depicted in Fig. 1.4, in the basic scheme, the sender station (station A) starts to transmit the data frame immediately after it acquires the
transmission right. The IEEE 802.11 MAC protocol utilizes a positive acknowledgments (ACKs) to ensure reliable transmission, and the receiver station (station B) sends an ACK frame a SIFS period after the correct receipt of the data frame. Note that SIFS is shorter than DIFS. If the sender station fails to receive the ACK frame, it tries to retransmit the data frame. Note that the maximum number of retransmission attempts $r_{\text{max}}$ in the basic scheme is set to be $\text{ShortRetryLimit}$ of 7.

![Diagram of basic scheme](image)

Figure 1.4: Basic scheme.

### 1.1.3 RTS/CTS Scheme

In addition to the basic scheme explained above, the IEEE 802.11 MAC protocol defines a four-way handshaking mechanism which is known as RTS/CTS scheme. In IEEE 802.11-based wireless LANs, long data frames which are longer than $\text{RTSThreshold}$ are transmitted using RTS/CTS scheme. As illustrated in Fig. 1.5, in the RTS/CTS scheme, sender and receiver stations (stations A and B, respectively) exchange RTS and CTS control frames prior to the data frame transmission, in order to avoid collisions of long data frames and to resolve the hidden-terminal problem. Note that the interframe intervals between RTS, CTS, data, and ACK frames are all equal to SIFS. In the RTS/CTS scheme, the maximum number of retransmission attempts $r_{\text{max}}$ is set to be $\text{LongRetryLimit}$ of 4.

Table 1.1 summarizes the default MAC parameter values defined in the IEEE 802.11a and IEEE 802.11b physical layer extensions. Note that $\text{SlotTime}$ and SIFS values in Table 1.1 are in $\mu$sec unit.
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1.2 Features and Challenges of Wireless LANs

This section briefly overviews some key features and challenges of IEEE 802.11 wireless LANs. These include

- security
- roaming and handover
- quality of services (QoS)
- multi-rate transmission
- system performance

1.2.1 Security

Wireless LAN security problems have been widely publicized and have been a key barrier to take up. In a wireless LAN, the data frame is broadcast from the sender station in the hope that the receiver station is within its transmission range. The drawback to this mechanism is that any other station within this range also receives the data frame, and without a security mechanism of some sort, it can process the data. The IEEE 802.11 standard defines authentication mechanisms, including open system and
shared key, and data encryption technique called wired equivalent privacy (WEP) to provide station authentication and data privacy, respectively. When the IEEE 802.11 draft standard was introduced in 1997, WEP was intended to provide confidentiality comparable to that of traditional wired networks [72].

Beginning in 2001, however, the vulnerability of WEP has been identified [7, 20]. Since WEP cannot provide strong link-layer level security, a revised version of WEP, known as WEP2 was proposed. After it became clear that overall WEP algorithm was deficient and would require even more fixes, both WEP and WEP2 were superseded by Wi-Fi protected access (WPA) which is a subset of the IEEE 802.11i [87] standard. The IEEE 802.11i enhancement defines advanced encryption standard (AES) and temporal key integrity protocol (TKIP), and AES and TKIP are considered to be so promising as a cure for wireless LANs security problems [10, 30, 60].

1.2.2 Roaming and Handover

There are three different handover scenarios in IEEE 802.11 wireless LANs [65].

(i) movement within the basic service set (BSS),
(ii) movement from one AP to another within the same extended service set (ESS), and
(iii) movement from a BSS in one ESS to a BSS in a different ESS.

Most of solutions provide handover for the first two scenarios; these can be done using link-layer. The last scenario requires the involvement of layer 3.

The way an application operates directly correlates to its resilience during the roaming process. Connection-oriented applications, such as TCP-based applications, are more tolerant to packet loss incurred during the roaming process because TCP is a reliable and connection oriented protocol. Data loss during the roaming process and handover delay, however, might cause a noticeable impact to UDP-based connectionless applications, such as voice over IP (VoIP) and video. In order to solve such issues and to provide secure access, several protocols, which enable fast roaming, have been proposed so far [13]. These include control and provisioning of wireless access points (CAPWAP) [27], handover keying (HOKEY) [14], and IEEE 802.11r [88].

1.2.3 QoS

The IEEE 802.11 DCF access scheme described in Section 1.1 provides best-effort traffic services. Real-time traffic services such as IP telephony (i.e., VoIP) and video conferencing, however, demand various QoS requirements, such as bandwidth guarantees, low delay, low jitter, and low packet loss rate. So far, numerous research efforts have been conducted to support QoS in IEEE 802.11-based wireless LANs.
1.2.3.1 QoS Schemes for IEEE 802.11 Wireless LANs

Most existing QoS mechanisms for IEEE 802.11 wireless LANs can be classified into three main categories [94].

(i) service differentiation schemes,
(ii) admission control and bandwidth reservation schemes, and
(iii) link adaptation schemes.

Service differentiation schemes include IEEE 802.11e EDCA [85], persistent factor DCF (P-DCF) [25], distributed weighted fair queue (DWFQ) [3, 4], distributed fair scheduling (DFS) [4, 80], and distributed deficit round robin (DDRR) [1]. Due to inefficiency of IEEE 802.11 protocol, service differentiation does not perform well under high traffic load conditions [51]. In such situations, admission control and bandwidth reservation become necessary in order to guarantee QoS of existing traffic flows. Admission control and bandwidth reservation schemes include virtual MAC (VMAC) [5], probe packet scheme [75], ARME [4], and AACA [52]. On the other hand, link adaptation mechanisms, which selects proper data transmission rate according to the wireless channel condition, include received signal strength (RSS) [61], packet error rate (PER) prediction [49], and link adaptation with success/fail (S/F) thresholds [11].

In the next subsection, we present overview of widely adopted IEEE 802.11e EDCA amendment which was standardized in 2005.

1.2.3.2 IEEE 802.11e EDCA Protocol

The IEEE 802.11e protocol defines a new coordination function called hybrid coordination function (HCF), which is composed of a contention-based channel access part and a centrally controlled channel access part. The contention-based channel access is referred to as enhanced distributed channel access (EDCA) and the centrally controlled channel access is referred to as HCF controlled channel access (HCCA).

In the IEEE 802.11e EDCA, traffic is classified into four access categories $AC_i$ ($i = 0, 1, 2, 3$) according to QoS requirements, and each of which follows a CSMA/CA mechanism explained in Section 1.1.1. These access categories are differentiated by means of different MAC parameter values. The carrier sensing time $AIFS[i]$ of $AC_i$ is given by

$$AIFS[i] = SIFS + AIFSN[i] \cdot SlotTime,$$

where $AIFSN[i]$ denotes an integer greater than one. Minimum and maximum contention windows of $AC_i$ are given by $CW_{\text{min}}[i]$ and $CW_{\text{max}}[i]$, respectively. The IEEE 802.11e EDCA is illustrated in Fig. 1.6.

With the default parameter value set, $AC_i$ ($i = 0, 1, 2$) is given more chances to access to the wireless channel than $AC_j$ ($i + 1 \leq j \leq 3$) (see Table 1.2). Thus, as shown in
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Fig. 1.6: IEEE 802.11e EDCA access scheme.

Fig. 1.7, delay sensitive voice and video flows are mapped into $AC_0$ and $AC_1$, respectively, while best-effort (BE) flows are mapped into $AC_2$ and background (BK) flows are mapped into $AC_3$.

If backoff counters of more than one access category in a station expire at the same time slot, so-called an internal collision occurs. The internal collision is resolved within the station; the frame of the access category with the highest priority, involved in the internal collision, is transmitted and others behave as if they underwent an external frame collision on the wireless channel. As in the IEEE 802.11 DCF, once an $AC_i$ acquires the transmission right, it starts to transmit the data frame using either basic scheme or RTS/CTS scheme, depending upon the length of the data frame.

Furthermore, as shown in Fig. 1.8, the IEEE 802.11e EDCA allows the $AC_i$ to send...
multiple data frames within the duration of transmission opportunity $TXOP[i]$. Note that $TXOP[i]$ is given in msec unit, and if $TXOP[i] = 0$, only one data frame transmission is allowed. The default parameter values for the IEEE 802.11e EDCA protocol are summarized in Table 1.2.

![Figure 1.8: IEEE 802.11e EDCA transmission opportunity.](image)

**Table 1.2: IEEE 802.11e EDCA default parameter values.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IEEE 802.11a</th>
<th>IEEE 802.11b</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CW_{\text{min}}[i]$</td>
<td>3, 7, 15, 15</td>
<td>7, 15, 31, 31</td>
</tr>
<tr>
<td>$CW_{\text{max}}[i]$</td>
<td>7, 15, 1023, 1023</td>
<td>15, 31, 1023, 1023</td>
</tr>
<tr>
<td>$AIFS_{[i]}$</td>
<td>2, 2, 3, 7</td>
<td>2, 2, 3, 7</td>
</tr>
<tr>
<td>$TXOP_{[i]}$</td>
<td>1.504, 3.008, 0, 0</td>
<td>3.264, 6.016, 0, 0</td>
</tr>
</tbody>
</table>

### 1.2.4 Multi-Rate Transmission

In wireless systems, the radio propagation environment varies over time and space due to factors such as signal attenuations and fading, motion of objects, and interference which lead to variations in the received signal-to-noise ratio (SNR). A high level modulation can be used when the channel SNR is sufficiently high such that the received signal can be properly decoded.

Thus the IEEE 802.11 physical layer extensions were designed to support multiple data transmission rates by employing different modulations and channel coding schemes. Each station in a wireless LAN individually selects an appropriate data transmission rate $DataRate$ according to its channel condition, and transmits data frames using the selected $DataRate$. Stations in a good channel condition typically employ a higher data
transmission rate, while stations in a poor channel condition do a lower data transmission rate so as to prevent frequent frame losses due to transmission errors on the wireless channel. Note, however, that control frames such as RTS, CTS, and ACK frames are transmitted at the basic transmission rate $\text{BasicRate}$ (e.g., 1 or 2 Mbps in IEEE 802.11b wireless LANs and 6, 12, or 24 Mbps in IEEE 802.11a wireless LANs) so as to be perceived by all stations in the wireless LAN. Supported $\text{DataRate}$ values for different physical layer extensions are summarized in Table 1.3.

<table>
<thead>
<tr>
<th>Physical layer extension</th>
<th>Supported $\text{DataRates}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE 802.11a</td>
<td>6, 9, 12, 18, 24, 36, 48, and 54 Mbps</td>
</tr>
<tr>
<td>IEEE 802.11b</td>
<td>1, 2, 5.5, and 11 Mbps</td>
</tr>
</tbody>
</table>

So far, many rate adaptation algorithms have been proposed to switch the data transmission rate. These can be grouped into two categories [90]; (i) statistic-based such as ARF [41], LA-2 [69], and AARF/AMRR [48], and (ii) signal measurement-based such as RBAR [33], OAR [73], and RSS measurement [56].

The multi-rate mechanism with a dynamic rate switching is a way to improve the performance of individual stations. In IEEE 802.11-based wireless LANs, however, when at least one station uses a low data transmission rate, the overall system performance degrades badly [31,74]. It is because unlike time division multiple access (TDMA) systems, in wireless LANs, the access time of stations to the shared medium is not fixed, and thus stations with low data rates use much longer time to finish their data transmissions. As a result most of network resources are occupied by the stations with low data transmission rates. We discuss this issue in detail in Chapter 4.

### 1.2.5 System Performance

Over last few years, applications running over wireless LANs, traffic types passing through it, and users' demands and requirements have been changed dramatically. At the time the IEEE 802.11 task group finalized the IEEE 802.11 protocol, most of traffic was generated by client/server applications, and traffic was flowing from a server to clients. Thus the wireless bandwidth was dominated by downlink flows, i.e., flows from an AP to wireless terminals. With the appearance of so-called P2P (peer-to-peer) applications such as file sharing, however, both uplink and downlink flows now compete for the bandwidth, because they generate bi-directional traffic. Furthermore multimedia traffic such as VoIP and video are also now running over in wireless LANs, and as we discussed in Section 1.2.3, they need to be satisfied some QoS requirements. As we see later in this dissertation, in such cases the performance of the wireless LAN degrades badly because the legacy
standard has not designed to support such situations.

These system performance issues can be classified into (i) fairness issues, (ii) efficiency issues, and (iii) load balancing issues. Usually, these kinds of performance issues do not appear until the wireless channel capacity is overloaded, i.e., saturated situation. However, with greedy applications with elastic traffic, such as file transfer with TCP, saturated situations frequently arise in wireless LANs. Note here that load balancing issues [23, 34, 93] occur where there exist more than one AP within their transmission ranges, i.e., multi-cell environment. On the other hand, fairness issues and efficiency issues arises even in single-cell wireless LANs due to the unexpected usages described above. As we noted in the beginning of this chapter, this dissertation focuses on such key fairness and efficiency issues occurred in IEEE 802.11-based wireless LANs. In the next section we present an brief overview of some fairness criteria which we use in subsequent chapters.

1.3 Fairness Concepts

The notion of fairness arises in the context of packet-switched networks carrying elastic traffic between node pairs, i.e., the traffic streams that can exhaust, perhaps within certain bounds, any bandwidth that is assigned to them [63]. The most important example of such traffic is the best-effort traffic carried under the TCP; another example is the available bit rate traffic in asynchronous transfer mode (ATM).

Consider a network with elastic traffic flows. The elasticity means that each traffic flow can consume any assigned aggregated bandwidth. A general problem with this type of networks is how to assign bandwidth to traffic flows so that the capacities of links are not exceeded and that the actual aggregated bandwidth volumes assigned to each flow are distributed in a fair way. One way to do this is to apply the well-known max-min fairness principle [6]; an alternative to max-min fairness is the concept of utility fairness. In next subsections we discuss these fairness criteria in detail.

1.3.1 Max-Min Fairness

The basic idea behind the max-min fairness is to first allocate equal network resources (i.e., bandwidth) to all contending flows. If a flow cannot utilize the given bandwidth, because of constraints elsewhere, then the residual bandwidth is distributed among others.

Figure 1.9 clarifies this notion. We assume a network with four elastic traffic flows. One flow, i.e., flow 3, goes through all shared links AB and BC, and each other flow does only one shared link. Capacity of each link is assumed to be $C$ Mbps. In this network, it is plausible to limit flows 1, 2, and 3 to a rate of $C/3$ Mbps each, since this gives each of these flows as much rate as the others. It would be rather pointless, however, to restrict
flow 4 to rate of $C/3$ Mbps. Flow 4 might better be limited to $2C/3$ Mbps, since any lower limit than $2C/3$ Mbps would waste some of the capacity of the rightmost BC link without benefiting flows 1, 2, or 3, and any higher limit than $2C/3$ Mbps would be unfair because it would further restrict flow 3.

![Network Scenario](image)

**Figure 1.9:** A network scenario with four elastic traffic flows.

The example in Fig. 1.9 leads to the idea of maximizing the network use allocated to the flows with minimum allocation, thus giving rise to the term *max-min*. After these most poorly treated flows are given the greatest possible allocation, there might be considerable latitude left for choosing allocations for other flows. It is then reasonable to maximize the allocation for the most poorly treated of these other flows, and so forth, until all allocations are specified. An alternative way to express this intuition is to maximize the allocation of each flow $i$ subject to the constraint that an incremental increase in $i$’s allocation does not cause a decrease in allocations of some other flows that is not greater than $i$’s.

We assume a direct graph network with a set of traffic flows. Each flow $i$ ($i = 1, 2, \cdots, N$) has an associated fixed path in the network. We denote by $r_i$ the allocated rate for flow $i$ (i.e., the throughput of flow $i$). The total allocated rates for all flows on link $a$ of the network is then given by

$$F_a = \sum_{\text{all } i \text{ on } a} r_i$$

Letting $C_a$ be the capacity of link $a$, we have the following constraints on the vector $\mathbf{r} = \{r_1, r_2, \cdots, r_N\}$ of allocated rates:

$$r_i \geq 0, \text{ for all } i, \text{ and}$$

$$F_a \leq C_a, \text{ for all } a.$$
A vector \( r \) satisfying these constraints is said to be feasible. Furthermore, a vector \( r \) is said to be max-min fair if it is feasible and for each \( i \), \( r_i \) cannot be increased while maintaining feasibility without decreasing \( r_j \) for some flow \( j \) for which \( r_j \leq r_i \). It is known that there exists only one such solution when the resources of links and paths of all flows are both finite [63].

Given a feasible rate vector \( r \), we say that link \( a \) is a bottleneck link with respect to \( r \) for a flow \( i \) crossing \( a \) if \( F_a = C_a \) and \( r_i \geq r_j \) for all flows \( j \) crossing the link \( a \). For example, bottleneck links of flow 1, 2, 3, and 4 in Fig. 1.9 are links AB, AB, AB, and BC, respectively. We now conclude with a preposition that a feasible vector \( r \) is said to be max-min fair if and only if each flow has a bottleneck link respect to \( r \). The proof of this preposition and some algorithms for computing max-min fair rate vectors can be found in [6].

We observe that the total system throughput in the scenario depicted in Fig. 1.9 under the max-min fairness criterion is only \( 5C/3 \) Mbps. Since the achievable maximum system throughput is \( 2C \) Mbps, it is clear that, max-min fairness degrades the system throughput. The reason is that the same rate is assigned to every flow passing through the same bottleneck link (i.e., flows 1, 2, and 3) whatever the number of links on its path may be. In other words, when flows are not identical to each other, achieving max-min fairness degrades the system throughput.

Note that we can easily maximize the total system throughput by restricting rates of flows 1, 2, 3, and 4 to \( C/2 \), \( C/2 \), 0, and \( C \) Mbps, respectively. This is, however, highly unfair because some of flows fully occupy the link and achieve maximum of \( C \) Mbps throughput while some achieves nothing. Hence, a natural question arises whether there is some compromise solution between max-min fairness and throughput maximization that has better total system throughput than max-min fairness, yet is not as unfair as pure throughput maximization. The answer is yes, and such fair allocation principle is called utility fairness.

### 1.3.2 Utility Fairness

Utility fairness is often used as an alternative, a less egalitarian approach to max-min fairness [70]. It corresponds to the utility metric \( \sum_i U(r_i) \), where \( r_i \) is the rate of flow \( i \) and \( U \) is a concave function called utility function. The concept of utility is a convenient way to represent user preferences, and a utility function \( U \) can be interpreted as a user satisfaction [57].

The properties of utility fairness depends on the choice of utility function \( U \). The most often used class of utility functions is of form

\[
U_{\epsilon}(r) = \begin{cases} 
\log r, & \text{if } \epsilon = 1, \\
(1 - \epsilon)^{-1}r^{1-\epsilon}, & \text{otherwise},
\end{cases}
\]
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proposed in [59]. Note that when $\epsilon = 0$, the utility function $U_\epsilon(r)$ maximizes the throughput, while it achieves max-min fairness when $\epsilon = \infty$. Among all, the most widely used utility function is $U(r) = \log r$, i.e., $\epsilon = 1$. In such a case utility fairness is called proportional fairness [43].

1.3.3 Proportional Fairness

The idea behind the proportional fairness is to maximize the overall performance while giving at least some amount of rate to each flow [43]. The proportional fairness principle uses the revenue objective which consists in maximizing the sum of natural logarithms of the rates assigned to flows. The use of logarithmic function, instead of other functions, makes it impossible to assign zero rate to any flow (because $\log 0 = -\infty$), and at the same time, makes it not profitable to assign too much rate to any individual flow (because the derivative of $\log r$, i.e., $1/r$, rapidly decreases with the increase of $r$).

A vector $r = \{r_1, r_2, \cdots, r_N\}$ of allocated rates is said to be proportionally fair if it is feasible and it maximizes the function

$$f = \sum_{i} \log r_i.$$

In other words, for any other feasible vector $r^* = \{r_1^*, r_2^*, \cdots, r_N^*\}$,

$$\sum_{i} \frac{r_i^* - r_i}{r_i} \leq 0.$$

Thus with the proportional fairness, a worse treated flow may see its utility decreased if this allows a large enough increase to an already better treated flow. Again, in the case of finitely many links and paths, the vector $r$ of proportionally fair rate shares is unique.

Let us return to the example in Fig. 1.9. We can determine the solution for the proportional fairness criterion for the scenario shown in Fig. 1.9 by maximizing the function $f(x) = \log (1 - x)/2 + \log (1 - x)/2 + \log x + \log (1 - x)$. Thus we obtain $3C/8, 3C/8, C/4,$ and $3C/4$ Mbps as the rates of flows 1, 2, 3, and 4, respectively.

From a user’s point of view, the proportional fairness solution is less fair than the max-min fairness; the throughput of the long hop flow, i.e., flow 3, is smaller than that of short flows. Because of favoring short flows, however, the proportional fairness allocation is more efficient in terms of total system throughput; in this case the total system throughput becomes $7C/4$ Mbps. In other words, proportional fairness solution does better than the max-min fairness solution in terms of total system throughput, at the expense of fairness given to end users.

A comparison of throughput of each flow and total system throughput under different fairness criteria for the example in Fig. 1.9 are given in Table 1.4. A well-known fairness
index $FI$ [37] ($0 < FI \leq 1$) and an efficiency index $EI$ [70] ($0 \leq EI \leq 1$) are also compared in Table 1.4. Note that,

$$FI = \left( \frac{N}{\sum_{i=1}^{N} r_i} \right)^2, \quad EI = \frac{\sum_{i=1}^{N} r_i}{\max_{i=1}^{N} r_i},$$

where $r_i$ and $N$ denote the throughput of flow $i$ and the total number of flows exist in the network, respectively.

Table 1.4: Throughput (Mbps), $FI$, and $EI$ under different fairness criteria.

<table>
<thead>
<tr>
<th></th>
<th>Max-min fairness ($\epsilon = \infty$)</th>
<th>Throughput maximization ($\epsilon = 0$)</th>
<th>Proportional fairness ($\epsilon = 1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>flow-1</td>
<td>$C/3$</td>
<td>$C/2$</td>
<td>$3C/8$</td>
</tr>
<tr>
<td>flow-2</td>
<td>$C/3$</td>
<td>$C/2$</td>
<td>$3C/8$</td>
</tr>
<tr>
<td>flow-3</td>
<td>$C/3$</td>
<td>$0$</td>
<td>$C/4$</td>
</tr>
<tr>
<td>flow-4</td>
<td>$2C/3$</td>
<td>$C$</td>
<td>$3C/4$</td>
</tr>
<tr>
<td>total</td>
<td>$5C/3$</td>
<td>$2C$</td>
<td>$7C/4$</td>
</tr>
<tr>
<td>$FI$</td>
<td>25/28</td>
<td>2/3</td>
<td>49/58</td>
</tr>
<tr>
<td>$EI$</td>
<td>5/6</td>
<td>1</td>
<td>7/8</td>
</tr>
</tbody>
</table>

1.4 Fairness in Wireless LANs of Wired-Cum-Wireless Networks

In this section we discuss fairness among flows in a wired-cum-wireless network where the wireless portion is the IEEE 802.11 wireless LAN. As noted in Section 1.1, the IEEE 802.11 MAC protocol is designed to achieve per-station fairness, and in the link-layer level, stations are identified by their MAC addresses. Thus when we focus on the link-layer, a flow can be defined as a sequence of data frames with the same sender and receiver MAC addresses. With this definition, we can assume that each wireless terminal holds only one flow at most in link-layer level, because wireless terminals transmit data frames only to AP, in infrastructure wireless LANs.

Up until 10 to 15 years ago, ISDN (integrated digital service network) was the most common way to connect to the Internet from private homes. ISDN typically provided a maximum of 64 kbps data rate in both uplink and downlink. With the emerge of broadband technologies, such as cable modem, xDSL (digital subscriber line), and FTTH
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(fiber to the home), the link capacity of wired networks has been increased rapidly. It is now common to see wired connections with bandwidth of more than 100 Mbps.

On the other hand, channel capacity of wireless LANs also has been increased in recent years. At the time the IEEE 802.11 protocol was standardized, the maximum data transmission rate was 2 Mbps. In the development of IEEE 802.11b protocol, the maximum data transmission rate was increased to 11 Mbps and then to 54 Mbps with the introduction of IEEE 802.11a and IEEE 802.11g protocols. Achievable effective throughput in a wireless LAN, however, highly depends upon the channel condition of the wireless channel, and it is not higher than that of typical wired LANs. Thus wireless LANs are very likely to become the bottleneck link along the end-to-end path of a traffic flow in wired-cum-wireless LANs, and it is worthwhile to consider fairness in such scenarios.

Thus we now discuss the fairness in a wireless LAN of a wired-cum-wireless network assuming that the wireless LAN is the bottleneck link of all flows going through it. Obviously, we can discuss the fairness in such situations in the same manner as we did in wired networks. There is, however, one difference; wired links are generally configured as full-duplexed, while wireless LANs are half-duplexed. Thus when we discuss fairness in a wireless LAN, we should take into the account of both uplink and downlink flows that share the wireless channel, because in a half-duplexed medium, only one direction flow can be utilized at a time. Since the performance of single- and multi-rate wireless LANs are different, in Section 1.4.1, we first discuss fairness in single-rate wireless LANs, where all flows are identical to each other. In Section 1.4.2, we then discuss fairness in multi-rate wireless LANs, where flows are not identical to each other.

1.4.1 Fairness in Single-Rate Wireless LANs

We consider a wired-cum-wireless network with a single-rate wireless LAN as shown in Fig. 1.10. The wireless LAN consists of one AP and three wireless terminals WT\(_1\), WT\(_2\), and WT\(_3\). WT\(_1\) transmits data frames towards the AP, i.e., WT\(_1\) holds an uplink flow, while others receive data frames from the AP, i.e., downlink flows. We assume that bandwidths of wired links are large enough and the wireless LAN is the bottleneck link of all three flows. The channel capacity of the wireless LAN is assumed to be \(C\) Mbps.

As we discussed in Section 1.1, IEEE 802.11-based wireless LANs are designed to achieve per-station fairness in link-layer, i.e., layer 2. Thus all frame transmitting stations achieve the same access chance, i.e., transmission right, on average, and share the wireless bandwidth fairly among these stations. Since there are two stations, WT\(_1\) and AP, transmitting frames in the scenario shown in Fig. 1.10, each of them achieves throughput of \(C/2\) Mbps, i.e., the throughput of flow 1 is equal to \(C/2\) Mbps. However, the AP handles two flows, flow 2 and flow 3, and thus their throughput is limited to \(C/4\) Mbps.

It is obvious that the throughput of downlink flows degrades and the extent of the
unfairness between uplink and downlink flows increases with the number of downlink flows that the AP handles. Generally, when the AP handles $N_D$ downlink flows, the throughput of an uplink flow is $N_D$ times as large as that of a downlink flow, under the per-station fairness property. Thus whenever we consider fairness among flows in a wireless LAN where there exist both uplink and downlink flows, achieving per-station fairness in link-layer level is not a suitable or acceptable solution. Note, however, that if all wireless terminals in a single-rate wireless LAN are receivers, or all are senders, per-station fairness is reasonable, because it will result in max-min fairness.

Since wireless LANs are half-duplexed, the wireless channel can be illustrated as shown in Fig. 1.11, when both uplink and downlink flows share the wireless channel. If this wireless channel is the bottleneck link for all three flows, we can achieve max-min fairness by limiting all flows to rate of $C/3$ Mbps. Here, a general question arises: How to control the rate of each flow? Since the transmission right of each flow is determined at the link-layer under the CSMA/CA mechanism, we can control the rate of each flow by controlling the access chances of each station. For the scenario in Fig. 1.10, we can achieve such max-min fairness by giving twice as transmission rights to the AP as the contending wireless terminal $WT_1$.

### 1.4.2 Fairness in Multi-Rate Wireless LANs

We now think about the fairness in a multi-rate wireless LAN illustrated in Fig. 1.12, where we assume that different flows with different data transmission rates are contending...
for the wireless channel which is the bottleneck link for all flows. In this scenario, we assume that two wireless terminals, WT$_1$ and WT$_2$ transmits data frames towards the AP. We assume that WT$_1$ is placed closer to the AP and thus it transmits data frames at transmission rate of $C$ Mbps, while WT$_2$ is placed far away from the AP and it transmits data frames at transmission rate of $C/2$ Mbps. Thus in transmitting a data frame (for the simplicity, frame lengths of data frames are assumed to be 1 Mbit), WT$_1$ occupies the wireless channel for $1/C$ sec while WT$_2$ does for $2/C$ sec. With the max-min fairness criterion each wireless terminal transmits one data frame, on average, in $1/C + 2/C$ sec time period, and hence the throughput of each flow becomes $C/3$ Mbps. Thus the total system throughput is limited to $2C/3$ Mbps.

Behavior of the above wireless LAN with flows of high and low data transmission rates is similar to a wired network with short and long hop flows. Throughput fairness among these flows can be achieved under the max-min fairness criterion, but it degrades the
total system throughput. On the other hand, the total system throughput can be easily maximized by shutting off the flow with low data transmission rate. As we discussed in Section 1.3.3, a compromise is required between the total system throughput (i.e., network resource usage) and fairness among flows.

We then consider achieving proportional fairness in a multi-rate wireless LAN of a wired-cum-wireless network. Note that the wireless channel is the bottleneck link for all flows and thus it is saturated. We assume that WT$_1$ in Fig. 1.12 utilizes the wireless channel for $t$ sec in a unit time. Throughput of WT$_1$ is then given by $Ct$ Mbps. On the other hand, throughput of WT$_2$ is given by $C(1 - t)/2$ Mbps, because WT$_2$ transmits data frames at transmission rate of $C/2$ Mbps for a time period of $1 - t$ sec in a unit time. Thus we can obtain the proportional fairness by maximizing the function $f(t) = \log Ct + \log C(1 - t)/2$. The solution can be determined as $t = 1/2$, and this means that, when flows are proportionally fair, they share the bottleneck link fairly in terms of the channel utilization time. In other words, in wireless LANs, the proportional fairness is equivalent to the air-time fairness, i.e., fairness in channel occupancy time [38].

As shown in [38], we can obtain above observation even for a general case. We assume a saturated wireless LAN with $N$ frame transmitting stations. Let $T_i$ be the total amount of air-time used by station $i$ ($i = 1, 2, \ldots, N$) measured over a very long period. The fraction of air-time $t_i$ used by station $i$ is then given by $t_i = T_i / \sum_{i=1}^N T_i$. Let $R_i$ be the data transmission rate of station $i$. Then the throughput $\Theta_i$ of station $i$ can be calculated as $\Theta_i = R_i T_i / \sum_{i=1}^N T_i$.

As explained in Section 1.3.3, the proportional fairness is achieved by maximizing $\sum_{i=1}^N \log \Theta_i$, and it is equivalent to maximizing $\prod_{i=1}^N \Theta_i$. Note here that

$$\prod_{i=1}^N \Theta_i = \prod_{i=1}^N \frac{R_i T_i}{\sum_{i=1}^N T_i},$$

$$= \prod_{i=1}^N R_i \prod_{i=1}^N \frac{T_i}{\sum_{i=1}^N T_i}.$$

Since $R_i$s are constants for the optimization problem, maximizing $\prod_{i=1}^N \Theta_i$ is equivalent to maximizing $\prod_{i=1}^N \left\{T_i / \sum_{i=1}^N T_i\right\}$. As $\sum_{i=1}^N \left\{T_i / \sum_{i=1}^N T_i\right\} = 1$, $\prod_{i=1}^N \Theta_i$ is maximized when $T_1 = T_2 = \cdots = T_N$.

Furthermore, because $t_1 = t_2 = \cdots = 1/N$, the resulting throughput $\Theta_i$ of station $i$ under the proportional fairness can be determined as $\Theta_i = \frac{R_i}{N}$. 
1.5. **CONCLUSION**

We now summarize the properties of the proportional fairness in wireless LANs as follows:

(i) the wireless channel is occupied equally by all competing stations, and
(ii) given a fixed number of stations, the throughput of each station depends only on its data transmission rate and it does not vary according to the data transmission rates of others.

This means that, under the proportional fairness, the throughput of a station is equal to the throughput that the station would achieve in a single-rate wireless LAN in which all competing stations are running at its data transmission rate. Thus we believe that achieving proportional fairness is an adequate compromise in multi-rate wireless LANs [70].

Returning to our example in Fig. 1.12, if our objective is to achieve proportional fairness, we should give transmission rights to WT₁ twice as much as to WT₂ so that average channel utilization time of both wireless terminals to be the same. In this case, the throughput of WT₁ and WT₂ becomes $2/(1/C + 1/C + 2/C) = C/2$ Mbps and $1/(1/C+1/C+2/C) = C/4$ Mbps, respectively, and the total system throughput increases to $3C/4$ Mbps. We see that, with the proportional fairness, each flow in the scenario in Fig. 1.12 has to satisfy with a throughput of 1/2 of their data transmission rate.

In Table 1.5, we summarize the throughput of each flow, total system throughput, $FI$, and $EI$ under different three fairness criteria for examples in Figs. 1.10 and 1.12.

<table>
<thead>
<tr>
<th>Scenario in Fig. 1.10</th>
<th>Scenario in Fig. 1.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-station fairness</td>
<td>Max-min fairness</td>
</tr>
<tr>
<td>flow-1</td>
<td>$C/2$</td>
</tr>
<tr>
<td>flow-2</td>
<td>$C/4$</td>
</tr>
<tr>
<td>flow-3</td>
<td>$C/4$</td>
</tr>
<tr>
<td>total</td>
<td>$C$</td>
</tr>
<tr>
<td>$FI$</td>
<td>8/9</td>
</tr>
<tr>
<td>$EI$</td>
<td>1</td>
</tr>
</tbody>
</table>

### 1.5 Conclusion

This chapter first discussed the research background and then provided an introduction to the IEEE 802.11 protocol. We then discussed some features and challenges of the IEEE 802.11-based wireless LANs. In this chapter, we also presented an overview of the IEEE 802.11e EDCA protocol, which was standardized to support QoS in wireless LANs.
Furthermore we presented an overview of some fairness concepts such as max-min fairness and proportional fairness, which we use in subsequent chapters. At the end of this chapter we discussed the fairness in a wireless LAN of a wired-cum-wireless network, in which the wireless LAN is the bottleneck link along the path of all flows. We showed that the max-min fairness criterion works well in single-rate wireless LANs, where all flows are identical to each other. On the other hand, the proportional fairness is reasonable for a multi-rate wireless LANs, where some of flows are different to others.
Chapter 2

Per-Flow Fairness in Single-Rate Wireless LANs

This chapter discusses the per-flow fairness in single-rate wireless LANs where the wireless channel is assumed to be the bottleneck link for all flows passing through it. As we discussed briefly in Chapter 1, in typical client/server applications, data traffic is asymmetric, i.e., it flows from a server to a client. In wireless LANs, this feature implies that downlink flows, i.e., flows from the AP to wireless terminals, dominate the bandwidth of the wireless channel. On the other hand, in P2P applications, data traffic is bi-directional and therefore uplink and downlink flows compete for the bandwidth. Recent studies show that when both uplink and downlink flows exist in IEEE 802.11-based wireless LANs, uplink flows attain significantly greater throughput than the competing downlink flows [22, 26, 46, 50, 62].

As we see later in detail, this problem occurs due to the per-station fairness property of the legacy IEEE 802.11 MAC protocol. To ameliorate fairness among flows in a wireless LAN with both uplink and downlink flows, in this chapter, we consider a simple yet highly effective scheme by modifying the random backoff mechanism in the IEEE 802.11 MAC protocol. In our scheme, APs dynamically control their minimum contention window size $CW_{\text{min}}$, a parameter of the random backoff mechanism, in order to adjust the ratio $R$ of the total packet rate of downlink flows to the packet rate of an uplink flow. Our scheme has the following features. First of all, no modification is required at wireless terminals. Furthermore, the optimal $CW_{\text{min}}$ at APs is given by an explicit function of $R$, regardless of the number of uplink flows. Thus APs can easily compute the optimal $CW_{\text{min}}$ to achieve fairness between uplink and downlink flows. Through simulation experiments with UDP and TCP flows, we show that our scheme can achieve fairness.

The rest of this chapter is organized as follows. Section 2.1 overviews the fairness issue between uplink and downlink flows. Section 2.2 presents related work. Then Section 2.3 describes our dynamic contention window control scheme. In Section 2.4, our scheme is evaluated with simulation experiments. Finally, the conclusion is given in Section 2.5.


2.1 Problem Overview

The IEEE 802.11 MAC protocol is designed to achieve per-station fairness, so that all stations accessing the wireless channel share the bandwidth fairly. Therefore APs access the wireless channel with the same authority as wireless terminals in the IEEE 802.11-based wireless LANs, even though APs aggregate several downlink flows. It is clear that this feature leads to serious unfairness between uplink and downlink flows. For example, assume that an AP aggregates $N_D$ downlink flows and it shares the wireless channel with $N_U$ wireless terminals. In the saturated situation, the available bandwidth $B_W$ is shared equally among stations. Therefore the throughput of a station, i.e., the throughput of an uplink flow is equal to $B_W/(N_U + 1)$, while the throughput of a downlink flow is limited to $B_W/(N_D(N_U + 1))$. Thus, the throughput of an uplink flow is $N_D$ times as large as that of a downlink flow.

Unfairness between uplink and downlink flows also emerges even when a single downlink TCP flow competes with uplink TCP flows for the wireless channel. Since the destination nodes of uplink flows send back TCP ACK segments, the AP handles both TCP data segments of the downlink flow and TCP ACK segments of uplink flows, and some of them may get lost at the AP due to buffer overflow. Generally, a data segment loss reduces the TCP transmission rate. On the other hand, the loss of TCP ACK segments does not strongly affect the TCP transmission rate because TCP employs the cumulative acknowledgment [78]. Therefore buffer overflow at the AP has a greater impact on the downlink TCP flow than uplink TCP flows.

2.2 Related Work

So far, several papers have addressed the fairness issue between uplink and downlink flows. Pilosof et al. first revealed this issue and proposed adjusting the advertised window size in the header of TCP ACK segments [62]. This scheme, however, is applicable only to TCP flows because it uses the underlying flow control mechanism of TCP.

Gopalakrishnan et al. proposed a packet aggregation/fragmentation scheme to alleviate unfairness in IEEE 802.11b-based wireless LANs [26]. In their scheme, the AP first aggregates multiple packets destined for multiple wireless terminals into a large MSDU. The MAC layer then divides the MSDU into smaller fragments. Once the first fragment acquires the transmission right, the MAC protocol allows the AP to transmit the subsequent fragments without performing the random backoff procedure. Note that this scheme works well only for small packets because the maximum MSDU length is specified to be 2304 bytes in the IEEE 802.11 standard [82].

Leith et al. proposed a solution of unfairness between uplink and downlink TCP flows in IEEE 802.11e-based wireless LANs [50]. In their scheme, downlink TCP data segments
and TCP ACK segments of uplink flows are classified into different access categories, and downlink TCP data segments are transmitted with a longer TXOP than other flows. The length of TXOP for downlink TCP data segments is dynamically controlled based on the number of downlink flows.

The common feature in [26, 50, 62] is that in acquiring the transmission right, all stations follow the CSMA/CA mechanism with the same parameters. There exists another way to alleviate unfairness between uplink and downlink flows. Fukuda et al. and Kim et al. independently proposed a static scheme to provide an ample opportunity for APs to acquire the transmission right [22, 46]. In the default IEEE 802.11 MAC protocol, all stations perform carrier sensing for a $DIFS$ period before transmitting data frames. In [22, 46], APs perform carrier sensing only for a $PIFS$ period, where $PIFS = SIFS + SlotTime$. Since $PIFS < DIFS$, their scheme gives higher priority to APs, comparing to wireless terminals, in accessing the wireless channel. Note however that this scheme lacks flexibility in response to the number of flows because $PIFS$ is a fixed parameter in the IEEE 802.11 MAC protocol.

### 2.3 Dynamic Contention Window Control

We aim at achieving fairness between uplink and downlink flows by adjusting the ratio $R$ of the total packet rate of downlink flows to the packet rate of an uplink flow, where the packet rate is defined as the mean number of successful transmissions in the unit time. To do so, we dynamically control the minimum contention window size $CW_{\text{min}}$ at APs, where all wireless terminals are assumed to follow the default IEEE 802.11 MAC protocol. In a saturated situation, the packet rate ratio $R$ between uplink and downlink flows is considered as a function of the numbers of uplink and downlink flows, as well as the minimum contention window sizes $CW_{\text{min}}$ at the AP and wireless terminals. In Section 2.3.1, we first provide a simplified analysis of the packet rate ratio $R$, whose result suggests that the packet rate ratio $R$ does not strongly depend on the number $N_U$ of uplink flows. In Section 2.3.2, we conduct a mean field approximation analysis for saturated wireless LANs. We then derive an explicit formula for the optimal $CW_{\text{min}}$ at the AP in Section 2.3.3, assuming the number of uplink flows is one, i.e., $N_U = 1$, and we consider using it as a quasi-optimal $CW_{\text{min}}$ at the AP for all $N_U \geq 1$.

#### 2.3.1 Fair-Share between Uplink and Downlink Flows

Consider a wireless LAN with $N_D$ downlink flows and $N_U$ uplink flows. A flow is defined in terms of source and destination MAC addresses (i.e., in this wireless LAN, $N_U$ wireless terminals and one AP share the bandwidth). The wireless LAN model is depicted in Fig. 2.1. We assume that all flows are identical to each other. We also
assume that wireless channel is error free, i.e., frame transmissions do not fail due to transmission errors. We observe the system only in contention periods, during which stations with positive backoff counters can decrease those values. For simplicity, we assume that stations are synchronized and time is divided into slots.

Let $\lambda_D$ (resp. $\lambda_U$) denote the probability that the AP (resp. a wireless terminal) tries to transmit a frame at a randomly chosen time slot in contention periods. Also, let $P_{S\mid D}$ (resp. $P_{S\mid U}$) denote the probability of a successful frame transmission of the AP (resp. a wireless terminal). We then have

$$P_{S\mid D} = \lambda_D (1 - \lambda_U)^{N_U},$$
$$P_{S\mid U} = \lambda_U (1 - \lambda_D) (1 - \lambda_U)^{N_U - 1}.$$  

Note here that after a successful data frame transmission, the station randomly chooses a backoff interval $B_I$ from $[0, CW_{\text{min}}]$, and when $B_I = 0$, the next transmission succeeds with probability one, while backoff counters of all other stations remain frozen. Since,

$$\Pr(B_I = 0) = \frac{1}{(CW_{\text{min}} + 1)},$$

the conditional probability $P_S(k)$ ($k = 1, 2, \ldots$) of $k$ frames transmitted successively given that a frame succeeds in transmission is obtained to be

$$P_S(k) = \left(1 - \frac{1}{CW_{\text{min}} + 1}\right) \left(\frac{1}{CW_{\text{min}} + 1}\right)^{k-1}.$$
2.3. DYNAMIC CONTENTION WINDOW CONTROL

Therefore, once a station acquires the transmission right, it can successively transmit \(1 + 1/CW_{\text{min}}\) frames on average, without competing against other stations.

Let \(CW_{\text{min,D}}\) and \(CW_{\text{min,U}}\) denote the minimum contention window sizes at the AP and wireless terminals, respectively. Note that the total packet rate of downlink flows is proportional to \(P_{S,D}(1 + 1/CW_{\text{min,D}})\), while the packet rate of an uplink flow is proportional to \(P_{S,U}(1 + 1/CW_{\text{min,U}})\). Thus the ratio \(R\) of the total packet rate of downlink flows to the packet rate of an uplink flow is given by

\[
R = A \cdot \frac{\lambda_D(1 - \lambda_U)}{\lambda_U(1 - \lambda_D)},
\]

(2.1)

where

\[
A = \frac{1 + 1/CW_{\text{min,D}}}{1 + 1/CW_{\text{min,U}}},
\]

(2.2)

Note here that the packet rate \(R\) does not depend explicitly on the number \(N_U\) of uplink flows. Note also that the access probability \(\lambda_D\) of the AP is related closely to the minimum contention window size \(CW_{\text{min,D}}\) at the AP. Thus the above discussion suggests that the optimal \(CW_{\text{min,D}}\) at the AP to attain the target packet rate ratio \(R^*\) can be determined independent of the number \(N_U\) of uplink flows.

2.3.2 Mean Field Approximation Analysis

In this subsection, we conduct a mean field approximation analysis to obtain the optimal \(CW_{\text{min,D}}\) at the AP in a system with \(N_D\) downlink flows and \(N_U\) uplink flows. We first consider the dynamics of the AP. Time instants immediately after frame transmissions are chosen as imbedded Markov points and we construct the imbedded Markov chain \(\{X_n; n = 1, 2, \ldots\}\), where \(X_n\) denotes the number of retransmissions of the outstanding frame at the \(n\)th imbedded Markov point. We conduct the mean field approximation, i.e., every frame transmission of the AP fails with probability \(\alpha_D = 1 - (1 - \lambda_U)^{N_U}\),

(2.3)

where \(\lambda_U\) denotes the average access probability of a wireless terminal. Thus for all \(i\) (\(i = 0, 1, \ldots\)), the state transition from \(X_n = i\) to \(X_{n+1} = i + 1\) happens with probability \(\alpha_D\) and the state transition from \(X_n = i\) to \(X_{n+1} = 0\) happens with probability \(1 - \alpha_D\). Figure 2.2 shows the state transition diagram for the AP.

Let \(\pi_D(i)\) (\(i = 0, 1, \ldots\)) denote the steady state probability of the imbedded Markov chain of the AP being in state \(i\). It then follows that

\[
\pi_D(i) = (1 - \alpha_D)\alpha_D^i.
\]

Next we derive the steady state probability of the AP at a randomly chosen slot in contention periods. The first transmission of a frame starts at a slot subsequent to
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Figure 2.2: State transition diagram for the AP.

the last slot in the backoff period whose length is chosen randomly from \([0, CW_{\text{min, D}}]\). Therefore the mean number \(CW_D(0)\) of slots required for the first transmission is given by \(CW_{\text{min, D}}/2 + 1\). For the \(i\)th \((i = 1, 2, \ldots)\) retransmission, the length of the backoff period follows a uniform distribution on \([0, 2^i(CW_{\text{min, D}} + 1) - 1]\) (see (1.1)). Thus the mean number \(CW_D(i)\) \((i = 1, 2, \ldots)\) of slots required for the \(i\)th retransmission is given by \(2^{i-1}(CW_{\text{min, D}} + 1) + 1/2\). As a result, the stationary probability \(\pi_D^*(i)\) \((i = 0, 1, \ldots)\) that the AP is within the \(i\)th contention window is given by

\[
\pi_D^*(i) = \frac{CW_D(i)\pi_D(i)}{\sum_{j=0}^{\infty} CW_D(j)\pi_D(j)},
\]

(2.4)

where \(\alpha_D < 1/2\) is necessary for the convergence of the infinite sum in the denominator on the right hand side of (2.4).

On the other hand, the average access probability \(p_D(i)\) \((i = 0, 1, \ldots)\) of the AP for the \(i\)th retransmission is given by

\[
p_D(i) = \frac{1}{CW_D(i)}.
\]

Note that the above equation also holds for the transmission of new frames with \(i = 0\). Therefore the average access probability \(\lambda_D\) of the AP is given by

\[
\lambda_D = \sum_{i=0}^{\infty} p_D(i)\pi_D^*(i)
\]

\[
= \frac{2(1 - 2\alpha_D)}{(CW_{\text{min, D}} + 1)(1 - \alpha_D) + 1 - 2\alpha_D}.
\]

(2.5)

Similarly, the average access probability \(\lambda_U\) of a wireless terminal can be found to be

\[
\lambda_U = \frac{2(1 - 2\alpha_U)}{(CW_{\text{min, U}} + 1)(1 - \alpha_U) + 1 - 2\alpha_U}.
\]

(2.6)
where \( \alpha_U \) denotes the frame collision probability of a wireless terminal. Note that,

\[
\alpha_U = 1 - (1 - \lambda_D)(1 - \lambda_U)^{N_U - 1}. \tag{2.7}
\]

Given \( N_D, N_U, CW_{\text{min},U}, \) and \( CW_{\text{min},D} \), (2.5) and (2.6) are considered as a system of nonlinear equations for the access probabilities \( \lambda_D \) and \( \lambda_U \). To solve it numerically, we may simply compute (2.7), (2.6), (2.3), and (2.5) in this order repeatedly until \( \lambda_D \) and \( \lambda_U \) converge, where the initial values of \( \alpha_D \) and \( \alpha_U \) are set to be small enough. Recall that the resulting packet rate ratio \( R \) is given by (2.1). Since the optimal \( CW_{\text{min},D} \) is not greater than \( CW_{\text{min},U} \), we can easily find the optimal \( CW_{\text{min},D} \) achieving the target packet rate ratio \( R^* \) by computing the packet rate ratios \( R^\prime \)’s for all \( CW_{\text{min},D} \leq CW_{\text{min},U} \).

### 2.3.3 Quasi-Optimal \( CW_{\text{min},D}^* \) to Achieve Fairness

Through numerical experiments for \( N_D \in [1, 15], N_U \in [1, 10], \) and \( CW_{\text{min},U} = 31 \),\(^1\) we found that the optimal \( CW_{\text{min},D} \) is a nondecreasing function of \( N_U \) for any fixed \( N_D \in [1, 15] \). Specifically, for \( N_D = 1, \ldots, 4, 7, \ldots, 9, \) and \( 11, \ldots, 14 \), the optimal \( CW_{\text{min},D} \) remains constant for all \( N_U \in [1, 10] \). On the other hand, for \( N_D = 5, 6, 10, \) and \( 15 \), the optimal \( CW_{\text{min},D} \) increases only by one with \( N_U \). Thus the optimal \( CW_{\text{min},D} \) is rather insensitive to \( N_U \), which supports our claim in Section 2.3.1. Note that this observation strongly suggests that for any \( N_U \), we can use the optimal \( CW_{\text{min},D} \) for \( N_U = 1 \) as a quasi-optimal \( CW_{\text{min},D}^* \). Thus in this subsection, we derive an explicit expression of the optimal \( CW_{\text{min},D}^* \) for \( N_U = 1 \), achieving the target packet rate ratio \( R^* \geq 1 \), which will be served as a quasi-optimal \( CW_{\text{min},D}^* \) for all \( N_U \geq 1 \).

When \( N_U = 1 \), it follows from (2.3) and (2.7) that \( \alpha_D = \lambda_U \) and \( \alpha_U = \lambda_D \). Note also that from (2.1), the access probability \( \lambda_D \) of the AP is given in terms of the packet rate ratio \( R \):

\[
\lambda_D = \frac{R \lambda_U}{R \lambda_U + A(1 - \lambda_U)}. \tag{2.8}
\]

Substituting (2.8) into (2.6) and rearranging terms yield

\[
[(CW_{\text{min},U} + 2)A + R] \lambda_U^2 - [(CW_{\text{min},U} + 2)A + 2(R + A)] \lambda_U + 2A = 0. \tag{2.9}
\]

Recall that \( \lambda_U = \alpha_D \) should satisfy \( 0 < \lambda_U < 1/2 \). It is easy to see that (2.9) has a unique solution \( \lambda_U = \lambda_U^* \) in \( (0, 1/2) \) when \( CW_{\text{min},U} \geq 2 \).

On the other hand, it follows from (2.5) and (2.8) that

\[
\frac{R \lambda_U}{R \lambda_U + A(1 - \lambda_U)} = \frac{2(1 - 2\lambda_U)}{(CW_{\text{min},D} + 1)(1 - \lambda_U) + 1 - 2\lambda_U}. \tag{2.10}
\]

---

\(^1\)The default value of \( CW_{\text{min}} \) is equal to 31 in IEEE 802.11b wireless LANs.
Substituting the solution $\lambda_U^*$ of (2.9) into (2.10) and manipulating the resulting equation with $[(CW_{\text{min},U} + 2)A + R]\lambda_U^*(1 - \lambda_U^*) = 2A - (2A + R)\lambda_U^*$, we obtain

$$CW_{\text{min},D} = 2 + \frac{A}{R}(CW_{\text{min},U} - 2).$$ (2.11)

We now derive the optimal $CW_{\text{min},D}^*$ at the AP, attaining the target packet rate ratio $R^* \geq 1$. Letting $R = R^*$, substituting (2.2) into (2.11), and rearranging terms yield

$$CW_{\text{min},D}^2 - 2 \left(1 + \frac{B}{R^*}\right) CW_{\text{min},D} - \frac{2B}{R^*} = 0,$$ (2.12)

where $B$ is given by

$$B = \frac{CW_{\text{min},U}^2(CW_{\text{min},U} - 2)}{2(CW_{\text{min},U} + 1)}. $$ (2.13)

We define $f(x)$ as $f(x) = x^2 - 2(1 + B/R^*)x - 2B/R^*$ and suppose $CW_{\text{min},U} \geq 3$. We then have $f(0) = -CW_{\text{min},U}(CW_{\text{min},U} - 2)/((CW_{\text{min},U} + 1)R^*) < 0$ and $f(CW_{\text{min},U}) = (1 - 1/R^*)CW_{\text{min},U}(CW_{\text{min},U} - 2) \geq 0$. Thus, when $CW_{\text{min},U} \geq 3$, (2.12) has a unique solution in $(0, CW_{\text{min},U}]$ and the other solution is negative.

Let $CW_{\text{min},D}^*$ denote the positive solution of (2.12) which is rounded to the nearest integer. For $CW_{\text{min},U} \geq 3$, $CW_{\text{min},D}^*$, the optimal $CW_{\text{min},D}$ of the AP, which attains the target packet rate ratio $R^* \geq 1$ can be expressed as

$$CW_{\text{min},D}^* = \left[\frac{3}{2} + \frac{B}{R^*} + \sqrt{\left(1 + \frac{B}{R^*}\right)^2 + \frac{2B}{R^*}}\right],$$ (2.14)

where $\lfloor x \rfloor$ stands for the maximum integer that is not greater than $x$.

Since the optimal $CW_{\text{min},D}$ is less sensitive to the number $N_U$, we consider using $CW_{\text{min},D}^*$ in (2.14) as a quasi-optimal $CW_{\text{min},D}$ at the AP for all $N_U \geq 1$. Note that when $R^* = 1$, (2.14) yields $CW_{\text{min},D}^* = CW_{\text{min},U}$, which is consistent with the per-station fairness property of the IEEE 802.11 MAC protocol.

### 2.4 Simulation Experiments and Results

In this section, we evaluate the performance of our scheme through simulation experiments with an original simulator written in C++.

#### 2.4.1 Simulation Model

Figure 2.3 shows the network topology used in the simulation experiments. We assume that $N_D$ downlink flows and $N_U$ uplink flows exist in the wireless LAN. We employ an IEEE 802.11b-based wireless LAN, whose parameters are shown in Table 1.1. Note that $RTSThreshold$ is set to be 3,000 bytes. We assume that all stations transmit data frames
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at DataRate=11 Mbps and control frames at BasicRate=1 Mbps. The buffer size of each station is set to be 100 packets. All wired links have bandwidth of 100 Mbps and propagation delay of 25 msec. Simulation time for each scenario is set to be 2,000 seconds.

![Network topology for simulation experiments.](image)

Figure 2.3: Network topology for simulation experiments.

2.4.2 Performance Measures

The performance of our scheme is evaluated in terms of the two fairness indices $FI_{m,n}$ and $\Gamma$, and total system throughput.

We first introduce fairness index proposed by Jain et al. [37] to quantify per-flow fairness. Let $\theta_{D,i}$ ($i = 1, 2, \ldots, N_D$) denote the throughput of the $i$th downlink flow and $\theta_{U,j}$ ($j = 1, 2, \ldots, N_U$) denote the throughput of the $j$th uplink flow. We then define fairness index $FI_{m,n}$ as

$$FI_{m,n} = \frac{\left( \sum_{i=1}^{m} \theta_{D,i} + \sum_{j=1}^{n} \theta_{U,j} \right)^2}{(m + n) \left( \sum_{i=1}^{m} \theta_{D,i}^2 + \sum_{j=1}^{n} \theta_{U,j}^2 \right)}.$$  

Note that $0 < FI_{N_D,N_U} \leq 1$, and $FI_{N_D,N_U} = 1$ (i.e., $FI_{m,n}$ with $m = N_D$ and $n = N_U$) when all $N_D + N_U$ flows enjoy complete fair-share of the bandwidth. On the other hand,
\(F_{I_{N_D},0}\) quantifies per-flow fairness within \(N_D\) downlink flows and \(F_{I_{0,N_U}}\) quantifies per-flow fairness within \(N_U\) uplink flows.

Next, we define another fairness index \(\Gamma\) to evaluate fairness between uplink and downlink flows as

\[
\Gamma = \frac{\max(\theta_D, \theta_U)}{\min(\theta_D, \theta_U)},
\]

where \(\theta_D\) (resp. \(\theta_U\)) denotes the average throughput of downlink (resp. uplink) flows:

\[
\theta_D = \frac{1}{N_D} \sum_{i=1}^{N_D} \theta_{D,i}, \quad \theta_U = \frac{1}{N_U} \sum_{j=1}^{N_U} \theta_{U,j}.
\]

Note that \(\Gamma \geq 1\), and \(\Gamma = 1\) when uplink and downlink flows enjoy fair-share of the bandwidth.

### 2.4.3 Validation of the Analytical Result of \(CW_{\min,D}^*\)

In Section 2.3, we claimed that the optimal \(CW_{\min,D}^*\) to achieve fairness is

(i) fairly insensitive to the number \(N_U\) of uplink flows and

(ii) it is given by \(CW_{\min,D}^*\) in (2.14).

We validate these claims by simulation experiments for UDP flows. The lengths of all segments are assumed to be 1,000 bytes and they are generated by CBR (constant bit rate) traffic source. The offered load of each flow is always set to be 10 Mbps, i.e., a saturated situation. As a result, \(R^* = N_D\), i.e., the AP handling \(N_D\) downlink flows should attain the packet rate \(N_D\) times as large as the packet rate of an uplink flow, in order to achieve per-flow fairness.

Let \(\overline{CW}_{\min,D}^*\) denote the optimal \(CW_{\min,D}^*\) that gives the minimum value of index \(\Gamma\), which is obtained by simulation experiments. In order to evaluate the influence of the number \(N_U\) of uplink flows on \(\overline{CW}_{\min,D}^*\), we conducted several simulation experiments for various scenarios by changing the numbers \(N_D\) and \(N_U\). With these simulations, we found that \(\overline{CW}_{\min,D}^*\) varies along with the number \(N_D\) of downlink flows, whereas \(\overline{CW}_{\min,D}^*\) did not vary with the number \(N_U\) of uplink flows. These results clearly support our claim (i). We will discuss this again in Section 2.4.6.

Next we investigate our claim (ii). Table 2.1 shows \(CW_{\min,D}^*\) in (2.14) with \(R^* = N_D\) and \(\overline{CW}_{\min,D}^*\), where \(N_U = 1\). We observe that \(CW_{\min,D}^*\) is identical with \(\overline{CW}_{\min,D}^*\), except for \(N_D = 10, 14, \) and \(25\). Note that when \(N_D = 10\), \((FI_{10,1}, \Gamma) = (0.99053, 1.19983)\) and \((0.99682, 1.17590)\) for \(CW_{\min,D} = 5\) and 6, respectively. Similarly, when \(N_D = 14\), \((FI_{14,1}, \Gamma) = (0.99431, 1.24769)\) and \((0.99561, 1.22037)\) for \(CW_{\min,D} = 4\) and 5, respectively, and when \(N_D = 25\), \((FI_{25,1}, \Gamma) = 0.99107, 1.43227\) and \((0.99368, 1.40631)\) for
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$CW_{\text{min},D} = 3$ and $4$, respectively; the difference in any case is very small. We then conclude that our formula (2.14) provides a quasi-optimal value of the minimum contention window size, even when it is not the optimal one.

Table 2.1: $CW_{\text{min},D}^*$, $\widehat{CW}_{\text{min},D}^*$, and estimated achievable throughput ratio $R_{est}$.

<table>
<thead>
<tr>
<th>$R^*, N_D$</th>
<th>$CW_{\text{min},D}^*$</th>
<th>$\widehat{CW}_{\text{min},D}^*$</th>
<th>$R_{est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31</td>
<td>31</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>17</td>
<td>17</td>
<td>1.98</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>12</td>
<td>3.04</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>10</td>
<td>3.86</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>8</td>
<td>5.27</td>
</tr>
<tr>
<td>6, 7</td>
<td>7</td>
<td>7</td>
<td>6.42</td>
</tr>
<tr>
<td>8, 9</td>
<td>6</td>
<td>6</td>
<td>8.19</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>6</td>
<td>11.24</td>
</tr>
<tr>
<td>11, ..., 13</td>
<td>5</td>
<td>5</td>
<td>11.24</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>5</td>
<td>17.56</td>
</tr>
<tr>
<td>15, ..., 24</td>
<td>4</td>
<td>4</td>
<td>17.56</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>4</td>
<td>37.46</td>
</tr>
<tr>
<td>26, ..., 78</td>
<td>3</td>
<td>3</td>
<td>37.46</td>
</tr>
</tbody>
</table>

2.4.4 Fairness among UDP Flows

We now evaluate our scheme for UDP flows whose characteristics are identical with those in Section 2.4.3. Therefore we set $R^* = N_D$ in our scheme. We conduct simulation experiments by varying numbers $N_D$ and $N_U$.

We first discuss the performance of our scheme when there exist small number of flows. We found that $FI_{N_D,0}$ and $FI_{0,N_U}$ of both the default system (i.e., $CW_{\text{min},D} = 31$) and our scheme with $CW_{\text{min},D}^*$ in (2.14) are almost equal to one regardless of $N_D$ and $N_U$. Therefore, instead of showing results of $FI_{N_D,0}$ and $FI_{0,N_U}$, in Figs. 2.4 and 2.5, we compare $FI_{N_D,N_U}$ and $\Gamma$, respectively.

As shown in Fig. 2.4, $FI_{N_D,N_U}$ of the default system decreases with the increase of $N_D$. In contrast, $FI_{N_D,N_U}$ of our scheme is very close to one regardless of $N_D$ and $N_U$.

With the results shown in Fig. 2.5, we observe per-station fairness in the default system, i.e., $\Gamma$ in the default system is very close to $N_D$. On the other hand, in our scheme $\Gamma$ is always equal to one. Thus our scheme in (2.14) achieves fairness for any number of flows.

Figure 2.6 compares the total system throughput of both systems. We observe that, our scheme keeps high bandwidth utilization as in the default system. Furthermore, Table 2.2 compares the minimum and maximum throughput of all $N_D + N_U$ UDP flows.
Thus our scheme not only achieves fairness but also keeps high bandwidth utilization for
UDP traffic when the number of flows is small.

We now examine the performance of our scheme when there are many flows. We
observe in Table 2.3 that the total throughput of both systems become smaller with the
increase of the number $N_U$ of uplink flows. The total throughput of the default system
does not vary with the number $N_D$ of downlink flows, because the AP is always saturated.
Recall that in our scheme, the AP uses a very small value of $C W_{\text{min}}$ for large $N_D$ (see
Table 2.1). Therefore one might expect throughput degradation due to frequent frame
collisions. As shown in Table 2.3, however, the total throughput of our scheme is almost
the same as that of the default system.

To examine why the total throughput does not degrade even for large $N_D$, we have a
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Figure 2.6: Total system throughput of UDP flows.

Table 2.2: Minimum and maximum throughput of UDP flows (in Mbps).

<table>
<thead>
<tr>
<th>$R^*$, $N_D$</th>
<th>$N_U$</th>
<th>Default system</th>
<th>Our scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2.62</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.52</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.17</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.09</td>
<td>0.45</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.26</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.08</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.04</td>
<td>0.45</td>
</tr>
</tbody>
</table>

look at frame collision probabilities. Table 2.4 shows the overall frame collision probability $P_c$, as well as the frame collision probabilities $P^{\text{AP}}_c$ and $P^{\text{WT}}_c$ of the AP and a wireless terminal. We observe that $P_c$’s of both systems increase with $N_U$. However, when the number of downlink flows is large (say $N_D \geq 15$), $P_c$ of our scheme is smaller than that of the default system. We explain this interesting phenomenon, assuming $N_U = 1$. Recall that when a frame collision occurs, both the AP and the wireless terminal double their current $CW$. Since $CW^*_{\text{min-D}} \ll CW_{\text{min-U}} = 31$, the AP can access the wireless channel several times before the wireless terminal does, once a frame collision occurs. Therefore the number of frame transmission attempts of the AP is larger than that of the wireless terminal. Note that when $N_U = 1$, the AP and the wireless terminal suffer from the same number of frame collisions because frame collisions happen only when those two stations transmit their frames at the same time. As a result, we have $P^{\text{AP}}_c < P^{\text{WT}}_c$, and for
Table 2.3: Total system throughput of UDP flows when $N_D$ and $N_U$ are large.

<table>
<thead>
<tr>
<th>$R^*, N_D$</th>
<th>$N_U$</th>
<th>Total system throughput (Mbps)</th>
<th>Default system</th>
<th>Our scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>4.95</td>
<td>5.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>4.66</td>
<td>4.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.42</td>
<td>4.44</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>15</td>
<td>4.95</td>
<td>5.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>4.67</td>
<td>4.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.41</td>
<td>4.46</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>15</td>
<td>4.95</td>
<td>5.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>4.66</td>
<td>4.77</td>
<td></td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.41</td>
<td>4.46</td>
<td></td>
</tr>
</tbody>
</table>

Large $N_D$, the overall frame collision probability of our scheme is smaller than that of the default system. These observations imply that our scheme is scalable to systems with many flows, in terms of the total throughput.

Table 2.4: Frame collision probability of UDP flows.

<table>
<thead>
<tr>
<th>$N_U$</th>
<th>$P_c, P_c^{(AP)}, P_c^{(WT)}$</th>
<th>Default system</th>
<th>Our scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$N_D \geq 1$</td>
<td>$R^* = N_D$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>$P_c$</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(AP)}$</td>
<td>0.06</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(WT)}$</td>
<td>0.06</td>
<td>0.42</td>
</tr>
<tr>
<td>15</td>
<td>$P_c$</td>
<td>0.35</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(AP)}$</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(WT)}$</td>
<td>0.35</td>
<td>0.45</td>
</tr>
<tr>
<td>30</td>
<td>$P_c$</td>
<td>0.45</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(AP)}$</td>
<td>0.45</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(WT)}$</td>
<td>0.45</td>
<td>0.50</td>
</tr>
<tr>
<td>50</td>
<td>$P_c$</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(AP)}$</td>
<td>0.53</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>$P_c^{(WT)}$</td>
<td>0.53</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Next we examine fairness between uplink and downlink flows in our scheme for large $N_D$ and $N_U$. Recall that our scheme selects the optimal value of $CW_{\text{min,D}}$ from integers in $[3, 31]$. Thus the degree of freedom is limited and therefore our scheme cannot always attain complete fair-share of the bandwidth, especially when there are many flows. Note here that achievable fairness in the current scenario can be estimated in the following.
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Way.

When \( N_D \) is given, the optimal \( CW_{\text{min},D}^* \) is determined by (2.14) with \( R^* = N_D \), and the resulting throughput ratio \( R_{\text{est}} \) is estimated with (2.11) and (2.2), as shown in Table 2.1. The index \( \Gamma \) is then estimated to be \( \max(R_{\text{est}}/N_D, N_D/R_{\text{est}}) \). Table 2.5 compares \( \Gamma_{\text{est}} \) and \( \Gamma_{\text{sim}} \), where \( \Gamma_{\text{est}} \) denotes the \( \Gamma \) value estimated according to this procedure and \( \Gamma_{\text{sim}} \) denotes the \( \Gamma \) value obtained by simulation experiments. We observe that \( \Gamma_{\text{est}} \) is fairly close to \( \Gamma_{\text{sim}} \). Together with Table 2.3, we conclude that for large \( N_D \) and \( N_U \), our scheme greatly ameliorates fairness between uplink and downlink flows without degradation of the system throughput, even if it cannot achieve complete fair-share of the bandwidth.

Table 2.5: Comparison of \( \Gamma_{\text{est}} \) and \( \Gamma_{\text{sim}} \).

<table>
<thead>
<tr>
<th>( R^*, N_D )</th>
<th>Default system</th>
<th>Our scheme</th>
<th>Default system</th>
<th>Our scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.00</td>
<td>1.05</td>
<td>4.99</td>
<td>1.04</td>
</tr>
<tr>
<td>15</td>
<td>15.00</td>
<td>1.17</td>
<td>14.98</td>
<td>1.13</td>
</tr>
<tr>
<td>30</td>
<td>30.00</td>
<td>1.25</td>
<td>30.01</td>
<td>1.28</td>
</tr>
<tr>
<td>50</td>
<td>50.00</td>
<td>1.33</td>
<td>49.97</td>
<td>1.27</td>
</tr>
</tbody>
</table>

2.4.5 Fairness among TCP Flows

In this subsection, we evaluate our scheme for TCP New Reno flows [19] with data segments of 1,000 bytes. To do so, we consider a wireless LAN with \( N_D \) downlink TCP flows and \( N_U \) uplink TCP flows. In this case, the influence of TCP ACK segments should be taken into account, because the AP handles \( N_U \) TCP ACK segment flows, as well as \( N_D \) TCP data segment flows. When delayed-ACK is not implemented, the mean number of TCP ACK segments arriving in a unit time is equal to the mean number of TCP data segments generated in a unit time. This implies that the packet rate of a TCP ACK segment flow should be equal to that of the corresponding data segment flow. Thus the optimal \( CW_{\text{min},D}^* \) is determined with \( R^* = N_D + N_U \). Note that if \( n \) out of \( N_U \) uplink flows take delayed-ACK option, \( CW_{\text{min},D}^* \) would be determined with \( R^* = N_D + (N_U - n) + n/2 \) because with delayed-ACK option, TCP ACK segments are generated every other TCP data segment. For the simplicity, we assume that none of TCP flows uses the delayed-ACK option.

Figures 2.7 and 2.8 compare per-flow fairness index \( FI_{N_D,N_U} \) and uplink/downlink fairness index \( \Gamma \) of TCP flows. We observe that uplink and downlink flows in the default system share the bandwidth equally when \( N_D + N_U \leq 5 \). When \( N_D + N_U \geq 6 \), however, the throughput of uplink flows is greater than that of downlink flows and the extent of
unfairness increases with $N_D + N_U$. On the other hand, our scheme achieves fair-share of the bandwidth, regardless of the number of flows.

![Figure 2.7: Per-flow fairness index $F_{N_D,N_U}$ of TCP flows.](image)

![Figure 2.8: Uplink/downlink fairness index $\Gamma$ of TCP flows.](image)

The above phenomenon in the default system can be explained as follows. Table 2.6 shows the range of the packet loss probability at the AP due to buffer overflow in the default system. We observe that the packet loss does not occur at the AP when $N_D + N_U \leq 5$. In this simulation experiment, the buffer size of the AP is set to be 100 packets and advertised window of TCP flows is set to be 20 packets. Since delayed-ACK is not implemented in this simulation experiment, no packet loss occurs if $(N_D + N_U) \times 20 \leq 100$. In such a situation, TCP connections reach the steady state and the self-clocking effect emerges [36]. Thus TCP ACK segments regulate the transmission rate of data segments at wireless terminals, and therefore the bandwidth is shared equally among all flows. When
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$N_D + N_U \geq 6$, however, the packet loss is observed and the packet loss probability $P_{\text{loss}}^{(\text{AP})}$ at the AP increases with $N_D + N_U$. As a result, the throughput of downlink flows decreases, as explained in Section 2.1. Thus, in the default system, per-flow fairness among TCP flows can be achieved when the buffer size of the AP is large enough to prevent packet loss. Note that large buffer leads to large queueing delay, and it becomes difficult to guarantee QoS for real-time traffic. Furthermore, the increase of queueing delay may result in throughput degradation of TCP flows because the throughput performance of TCP depends on RTT (round trip time). Thus, in the default system, the performance of respective flows would be sacrificed to achieve fairness.

Table 2.6: Packet loss probability of TCP flows at the AP, due to buffer overflow, in the default system.

<table>
<thead>
<tr>
<th>$N_D + N_U$</th>
<th>$P_{\text{loss}}^{(\text{AP})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 or less</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>$1.5 \times 10^{-3} \sim 1.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>7</td>
<td>$2.9 \times 10^{-3} \sim 5.8 \times 10^{-2}$</td>
</tr>
<tr>
<td>8</td>
<td>$4.1 \times 10^{-3} \sim 1.5 \times 10^{-1}$</td>
</tr>
<tr>
<td>9</td>
<td>$5.2 \times 10^{-3} \sim 1.1 \times 10^{-1}$</td>
</tr>
<tr>
<td>10</td>
<td>$6.2 \times 10^{-3} \sim 1.4 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

Figure 2.9 compares the total system throughput of TCP flows. We observe that there is little difference between the total throughput of the default system and that of our scheme. Furthermore, Table 2.7 compares the minimum and maximum throughput of all $N_D + N_U$ TCP flows. With these results, we conclude that our scheme ameliorates fairness of TCP flows without any serious side effects.

Figure 2.9: Total system throughput of TCP flows.
Table 2.7: Minimum and maximum throughput of TCP flows (in Mbps).

<p>| $R^*$, $N_D$ | $N_U$ | Default system | | Our scheme | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Minimum</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1.68</td>
<td>1.77</td>
<td>1.69</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.08</td>
<td>0.69</td>
<td>0.59</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.03</td>
<td>0.38</td>
<td>0.25</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.49</td>
<td>0.79</td>
<td>0.53</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.06</td>
<td>0.66</td>
<td>0.32</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.02</td>
<td>0.39</td>
<td>0.20</td>
<td>0.23</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.22</td>
<td>0.81</td>
<td>0.26</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.05</td>
<td>0.62</td>
<td>0.19</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.02</td>
<td>0.37</td>
<td>0.13</td>
<td>0.16</td>
</tr>
</tbody>
</table>

2.4.6 Dynamic Behavior of Our Scheme

Finally we discuss the dynamic behavior of our scheme for UDP and TCP flows. To do so, we change the numbers of uplink and downlink flows during a single simulation experiment, as shown in Table 2.8. Note that in our scheme, $C_{\text{min}_D}$ is dynamically determined with $R^* = N_D$ for UDP flows and $R^* = N_D + N_U$ for TCP flows.

Table 2.8: Simulation scenario for dynamic behaviors.

<table>
<thead>
<tr>
<th>interval (sec)</th>
<th>$(N_D, N_U)$</th>
<th>$(N_D, N_U)$</th>
<th>$(N_D, N_U)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,300)</td>
<td>(3,3)</td>
<td>(300,600)</td>
<td>(3,4)</td>
</tr>
<tr>
<td>(300,600)</td>
<td>(3,4)</td>
<td>(600,900)</td>
<td>(3,5)</td>
</tr>
<tr>
<td>(900,1200)</td>
<td>(4,5)</td>
<td>(1200,1500)</td>
<td>(5,5)</td>
</tr>
<tr>
<td>(1200,1500)</td>
<td>(5,5)</td>
<td>(1500,1800)</td>
<td>(5,4)</td>
</tr>
<tr>
<td>(1800,2100)</td>
<td>(5,3)</td>
<td>(2100,2400)</td>
<td>(4,3)</td>
</tr>
<tr>
<td>(2100,2400)</td>
<td>(4,3)</td>
<td>(2400,2700)</td>
<td>(3,3)</td>
</tr>
</tbody>
</table>

Figure 2.10 plots the average throughput of uplink UDP flows and downlink UDP flows of the default system, our scheme, and the PIFS scheme proposed in [22,46], where the average throughput is calculated every 60 seconds. In the default system, the number of downlink flows does not affect the throughput of uplink flows. Therefore they remain almost constant during time intervals [600,1500) and [1800,2700]. The behavior of the PIFS system is similar to the default system, even though it slightly improves fairness compared to the default system, because PIFS is a constant parameter. On the other hand, our dynamic contention window control scheme works very well and significantly ameliorates fairness between uplink and downlink UDP flows in any situation. Since the number $N_D$ of downlink flows does not change during time intervals [0,900) and [1200,2100), $C_{\text{min}_D}$ of the AP in our scheme is fixed during these time intervals. Nonetheless, Figure 2.10 shows that our scheme achieves fair-share of the bandwidth, and
this reconfirms our claim (i) discussed in Section 2.4.3.

![Figure 2.10: Dynamic behaviors of UDP flows.](image)

Figure 2.10 plots the average throughput of uplink TCP flows and downlink TCP flows of the default system, our scheme, and the TXOP scheme proposed in [50], where the average throughput is calculated every 60 seconds. We observe that our dynamic contention window control scheme works very well; it achieves fairness between uplink and downlink TCP flows and keeps the system stable in any situation, as in the case of UDP flows. On the other hand, we observe that the throughput in the TXOP scheme fluctuates. This phenomenon can be explained as follows. Recall that in the TXOP scheme, the TXOP duration of the AP varies according to the number of downlink flows, while providing the AP and wireless terminals with equal opportunities to acquire the transmission right of TCP data segments. This feature leads to intermittent burst transmissions of TCP data segments from the AP, and therefore the TXOP scheme cannot achieve short-term fairness between uplink and downlink flows.

### 2.5 Conclusion

In this chapter, we discussed the fairness issue between uplink and downlink flows in single-rate IEEE 802.11 wireless LANs. To achieve fairness, we presented a dynamic contention window control scheme, where the minimum contention window $CW_{\text{min}}$ of an AP is controlled according to the target packet rate ratio $R^*$ between uplink and downlink flows. We conducted various simulation experiments with UDP and TCP flows,
and demonstrated that our scheme can significantly ameliorate fairness between uplink and downlink flows.

In determining the target packet rate ratio $R^*$, our scheme may require APs to know several information about downlink flows, including the number $N_D$ of downlink flows. To do so, it is necessary to implement an additional function on APs to collect information of layers 3 and 4, e.g., IP addresses, port numbers, and transport protocol.

Figure 2.11: Dynamic behaviors of TCP flows.
Chapter 3

Per-Flow Fairness in QoS-Oriented Wireless LANs

So far, many research efforts have been devoted to modeling and evaluating the performance of the IEEE 802.11e EDCA [9, 21, 28, 42, 47, 55, 66, 76, 91]. Most of those, however, aimed to improve QoS of real-time flows, and only a few studies have examined the performance of best-effort flows [8, 50]. In this chapter, we discuss a fairness issue between uplink and downlink best-effort flows in the QoS-oriented IEEE 802.11e EDCA-based wireless LANs.

The IEEE 802.11e EDCA assigns different parameter values to different access categories in order to differentiate flows with different QoS requirements. As a result, a bundle of flows transmitted from an access category in an AP is treated in the same way as an individual flow transmitted from the same access category in wireless terminals, because the same set of parameter values is used in all stations. Thus, as shown in Section 3.1, unfairness between uplink and downlink best-effort flows emerges at the best-effort access category (i.e., $AC_2$) in the IEEE 802.11e EDCA-based wireless LANs, which leads to a serious throughput degradation of downlink best-effort flows, compared with the contending uplink best-effort flows. Giving more access chances to downlink best-effort flows will resolve this throughput unfairness. If we did it in a naive way, however, the performance of real-time traffic at $AC_0$ and $AC_1$ would be degraded and QoS requirements of these real-time traffic would not be guaranteed.

In this chapter, we consider a dynamic contention window control scheme to ameliorate fairness between uplink and downlink best-effort flows, while guaranteeing QoS requirements for real-time flows. In our scheme, the minimum contention window size $CW_{\text{min}}$ of the best-effort access category $AC_2$ at APs is first determined based on the number of TCP flows, in such a way that this unfairness is resolved. $CW_{\text{min}}$s and the maximum contention window sizes $CW_{\text{max}}$s for real-time traffic at APs are then determined so as to guarantee QoS requirements for these traffic. Note that our scheme does not require any modifications at wireless terminals.
The rest of this chapter is organized as follows. Section 3.1 overviews the fairness issue between uplink and downlink flows occurred in IEEE 802.11e EDCA wireless LANs, and Section 3.2 presents related work. Section 3.3 describes our dynamic contention window control scheme. In Section 3.4, our scheme is evaluated with simulation experiments. Finally, the conclusion is given in Section 3.5.

3.1 Problem Overview

The IEEE 802.11e EDCA differentiates traffic flows in terms of their QoS requirements, and therefore flows transmitted from an AP and wireless terminals in the same access category are treated equally. Thus unfairness described in Chapter 2 arises at AC2, because AC2 handles best-effort traffic that typically uses TCP. Note that unless AC0 and AC1 are saturated, their QoS is guaranteed and fairness issue does not arise at AC0 and AC1. In this chapter, we present a dynamic contention window control scheme to alleviate unfairness between uplink and downlink best-effort flows in the IEEE 802.11e EDCA-based wireless LANs.

3.2 Related Work

So far, a number of works have been conducted to evaluate and enhance the performance of the IEEE 802.11e wireless LANs. Some of them have proposed window control schemes too, which control \( CW_{\text{min}} \) or/and \( CW_{\text{max}} \) [21, 42, 66, 76, 91]. However, most of them aim at improving the performance of real-time flows and they do not consider enhancing the performance of best-effort flows.

Casetti et al. proposed a static solution of unfairness between uplink and downlink best-effort flows in the IEEE 802.11e-based wireless LANs [8], where \( AIFS[i] \) and \( CW_{\text{min}}[i] \) of downlink flows were set to be smaller values. This scheme, however, lacks flexibility in response to the number of flows because it uses fixed parameter values.

Leith et al. proposed adjusting \( TXOP[2] \), in order to achieve fairness [50]. In their scheme, downlink TCP data segments and TCP ACK segments of uplink flows are classified into different access categories, and downlink TCP data segments are transmitted with a longer TXOP than other flows. The length of TXOP for downlink TCP data segments is dynamically controlled based on the number of downlink flows, whereas \( TXOP[0] \) and \( TXOP[1] \) remain in default values. Thus the performance of real-time flows degrades with the increase of the number of downlink TCP data segment flows.
3.3 Dynamic Contention Window Control

We aim at achieving fairness between uplink and downlink best-effort flows, while guaranteeing QoS requirements for real-time flows, where all wireless terminals are assumed to follow the default IEEE 802.11e EDCA protocol. In other words, we provide sufficient bandwidth with real-time traffic and then provide the remaining bandwidth equally with uplink and downlink best-effort flows. To do so, our scheme dynamically adjusts $CW_{\text{min}}\{i\}$s and $CW_{\text{max}}\{i\}$s at the AP. The idea behind our scheme is as follows. Note first that the default IEEE 802.11e EDCA guarantees QoS of real-time traffic by setting (see Table 1.2)

\[
CW_{\text{max}}[0] = CW_{\text{min}}[1], \\
CW_{\text{max}}[1] = CW_{\text{min}}[2], \text{ and} \\
CW_{\text{max}}[i] = 2CW_{\text{min}}[i] + 1\ (i = 0, 1). 
\]

We follow this principle, too, which is described in Table 3.1, where $CW_{\text{min,D}}\{i\}$ and $CW_{\text{max,D}}\{i\}$ ($i = 0, 1, 2, 3$) denote $CW_{\text{min}}\{i\}$ and $CW_{\text{max}}\{i\}$ of $AC_i$ at the AP. In this way, QoS of real-time traffic is expected to be guaranteed.

<table>
<thead>
<tr>
<th>$CW_{\text{min,D}}{i}$, $CW_{\text{max,D}}{i}$</th>
<th>$AC_0$ of the AP</th>
<th>$AC_1$ of the AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CW_{\text{min,D}}{i}$</td>
<td>$CW_{\text{min,D}}[2]+1$</td>
<td>$CW_{\text{min,D}}[2]+1$</td>
</tr>
<tr>
<td>$CW_{\text{max,D}}{i}$</td>
<td>$2CW_{\text{min,D}}[2]+1$</td>
<td>$2CW_{\text{min,D}}[2]$</td>
</tr>
</tbody>
</table>

On the other hand, to achieve fairness between uplink and downlink best-effort flows, we dynamically adjust $CW_{\text{min}}[2]$ at the AP, based on the number of best-effort flows that the AP handles. Note that $CW_{\text{min}}\{i\}$ and $CW_{\text{max}}\{i\}$ ($i = 0, 1$) at the AP are also determined uniquely once $CW_{\text{min,D}}[2]$ at the AP is determined (see Table 3.1). In Chapter 2, we presented a way of adjusting $CW_{\text{min}}$ at the AP for the legacy IEEE 802.11 wireless LANs. Our scheme is based on the number of downlink flows, where for an arbitrarily fixed $R$, the total packet rate of downlink flows is $R$ times as large as the packet rate of an individual uplink flow. We apply this scheme to achieve fairness in uplink and downlink best-effort flows in the IEEE 802.11e wireless LANs.

We now summarize our scheme. Let $CW_{\text{min,U}}\{i\}$ and $CW_{\text{max,U}}\{i\}$ ($i = 0, 1, 2, 3$) denote $CW_{\text{min}}\{i\}$ and $CW_{\text{max}}\{i\}$ of $AC_i$ at wireless terminals. Let $M$ denote the number of best-effort flows that the AP handles at $AC_2$. The target packet rate $R$ is then given by

\[
R = \max(1, M),
\]
where we assume that the mean frame lengths of best-effort flows are identical. Thus from (2.14), we set \( CW_{\text{min}}[2] \geq 3 \) to be

\[
CW_{\text{min}}[2] = \left\lfloor \frac{3}{2} + \frac{B}{R} + \sqrt{\left(1 + \frac{B}{R}\right)^2 + \frac{2B}{R}} \right\rfloor,
\]

where \( \lfloor x \rfloor \) stands for the maximum integer that is not greater than \( x \) and

\[
B = \frac{CW_{\text{min}}[2](CW_{\text{min}}[2] - 2)}{2(CW_{\text{min}}[2] + 1)}.
\]

As stated in Section 2.4.5, if best-effort traffic consists of TCP flows, the AP handles TCP ACK segment flows in \( \text{AC}_2 \), as well as TCP data segment flows. In such a case, \( M \) is given by the total number of those flows. For example, when there are \( N_{\text{BE-D}} \) downlink TCP flows and \( N_{\text{BE-U}} \) uplink TCP flows, the AP handles \( N_{\text{BE-D}} \) downlink data segment flows and \( N_{\text{BE-U}} \) downlink ACK segment flows, so that \( M = N_{\text{BE-D}} + N_{\text{BE-U}} \). Our scheme then sets \( CW_{\text{min}}[i] \) and \( CW_{\text{max}}[i] \) \((i = 0, 1)\) at the AP as shown in Table 3.1, while other parameters are fixed to their default values in Table 1.2. Note that when \( M = 0 \) or 1, \( CW_{\text{min}}[2] = 31 = CW_{\text{min}}[2] \), and therefore all parameter values are equal to the default ones.

### 3.4 Simulation Experiments and Results

In this section, we evaluate the performance of our scheme through simulation experiments.

#### 3.4.1 Simulation Model

Figure 3.1 shows the network topology used in the simulation experiments, which consists of \( N_{\text{VO}} \) VoIP calls (VoIP sessions), \( N_{\text{VL-D}} \) downlink video flows, \( N_{\text{VL-U}} \) uplink video flows, \( N_{\text{BE-D}} \) downlink TCP flows, and \( N_{\text{BE-U}} \) uplink TCP flows. Since each VoIP session generates both uplink and downlink flows, there are \( N_{\text{VO}} \) uplink VoIP flows and \( N_{\text{VO}} \) downlink VoIP flows. We assume that each voice traffic is encoded into a VoIP flow with ITU-T G.711 [68], which has the average source bit rate of 64 kbps and the packet size of 160 bytes. We also assume that each video traffic flow is encoded with ITU-T H.263 [81], which has the average bit rate of 512 kbps and the packet size of 512 bytes. UDP is used as layer-4 protocol for both voice and video flows. We employ an IEEE 802.11b-based wireless LAN, whose parameters are shown in Table 1.1. Note that \( \text{RTSThreshold} \), \( \text{DataRate} \), and \( \text{BasicRate} \) is set to be 800 bytes, 11 Mbps, and 1 Mbps, respectively. Note also that every wireless terminal in our scheme follows the default IEEE 802.11e EDCA whose parameters are given in Table 1.2. The buffer size for each
access category is set to be 100 packets. All wired links have bandwidth of 100 Mbps and propagation delay of 25 msec. Simulation time for each scenario is set to be 2,000 seconds.

![Network topology for simulation experiments.](image)

Figure 3.1: Network topology for simulation experiments.

### 3.4.2 Performance Measures

The performance of real-time traffic is evaluated in terms of the 99th percentile delay, the 99th percentile jitter, and the average packet loss ratio. The maximum allowable values of these QoS metrics are shown in Table 3.2 [17, 35]. We regard these as strict QoS constraints. Thus, in all simulation experiments, real-time packets whose end-to-end delay or/and jitter is not less than their constraints are discarded at the decoder and they count as lost packets. Therefore, if the packet loss ratio of a real-time flow is smaller than its constraint, QoS requirement of the real-time flow is satisfied.

On the other hand, the performance of best-effort traffic is evaluated in terms of two fairness indices, $FI_{m,n}$ and $\Gamma$ defined in Section 2.4.2, and the total best-effort throughput.

### 3.4.3 Capacity for Accommodating Real-Time Traffic

This subsection evaluates the capacity for accommodating real-time traffic in our scheme. When the number $M$ of downlink best-effort flows at $AC_2$ in the AP is very large,
our scheme sets $CW_{\text{min,D}}[0]$ and $CW_{\text{min,D}}[1]$ at the AP to be 0 and 1, respectively. We call this the \textit{extremal situation} because the AP tries to transmit frames most aggressively.

We first consider the case where only VoIP traffic flows exist in the wireless LAN. We perform simulation experiments by varying the number $N_{\text{VO}}$ of VoIP sessions from 1 to 15. Figures 3.2 and 3.3 plot the 99th percentile end-to-end delay and the 99th percentile jitter of uplink and downlink VoIP flows, respectively, in the default system and in our scheme under the extremal situation. As we see in Fig. 3.2, when the number $N_{\text{VO}}$ of VoIP sessions is small (say, $N_{\text{VO}} = 4$), the 99th percentile delay of downlink flows is almost the same as that of the uplink flows, both in the default system and in our scheme under the extremal situation. In the default system, however, delay of the downlink VoIP flows increases rapidly with $N_{\text{VO}}$ compared with that of the uplink VoIP flows. This is caused by the queueing delay at the AP. On the other hand, when our scheme runs under the extremal situation, $CW_{\text{min,D}}[0] = 0$ at the AP, and under such a situation the AP accesses to the wireless channel very aggressively. Thus uplink flows have to wait a long time, on average, in accessing the wireless channel and this results in a comparatively higher delay for the uplink VoIP flows, while the delay of the downlink VoIP flows remains almost constant.

Comparing to delay performance in Fig. 3.2, as we observe in Fig. 3.3, the 99th percentile jitter of uplink VoIP flows both in the default system and in our scheme under

---

Table 3.2: Maximum allowable values of QoS metrics [17, 35].

<table>
<thead>
<tr>
<th>Traffic type</th>
<th>Delay (msec)</th>
<th>Jitter (msec)</th>
<th>Packet loss ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoIP</td>
<td>150</td>
<td>10</td>
<td>3%</td>
</tr>
<tr>
<td>Video</td>
<td>150</td>
<td>20</td>
<td>1%</td>
</tr>
</tbody>
</table>
the extremal situation is higher than that of the downlink flows in most cases. Also, the jitter increases with $N_{VO}$ in both systems.

Figure 3.4 shows the average packet loss ratio in the default system and in our scheme under the extremal situation. Note that the packet losses in Fig. 3.4 include the total packet losses due to QoS constraints at the application layer (i.e., at the decoder), due to the retransmission limitation at the MAC layer, and due to buffer overflows at stations. As illustrated in the figure, when $N_{VO} < 6$, no packet losses occur. Packet loss ratio, however, increases with $N_{VO}$ for $N_{VO} > 6$. This figure shows that our scheme can accommodate 11 QoS guaranteed VoIP sessions at most, with the QoS requirements given in Table 3.2, which is the same capacity as in the default system.
VoIP packets whose end-to-end delay is not less than 150 msec or/and whose jitter is not less than 10 msec are discarded at the decoder. Table 3.3 shows the average packet loss ratios, observed at the decoder, of the uplink and downlink VoIP flows, in the default system and in our scheme under the extremal situation, where $P_{\text{loss}}^{\text{(Del)}}$, $P_{\text{loss}}^{\text{(Jit)}}$, and $P_{\text{loss}}^{\text{(Del&Jit)}}$ denote the average ratios of dropped packets only due to delay constraint, only due to jitter constraint, and due to both delay and jitter constraints, respectively (see Fig. 3.5). We observe that, when the number of VoIP flows is small (i.e., $N_{\text{VO}} \leq 12$), packet loss, at the decoder, occurs only due to jitter constraint, in both systems. When the number of VoIP flows is large (i.e., $N_{\text{VO}} \geq 13$), however, queueing delay of VoIP packets becomes large and thus packet loss occurs due to delay constraint, too. These results agree with the results in Figs. 3.2 and 3.3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{VoIP_packet_discard_regions.png}
\caption{VoIP packet discard regions.}
\end{figure}

Next we have a look at packet losses due to the retransmission limitation at the MAC layer. With the simulation results, we found that, packet loss ratio due to the retransmission limitation was very small in both systems. For example, when $N_{\text{VO}} = 11$, it was only $2.7 \times 10^{-4}$% in the default system and $9.0 \times 10^{-5}$% in our scheme even it runs under the extremal situation. Therefore, rather than showing such packet loss ratios, we show frame collision probabilities. Figure 3.6 compares the overall frame collision probability $P_c$, as well as the average frame collision probabilities $P_c^{\text{(AP)}}$ and $P_c^{\text{(WT)}}$ at the AP and a wireless terminal. We observe that when $N_{\text{VO}} = 1$, frame collision probabilities are almost equal to zero and they increase with $N_{\text{VO}}$ in both systems. We also observe that, when $N_{\text{VO}}$ is large, frame collision probability at the AP in our scheme is smaller than that of in the default system and this leads to a smaller overall frame collision
probability in our scheme than that in the default system. We observed this interesting phenomenon in the legacy IEEE 802.11 DCF-based wireless LANs, and it can be explained as follows in the same manner as in Section 2.4.4.

Recall that when a frame transmitted by the AP collided with a frame transmitted by a wireless terminal, both the AP and the wireless terminal double their current contention windows. Since, in our scheme, $CW_{\text{min},D}[i]$s at the AP is very smaller than to $CW_{\text{min},U}[i]$s at the wireless terminal (in the extremal situation, $CW_{\text{min},D}[0] = 0$ and $CW_{\text{min},U}[0] = 7$), the AP can access to the wireless channel several times before the wireless terminal does. As a result we have $P_{c}^{(AP)} < P_{c}^{(WT)}$, and for large $N_{VO}$, the overall frame collision probability $P_{c}$ of our scheme becomes smaller than that of the default system.

Next we examine the capacity for accommodating video flows. For QoS guaranteed $N_{VO}$ (i.e., $N_{VO} \leq 11$), we consider two systems only with uplink video flows and only
with downlink video flows, each of which coexists with $N_{VO}$ VoIP sessions. The maximum number of QoS guaranteed video flows in each case are summarized in Table 3.4. We observe that our scheme can handle at least the same number of video flows as the default system can, even when it runs under the extremal situation. We then conclude that even in the most severe condition, our scheme can accommodate at least the same number of QoS guaranteed real-time flows as the default system can.

Table 3.4: Maximum number of QoS guaranteed video flows.

<table>
<thead>
<tr>
<th>Number of VoIP flows ($N_{VO}$)</th>
<th>0</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of uplink video flows ($N_{VLU}$)</td>
<td>Default system</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Extremal situation</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of downlink video flows ($N_{VL_D}$)</td>
<td>Default system</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Extremal situation</td>
<td>9</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

3.4.4 Fairness in Best-Effort Traffic

We now examine the fairness issue in best-effort traffic. We assume that all best-effort flows follow TCP New Reno [19] with data segments of 1,000 bytes. To evaluate the performance of best-effort flows coexisting with real-time flows, we first have to find a proper combination for the numbers of VoIP and video flows. Otherwise, best-effort flows may not get chances to transmit their frames under the situation that the wireless bandwidth is fully occupied by real-time flows. Thus, with the results in Table 3.4, we first fix $N_{VO}$, $N_{VLD}$, and $N_{VLU}$ so that there is sufficient bandwidth for best-effort. In such a way, we fix $N_{VO} = 5$ and $N_{VLD} = N_{VLU} = 1$, and we vary $N_{BE, D}$ from 1 to 10 and $N_{BE, U}$ from 1 to 5.

Recall that in our scheme, $CW_{\text{min,D}}[2]$ in (3.1) is determined with $M = N_{BE,D} + N_{BE,U}$, and $CW_{\text{min,D}}[i]$ and $CW_{\text{max,D}}[i]$ ($i = 0, 1$) are set as shown in Table 3.1. Before discussing fairness in best-effort traffic, we shall confirm that QoS of real-time traffic is guaranteed. Table 3.5 shows the 99th percentile end-to-end delay, the 99th percentile jitter, and the average packet loss ratio of VoIP and video flows, where $N_{BE,D} = 10$ and $N_{BE,U} = 5$. We observe that QoS of real-time flows are guaranteed both in the default system and in our scheme, even though downlink real-time flows in our scheme receive a slightly preferential treatment, compared with the default system. The performance of uplink real-time flows, however, worsens slightly compared with the default system. The reason for this performance degradation is that our scheme gives higher priority to downlink flows by assigning smaller $CW_{\text{min,D}}[i]$s at the AP, and thus uplink flows suffer some difficulties in accessing the wireless channel, compared with the default system.

We now discuss fairness in best-effort flows. Figures 3.7 and 3.8 illustrate fairness
Table 3.5: 99th percentile delay, 99th percentile jitter, and average packet loss ratio of real-time flows ($N_{VO} = 5$, $N_{VD} = N_{VL} = 1$, $N_{BE,D} = 10$, $N_{BE,U} = 5$).

<table>
<thead>
<tr>
<th>VoIP flows</th>
<th>Uplink</th>
<th>Downlink</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Default system</td>
<td>Our scheme</td>
</tr>
<tr>
<td>Delay (msec)</td>
<td>58.10</td>
<td>65.48</td>
</tr>
<tr>
<td>Jitter (msec)</td>
<td>6.14</td>
<td>7.81</td>
</tr>
<tr>
<td>Packet loss ratio (%)</td>
<td>0.12</td>
<td>0.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Video flows</th>
<th>Uplink</th>
<th>Downlink</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Default system</td>
<td>Our scheme</td>
</tr>
<tr>
<td>Delay (msec)</td>
<td>64.39</td>
<td>83.80</td>
</tr>
<tr>
<td>Jitter (msec)</td>
<td>11.48</td>
<td>13.17</td>
</tr>
<tr>
<td>Packet loss ratio (%)</td>
<td>0.11</td>
<td>0.62</td>
</tr>
</tbody>
</table>

indices $F_{BE,D, BE,U}$ and $\Gamma$, respectively. In the default system, unfairness between uplink and downlink best-effort flows is observed when the total number $N_{BE,D} + N_{BE,U}$ of best-effort flows is large. On the other hand, in our scheme, both $F_{BE,D, BE,U}$ and $\Gamma$ remain near one, regardless of the numbers of best-effort flows. Thus, our scheme greatly improves both per-flow fairness and fairness between uplink and downlink best-effort flows.

Figure 3.7: Per-flow fairness index $F_{BE,D, BE,U}$ of TCP flows ($N_{VO} = 5$, $N_{VD} = N_{VL} = 1$).

In order to look at unfairness of the default system closely, we consider the packet loss probability due to buffer overflow of TCP flows at each station. We found that packet loss due to buffer overflow never occurred at wireless terminals. Thus, in Table 3.6, we show the probabilities of packet loss, i.e., data segment loss and ACK segment loss,
Figure 3.8: Uplink/downlink fairness index $\Gamma$ of TCP flows ($N_{VO}=5$, $N_{VL_D}=N_{VL_U}=1$).

Table 3.6: Packet loss probability of TCP flows due to buffer overflow at stations ($N_{VO} = 5$, $N_{VL_D} = N_{VL_U} = 1$).

<table>
<thead>
<tr>
<th>$N_{BE_D}$</th>
<th>$N_{BE_U}$</th>
<th>Data segment loss probability</th>
<th>ACK segment loss probability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Default system</td>
<td>Our scheme</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.09</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.12</td>
<td>0.02</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.19</td>
<td>0.03</td>
</tr>
</tbody>
</table>

$N_{BE_D} = N_{BE_U} = 1$, the packet loss does not occur. In our simulation experiment, the buffer size of $AC_2$ is set to be 100 packets and the advertised window of TCP flows is set to be 20 packets, and thus, no data segment loss occurs if $N_{BE_D} + N_{BE_U}$ is small. As explained in Section 2.4.5, in such a situation, TCP connections reach the steady state and the self-clocking effect emerges [36]. Thus TCP ACK segments regulate the transmission rate of data segments, and therefore the bandwidth is shared almost equally among TCP flows. When $N_{BE_D} + N_{BE_U}$ is large, however, both the data segment loss and the ACK segment loss are observed in the default system. As a result, the throughput of downlink TCP flows in the default system decreases. In other words, the default system can achieve per-flow fairness among best-effort flows only when the buffer size is large enough to prevent packet losses. Note that a large buffer leads to large queueing
delay and it may result in throughput degradation of TCP flows because the throughput performance of TCP depends on RTT.

Finally, Fig. 3.9 compares the total throughput of best-effort flows. We observe that the total best-effort throughput in our scheme is greater than that in the default system. Thus our scheme not only achieves fairness but also keeps high bandwidth utilization for best-effort traffic. Readers may wonder why the performance of our scheme does not degrade even when there are many best-effort flows. Recall that our scheme changes $CW_{\text{min}}$ and $CW_{\text{max}}$ only at the AP and it does not make any modification at wireless terminals. Thus, as discussed in Section 3.4.3, the frame collision probability in our scheme becomes smaller than that of the default system and this results in a good throughput performance. We observed this phenomenon in legacy IEEE 802.11 DCF wireless LANs (see Section 2.4.4). With the results in Fig. 3.9, we conclude that our scheme works well without any serious side effects.

![Figure 3.9: Total system throughput of TCP flows ($N_{\text{VO}} = 5$, $N_{\text{VL}} = N_{\text{VLU}} = 1$).](image)

### 3.5 Conclusion

This chapter discussed a fairness issue between uplink and downlink best-effort flows in QoS-oriented IEEE 802.11e EDCA-based wireless LANs. To achieve max-min fairness among best-effort flows, we presented a dynamic contention window control scheme, which adjusts the minimum and maximum contention window sizes at the AP. In our scheme, the AP first determines the optimal $CW_{\text{min}}$ for the best-effort access category according to the number of best-effort flows it handles. It then adjusts the $CW_{\text{min}}$s and $CW_{\text{max}}$s of higher priority access categories so as to guarantee QoS requirements for real-time traffic. In such a way our scheme gives sufficient bandwidth for real-time flows and then try to share the remaining bandwidth among all best-effort flows. Note that our scheme does
not require any modification at wireless terminals. Simulation results showed that our scheme achieved fairness between uplink and downlink best-effort flows, as well as per-flow fairness among best-effort flows, while guaranteeing QoS requirements for real-time traffic.
Chapter 4

Per-Flow Fairness in Multi-Rate Wireless LANs

This chapter considers performance anomaly in multi-rate IEEE 802.11 wireless LANs, where stations with the lowest data transmission rate regulate the throughput of all other stations and the total system throughput degrades badly.

As we stated in Chapter 1, the IEEE 802.11 physical layer extensions support multiple data transmission rates by employing different modulations and channel coding schemes. For example, the IEEE 802.11b [84] physical layer extension provides four data transmission rates: 1, 2, 5.5, and 11 Mbps. Each station individually selects an appropriate data transmission rate according to its channel condition. Stations in a good channel condition typically employ a higher data transmission rate, while stations in a poor channel condition do a lower data transmission rate so as to prevent frequent frame losses due to transmission errors on the wireless channel [44,67].

Generally, stations with a high data transmission rate (called high-rate stations hereafter) can achieve higher throughput than stations with a low data transmission rate (called low-rate stations hereafter). When stations with different data transmission rates coexist in a multi-rate wireless LAN, however, stations with the lowest data transmission rate regulate the throughput of all other stations and it is forced to be the same as the throughput of stations with the lowest data transmission rate. As a result, the total system throughput degrades badly in multi-rate wireless LANs [31,74]. This phenomenon is well-known as performance anomaly. Note that the performance anomaly is caused by the following two facts:

(i) the default MAC protocol equally gives all stations the channel access right, i.e., the per-station fairness property, and
(ii) once acquiring the channel, low-rate stations occupy the wireless channel for a longer time than high-rate stations do, because in IEEE 802.11 wireless LANs, channel access time is not fixed.
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The total system throughput can be improved readily by restraining low-rate stations from accessing the wireless channel. It is clear, however, that this would lead to serious unfairness in individual throughput between high- and low-rate stations. Thus, improving the total system throughput and achieving throughput fairness among individual stations are two conflicting goals in multi-rate wireless LANs, and we have to compromise one way or another. As we showed in Section 1.4.2, the proportional fairness [43] which is equivalent to air-time fairness, i.e., fairness in channel occupancy time, is a reasonable compromise between these two goals.

So far, numerous research efforts have been devoted to alleviate the performance anomaly [2, 9, 12, 16, 24, 32, 39, 40, 45, 64, 71, 73, 74, 79, 92]. Most of them, however, focus on air-time fairness only in station-level, i.e., they aim to make the channel occupancy times of respective stations equal. Since APs handle multiple downlink flows, however, air-time fairness in station-level leads to serious performance degradation of downlink flows [62] (see Chapters 2 and 3 for details).

Aiming at air-time fairness in flow-level, this chapter considers a dynamic contention window control mechanism that works well for both uplink and downlink flows. In our scheme, flows are classified into several classes according to their data transmission rates, and at APs, downlink flows in respective classes are stored in separate buffers, as in the IEEE 802.11e [85] protocol. Further our scheme assigns different minimum contention window sizes \( CW_{\text{min}} \) to those classes according to their data transmission rates and target packet rates. Through simulation experiments, we show the effectiveness of our scheme even when there are many downlink flows at the AP, i.e., our scheme alleviates the unfairness in multi-rate wireless LANs.

The rest of this chapter is organized as follows. Section 4.1 overviews the performance anomaly and Section 4.2 reviews related work. In Section 4.3, we describe our contention window control mechanism and in Section 4.4, our scheme is evaluated through simulation experiments with UDP and TCP flows. Finally, the conclusion is given in Section 4.5.

4.1 Problem Overview

To illustrate the performance anomaly [31], we consider an IEEE 802.11b-based wireless LAN with two wireless terminals, WT\(_0\) and WT\(_1\), and one AP. WT\(_0\) and WT\(_1\) transmit data frames towards the AP at data transmission rates of \( R^{[0]} \) Mbps and \( R^{[1]} \) Mbps, respectively. Simulation scenario is depicted in Fig. 4.1. The length of MSDUs is set to be 1,000 bytes. We conduct a simulation experiment for 300 seconds by varying \( R^{[0]} \) and \( R^{[1]} \) as shown in Table 4.1.

Figure 4.2 shows the average throughput of WT\(_0\) and WT\(_1\), calculated every 10 seconds. We observe that
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(i) the average throughput of those two wireless terminals are always identical and
(ii) in the interval [100,200), the average throughput of each wireless terminal is about
0.73 Mbps, which is less than 30% of the average throughput of 2.63 Mbps in the
interval [0,100).

Note that phenomenon (i) is a key feature in the IEEE 802.11 DCF protocol: all stations
can acquire the transmission right equally in the saturated situation because CSMA/CA
is not influenced by data transmission rates of stations. As a result, all stations share the
bandwidth fairly when the average lengths of payloads are identical.

Next we consider phenomenon (ii). Since the average data transmission rates in the
intervals [0,100) and [100,200) are equal to 11 Mbps and 6 Mbps, respectively, readers who
are not familiar with the performance anomaly might expect that the throughput in the
interval [100,200) would be about half of that in the interval [0,100). In reality, however,
more than 70% of throughput degradation occurs. To understand this phenomenon, we
approximate analyze the average throughput.

Figures 4.3(a) and 4.3(b) show frame formats of a data frame and an ACK frame,
respectively, defined in the IEEE 802.11b protocol. Let $T_i^{(\text{DATA})} \mu\text{sec}$ denote the time
needed to transmit a data frame with MSDU payload of $L_i$ bytes at transmission rate of
$R_i$ Mbps. Also, let $T_i^{(\text{ACK})} \mu\text{sec}$ denote the time needed to transmit an ACK frame. We
then have

\[ T_i^{\text{(DATA)}} = 192 + \frac{8(28 + L_i)}{R_i} \text{ (μsec)}, \]
\[ T_i^{\text{(ACK)}} = 192 + \frac{8 \times 14}{\text{BasicRate}} = 304 \text{ (μsec)}. \]

Together with Fig. 4.4, the channel occupancy time (called air-time) \( Z_i \) in transmitting an MSDU of \( L_i \) bytes at transmission rate of \( R_i \) Mbps is given by

\[ Z_i = T_i^{\text{(DATA)}} + SIFS + T_i^{\text{(ACK)}} + DIFS = 556 + \frac{8(28 + L_i)}{R_i} \text{ (μsec)}. \]  

(4.1)

In particular, when two wireless terminals, \( \text{WT}_i \) and \( \text{WT}_j \) with data transmission rates of \( R_i \) Mbps and \( R_j \) Mbps, respectively, coexist, the average throughput \( \theta_{(R_i,R_j)}^{\text{WT}_k} \) Mbps of \( \text{WT}_k \) (\( k = i, j \)) is given by

\[ \theta_{(R_i,R_j)}^{\text{WT}_k} \approx \frac{1}{2} \cdot \frac{8L_k}{\text{CW}_{\min} \times \text{SlotTime}/4} + \frac{1}{2}(Z_i + Z_j), \]

where we assume that no collisions happen and the mean length of contention periods is given by \( \text{CW}_{\min} \times \text{SlotTime}/4 \).

The result indicates that when two wireless terminals with \( R_i \) and \( R_j \) coexist and the lengths of their MSDUs are identical, the average throughput \( \Theta_{(R_i,R_j)} \) of each wireless terminal is given in a form:

\[ \Theta_{(R_i,R_j)} = \frac{a}{b + \frac{1}{R_i} + \frac{1}{R_j}}, \]
4.2 Related Work

As solutions of the performance anomaly, several methods have been proposed so far for achieving air-time fairness in multi-rate wireless LANs. They are classified into two types;
(i) adjusting channel access probabilities of stations by varying parameter values defined in CSMA/CA mechanism [2, 12, 32, 39, 45, 74, 92] and
(ii) performing frame aggregation/fragmentation or allowing multiple data frame transmission to high-rate stations [18, 64, 71, 73, 92].

Note that all of above schemes aim to air-time fairness in station-level, i.e., they try to make the channel occupancy times of respective stations equal. Note that an AP handles multiple downlink flows and the bandwidth that the AP acquires is shared with those downlink flows. Therefore air-time fairness in station-level will lead to a serious throughput degradation of downlink flows [62].

Tan et al. propose a scheme called TBR (Time-based regulator) which can be used for both uplink and downlink flows [79]. In the TBR scheme, each wireless terminal implements a TBR agent and communicates with the main TBR agent employed at the AP. In order to achieve air-time fairness in flow-level, packets in each flow stored in an individual buffer and the main TBR agent reschedules the transmission order of frames by employing a leaky bucket algorithm and informs other TBR agents.

In [16], Dunn et al. propose shortening frame size based on the number of uplink and downlink flows and their data transmission rates. They aim to achieve air-time fairness separately among uplink flows and among downlink flows. Note that the scheme proposed in [16] ignores protocol overhead, so that air-time fairness cannot be achieved in a strict sense. Further it assigns short frame size to low-rate stations, so that the total system throughput degrades due to the overhead. Another possible way to achieve air-time fairness is to assign long frame size to high-rate stations. In this kind of schemes, however, the throughput of each flows fluctuates so much and therefore it cannot achieve fairness in a short period of time (see Fig. 2.11).

4.3 Dynamic Contention Window Control

To alleviate the performance anomaly, we consider a dynamic contention window control mechanism that works for both uplink and downlink flows. Our scheme aims to achieve air-time fairness in flow-level by controlling $CW_{\min}$, where a flow is defined as a sequence of frames with the same sender and receiver station MAC addresses.

4.3.1 Flow Classification

We refer to flows whose data transmission rate is equal to $R_i$ Mbps ($i = 1, 2, \ldots, i_{\max}$) as flows in class $i$, where $R_1 > R_2 > \cdots > R_{i_{\max}}$. We also refer to wireless terminals transmitting class $i$ flows as wireless terminals in class $i$ (see Fig. 4.5(a)). Unlike wireless terminals, APs handle multiple downlink flows destined to wireless terminals in different
classes. Thus flows in different classes can exist at APs. Therefore, at the AP, we provide $i_{\text{max}}$ buffers, each of which stores data frames in a specific class (see Fig. 4.5(b)).

![Diagram](image)

Figure 4.5: Behavior of our scheme.

We then differentiate among flows in different classes by setting different $CW_{\text{min}}$s to different classes in such a way that all flows share the wireless channel equally in terms of the channel occupancy time. Note that each class at the AP performs CSMA/CA individually using the assigned $CW_{\text{min}}$. If backoff counters of more than one class in the AP expire at the same time slot, among them the class with the highest data transmission rate is allowed to transmit its data frame, while other classes behave as if a collision occurred. Note that this mechanism is very similar to the IEEE 802.11e [85] protocol, which provides differentiated QoS in wireless LANs.

### 4.3.2 Mean Field Approximation Analysis

A simple mean field approximation analysis for single-rate IEEE 802.11 wireless LANs is presented in Section 2.3.2, by assuming $CW_{\text{max}} = \infty$ and $r_{\text{max}} = \infty$. In this subsection we extend it to multi-rate IEEE 802.11 wireless LANs.

Let $N_{U,i}$ and $N_{D,i}$ ($i = 1, 2, \ldots, i_{\text{max}}$) denote the number of uplink flows (i.e., the number of wireless terminals) in class $i$ and the number of class $i$ downlink flows that
the AP handles, respectively. We denote $CW_{\text{min}}$ for class $i$ uplink flows by $CW_{\text{min},U,i}$ and $CW_{\text{min}}$ for class $i$ downlink flows by $CW_{\text{min},D,i}$. We define $\lambda_{U,i}$ ($i = 1, 2, \ldots, i_{\text{max}}$) as the steady-state probability that a wireless terminal in class $i$ accesses the channel in a randomly chosen slot of contention periods. Also $\lambda_{D,i}$ ($i = 1, 2, \ldots, i_{\text{max}}$) is defined as the steady-state probability that the AP accesses the channel for the transmission of a class $i$ flow in a randomly chosen slot of contention periods. Following exactly the same approach as in Section 2.3.2, we obtain for $X = U, D$

$$\lambda_{X,i} = \frac{2(1 - 2\alpha_{X,i})}{(CW_{\text{min},X,i} + 1)(1 - \alpha_{X,i}) + 1 - 2\alpha_{X,i}},$$

(4.2)

where $\alpha_{U,i}$ and $\alpha_{D,i}$ denote the transmission failure probabilities of a wireless terminal in class $i$ and a class $i$ flow transmitted by the AP, respectively. Note that

$$\alpha_{U,i} = 1 - \frac{1}{\prod_{k=1}^{i_{\text{max}}}(1 - \lambda_{U,k})^{N_{U,k}}(1 - \lambda_{D,k})},$$

(4.3)

$$\alpha_{D,i} = 1 - \prod_{k=1}^{i_{\text{max}}}(1 - \lambda_{U,k})^{N_{U,i}}\prod_{k=1}^{i-1}(1 - \lambda_{D,k}).$$

(4.4)

Since a station with minimum contention window of $CW_{\text{min}}$ can successively transmit $1 + 1/CW_{\text{min}}$ frames on average (see Section 2.3.1), the average number $\Theta_{U,i}$ (resp. $\Theta_{D,i}$) of frames in class $i$ flows transmitted by a wireless terminal (resp. the AP) in a unit time is given by

$$\Theta_{X,i} = \left(1 + \frac{1}{CW_{\text{min},X,i}}\right)\lambda_{X,i}(1 - \alpha_{X,i}),$$

(4.5)

and the corresponding channel occupancy time is given by

$$Z_{X,i} = \Theta_{X,i}Z_{i},$$

(4.6)

for $X = U, D$, where $Z_{i}$ is given in (4.1).

### 4.3.3 Quasi-Optimal $CW_{\text{min}}$ to Achieve Air-Time Fairness

To achieve air-time fairness in flow-level, the mean channel occupancy time $Z_{U,i}$ of class $i$ uplink flows should be identical regardless of classes, and the total channel occupancy time $Z_{D,i}$ of class $i$ downlink flows should be $N_{D,i}$ times as large as the mean channel occupancy time $Z_{U,i}$ of class $i$ uplink flows. In this chapter, we fix $CW_{\text{min},U,1}$ to the default $CW_{\text{min}}$ value (i.e., 31 in the IEEE 802.11b wireless LANs) and consider adjusting $CW_{\text{min},U,i}$ ($i = 2, 3, \ldots, i_{\text{max}}$) and $CW_{\text{min},D,i}$ ($i = 1, 2, \ldots, i_{\text{max}}$) in such a way that the following equations hold.

$$\frac{Z_{U,i}}{Z_{U,1}} = 1, \quad i = 2, 3, \ldots, i_{\text{max}},$$

(4.7)

$$\frac{Z_{D,i}}{Z_{U,i}} = N_{D,i}, \quad i = 1, 2, \ldots, i_{\text{max}}.$$  

(4.8)
When $N_{U,i}$, $N_{D,i}$ ($i = 1, 2, \ldots, \iota_{\text{max}}$), and $CW_{\text{min},U,1}$ are given, other $CW_{\text{min}}$s can be obtained numerically using (4.7) and (4.8), and (4.2), (4.3), (4.4), (4.5), and (4.6).

### 4.4 Simulation Experiments and Results

In this section, we evaluate the performance of our scheme through simulation experiments.

#### 4.4.1 Simulation Model

We employ an IEEE 802.11b-based wireless LAN with the default MAC parameters shown in Table 1.1. For the simplicity, we assume that there exist only flows in class 1 and class 4. Figure 4.6 shows the network topology used in the simulation experiments. Note that $R_1 = 11$ Mbps and $R_4 = 1$ Mbps. Note also that $\text{BasicRate}$ is set to be 1 Mbps and $\text{RTSThreshold}$ is set to be 3,000 bytes. Each wired link has bandwidth of 100 Mbps and propagation delay of 25 msec. The size of each buffer is set to be 100 packets. Simulation time for each scenario is set to be 2,000 seconds.

![Network topology for simulation experiments](image)

Figure 4.6: Network topology for simulation experiments.
4.4.2 Performance Measures

The performance of our scheme is evaluated in terms of the total system throughput and fairness index \(FI\) proposed by Jain et al. [37]. Let \(Z_{k, i}^{[X]}\) (resp. \(Z_{k, i}^{[D]}\)) denote the channel occupancy time of the \(k\)th uplink (resp. downlink) flow in class \(i\). \(FI\) is then given by

\[
FI = \frac{\left( \sum_{X = U, D} \sum_{i = 1, 4} N_{X, i} \sum_{k = 1}^{Z_{X, i}^{[k]}} \right)^2}{N \sum_{X = U, D} \sum_{i = 1, 4} \sum_{k = 1}^{Z_{X, i}^{[k]}} \left( Z_{X, i}^{[k]} \right)^2},
\]

where \(N = N_{U, 1} + N_{U, 4} + N_{D, 1} + N_{D, 4}\). Note that \(0 < FI \leq 1\) and \(FI = 1\) when channel occupancy times of all flows are identical.

4.4.3 Performance Evaluation for UDP Flows

In this subsection, we evaluate our scheme for UDP flows. The length of all segments are assumed to be 1,000 bytes and they are generated by a CBR traffic source at 10 Mbps, i.e., saturated situation.

Recall that in the default IEEE 802.11 system, \(CW_{\text{min}, X, i} = 31\) (\(X = U, D\) and \(i = 1, 4\)), while in our scheme, \(CW_{\text{min}, U, 1} = 31\) and other \(CW_{\text{min}}\)s are determined numerically as explained in Section 4.3.3. We confirm that quasi-optimal \(CW_{\text{min}}\)s to achieve air-time fairness are less sensitive to numbers of uplink flows [2]. For example, \((CW_{\text{min}, U, 1}, CW_{\text{min}, U, 4}) = (31, 192)\) and \((31, 190)\) for \((N_{U, 1}, N_{U, 4}) = (1, 1)\) and \((10, 10)\), respectively. Thus in our scheme, we always set \(CW_{\text{min}, U, 4}\) to be 192 and determine \(CW_{\text{min}, D, 1}\) and \(CW_{\text{min}, D, 4}\) dynamically by assuming \(N_{U, 1} = N_{U, 4} = 1\). In this way, for example, we obtain \((CW_{\text{min}, D, 1}, CW_{\text{min}, D, 4}) = (32, 192), (13, 66), (9, 41),\) and \((6, 22)\) for \((N_{D, 1}, N_{D, 4}) = (1, 1), (3, 3), (5, 5),\) and \((10, 10)\), respectively.

Figure 4.7 illustrates the simulation results of air-time fairness index \(FI\) of UDP flows. As we see in Fig. 4.7, \(FI\) in the default system is always less than one. In our scheme, however, \(FI\) is almost equal to one for any number of flows. Thus our scheme achieves air-time fairness in flow-level in any case.

Figure 4.8 compares the total system throughput of UDP flows. With the results in Fig. 4.8, we observe that the total system throughput in the default system is very small. In our scheme, however, the total system throughput is greatly improved by 210% to 240%. Thus our scheme is valid and works well for UDP traffic flows.

4.4.4 Performance Evaluation for TCP flows

We next evaluate our scheme for TCP flows, assuming that all TCP flows follow TCP new Reno [19] with segment size of 1,000 bytes. Note that delayed-ACK is not
implemented and advertised window is set to be 20 packets.

Unlike UDP, TCP flows consist of TCP ACK segment and data segment flows. For example, when there exist $N_{D,i}$ TCP downlink flows and $N_{U,i}$ TCP uplink flows, the AP handles $N_{U,i}$ TCP ACK segment flows as well as $N_{D,i}$ TCP data segment flows. As we discussed in Section 2.4.5, in such a case, the target packet rate of class $i$ downlink flows in (4.8) is given by the total number of those flows. Simulation results of air-time fairness index $FI$ of TCP flows is shown in Fig. 4.9. We observe that our scheme achieves higher $FI$ comparing to that of the default system.

Finally, the total system throughput of TCP flows for the default IEEE 802.11 MAC protocol and our scheme is depicted in Fig. 4.10. We observe that our scheme achieves higher system throughput. Thus our scheme works well for TCP flows, too.
4.5 Conclusion

This chapter discussed the performance anomaly in multi-rate IEEE 802.11 wireless LANs, where stations with the lowest data transmission rate regulate the throughput of all other stations and the total system throughput degrades badly. In this chapter, we presented a dynamic window control of uplink and downlink flows in order to achieve air-time fairness in flow-level. In our scheme, flows are classified into several classes according to their data transmission rates, and at APs, downlink flows in respective classes are stored in separate buffers. Further our scheme assigns different $CW_{\min}$s to those classes according to their data transmission rates and the target packet rates. Through simulation experiments, we showed the excellent performance of our scheme.
Chapter 5

Conclusions

Throughout this dissertation, we discussed per-flow fairness in IEEE 802.11-based wireless LANs. We considered fairness in both single- and multi-rate wireless LANs, and presented simple yet effective window control mechanisms to improve the fairness among flows. We now summarize all of the results and observations which we obtained through the study. At the end of this chapter, we also summarize some future works and implementation issues of our schemes.

In Chapter 1, we first discussed the background and motivations behind this research. We then provided an introduction to the IEEE 802.11 protocol, especially we focused on the CSMA/CA mechanism and explained the per-station fairness property in the IEEE 802.11 MAC protocol. We then introduced some key features and challenges of IEEE 802.11-based wireless LANs. In Chapter 1, we also presented an overview of the IEEE 802.11e EDCA protocol, which was standardized to support QoS in IEEE 802.11-based wireless LANs.

Furthermore, Chapter 1 presented a brief outline of some fairness concepts such as max-min fairness and proportional fairness. At the end of Chapter 1, we discussed the fairness in wireless LANs of wired-cum-wireless networks, in which wireless LANs are the bottleneck link along the path of all flows passing through them. We showed that the max-min fairness criterion works well and achieves per-flow fairness in single-rate wireless LANs, while the proportional fairness is reasonable for multi-rate wireless LANs. Moreover, it is known that the proportional fairness is equivalent to the air-time fairness, i.e., the fairness in channel occupancy time, in wireless LANs.

With the basic concepts and ideas summarized in Chapter 1, we discussed three key fairness issues occurred in IEEE 802.11 wireless LANs in Chapters 2, 3, and 4. We first considered a per-flow fairness issue in single-rate wireless LANs in Chapter 2. Next in Chapter 3, we focused on a per-flow fairness issue in QoS-oriented wireless LANs, and at last in Chapter 4, we addressed a per-flow fairness issue in multi-rate wireless LANs.

In Chapter 2, we showed that the per-station fairness property of the CSMA/CA mechanism degrades the throughput of downlink flows badly comparing to that of uplink
flows in legacy IEEE 802.11 wireless LANs, when APs handle multiple downlink flows. To achieve per-flow fairness, we presented a dynamic contention window control scheme, where the minimum contention window $CW_{\min}$ of an AP is controlled according to the target packet rate ratio $R^*$ between uplink and downlink flows. Note that our scheme does not require any modification at wireless terminals. We conducted various simulation experiments with UDP and TCP flows, and demonstrated that our scheme can significantly ameliorate max-min fairness.

In Chapter 3, we discussed a per-flow fairness issue occurred among best-effort flows in single-rate IEEE 802.11e EDCA-based wireless LANs. To achieve max-min fairness among best-effort flows, we considered a dynamic contention window control scheme, which adjusts the minimum and maximum contention window sizes at the AP. In our scheme, the AP first determines the optimal $CW_{\min}$ for the best-effort access category according to the number of downlink best-effort flows it handles. It then adjusts the $CW_{\min}$s and $CW_{\max}$s of higher priority access categories so as to guarantee QoS requirements for real-time traffic. In this way, our scheme gives sufficient bandwidth for real-time flows and then try to share the remaining bandwidth among all best-effort flows. Note that our contention window control scheme does not require any modification at wireless terminals. Simulation results showed that our scheme achieved max-min fairness among best-effort flows, while guaranteeing QoS requirements for real-time traffic.

Next in Chapter 4, we focused on the well-known performance anomaly in multi-rate IEEE 802.11 wireless LANs, where stations with the lowest data transmission rate regulate the throughput of all other stations and the total system throughput degrades badly. Since flows are not identical to each other in such a multi-rate wireless LAN, we aimed at achieving proportional fairness in order to strike a balance between the throughput fairness among stations and the total system throughput. As the proportional fairness in a wireless LAN is equivalent to the air-time fairness, in Chapter 4, we presented a dynamic window control of uplink and downlink flows that achieves air-time fairness in flow-level. In our scheme, flows are classified into several classes according to their data transmission rates, and at APs, downlink flows in respective classes are stored in separate buffers. Further our scheme assigns different $CW_{\min}$s to those classes according to their data transmission rates and the target packet rates. Through simulation experiments with UDP and TCP, we showed the excellent performance of our dynamic contention window control scheme.

As summarized above, we addressed three fairness issues and for each we presented a dynamic contention window scheme to alleviate unfairness. All three schemes we introduced are based on controlling packet rates at stations in link-layer level. Therefore, we believe that even when flows have different characteristics, such as different packet lengths, our schemes can be applicable if the target packet rate ratio is known. In determining the target packet rate ratio $R^*$ (when all flows are identical, $R^*$ is given by
the number of downlink flows at the AP), however, our schemes may require APs to know several information about downlink flows, including the number of active downlink flows. To do so, it is necessary to implement an additional function on APs to collect information of layers 3 and 4, such as IP addresses, port numbers, and transport protocol.

Throughout this dissertation, we have assumed a single-cell wireless LAN environment. In a multi-cell environment, however, the behavior and the performance of each station varies depending upon the locations (positions) of all stations as well as the access scheme, i.e., basic scheme or RTS/CTS scheme, they use to transmit data frames [29]. Thus in such cases, further discussions and more evaluations are required. We leave such issues for future works.
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