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Echo State Network Reservoir Shaping and Information Dynamics at the
Edge of Chaos
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This thesis investigates ways to optimize the hidden layer (reservoir) of a specific type of recurrent neural
network, called Echo State Network (ESN), in order to improve performance reliably on a variety of tasks. First,
an initialization strategy based on permutation matrices for the hidden layer connectivity is tested. This
approach is shown to vastly improve network performance on tasks which require long memory and is also
able to perform highly nonlinear mappings. Second, an unsupervised, local learning rule is derived that aims at
a high entropy of reservoir codes while keeping neuron activity sparse. This learning rule extends previous
approaches which change the intrinsic plasticity (IP) of reservoir neurons using a gain and a bias factor in the
neurons’ transfer function. A moderate improvement over random networks is shown, and a limitation of the
IP approach with standard sigmoidal activation functions is identified. Furthermore, a specific dynamics
regime located between stable and chaotic dynamics is studied. Networks whose dynamics operate in this region
have been shown to exhibit greatly increased computational capabilities. The r for this phenc are,

however, not fully understood. In this thesis, an information-theoretic framework is adopted to measure the
components of universal computation of ESN reservoirs as the networks undergo the phase transition from
stable to the chaotic dynamics. By measuring these components directly and on a local level, we gain novel
insights over existing work. We show that both information transfer and information storage are maximized at
the phase transition point. Moreover, we discuss implications of these results with respect to different task
requirements, and possibilities for reservoir optimization.
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