
Title CP Asymmetry in the Decay KL→π+π-e+e-

Author(s) Senyo, Katsumi

Citation 大阪大学, 1999, 博士論文

Version Type VoR

URL https://doi.org/10.11501/3169041

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKAThe University of Osaka Institutional Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

The University of Osaka



CP Asymmetry in the Decay KL--+ 1r+1r- e+e-

DISSERTATION SUBMITT 0 

THE GRADUATE SCHOOL 0 OSAKA UNIVETI ITY 

IN CANDIDACY OR HE D • RE 0 

DOCTOR OF SCI N E 

By 

Katsumi S nyo 

1999 



(j) 

DISSERTATIO SUBMITTED TO 

THE GRADUATE SCHOOL OF OSAKA U IVEnSITY 

IN CANDIDACY FOR THE DEGREE OP 

DOCTOR OF SCIE CE 

By 

Katsmni Scnyo 

1999 



Acknow ledgrnents 

I fi rst apprecia te Prof. Yorikiyo agashima, for all res a rch opport unit y in IIEP n<' ld . I was really 

enlightened by his expert ise. T . Yamanaka gave me a chauce to wo rk on ind irect. C'P violat ion in 

a TaTe K decay experiment, in tead of a n physics experiment. I thank him for hi t> sUp('rv ision 

of my study, and really enjoy a chat wit h him abo ut cxperimentaJ and t heoret ical sc ience. Also, 

I remember th t rans-pacific midnight proofreading of t he t hesis, esprcially in the la.st one wccl 

before the defen e. 
Other stuffs in Osaka University, J. Haba, M. Takita, M. Hmm mi and T. Smmki gaw me very 

useful advi es and suggestions, in and out of phys ics. T heir humor and wit always rda.x<'d me. 

T hankfully, S. Ts u:wki supporte l my study fro m Osaka .. 

My works clone at Fermilab , espec ially t he physics analysis, were mostly supported hy V. O 'Dell. 

T he di scussion with her was really fun . I enjoyed the life on the crossov< r wit h L. I3cll a.ntoni , P. 

Shanahan, M. P ang, and R. 13 . David . I tha nk their kindness. l a lso appreciate K' [('V p('o plc 

on the thirteen floor and new muon lab. Of course, I thank all of p<'oplr wo rking at the J<TeV 

experiment . Without t heir efforts, I could not successfully fi nish my t hcsis li kc t his. 

I feel relaxed with T. akaya and K. Hanagaki , and prev ious generat i n of graduate students 

in Osaka University. Th ir friendship and useful suggestion encouraged me in any phases of my 

analysis. I studied much from t hem. I t hank graduate students in Osaka. University for t heir 

cooperat ion for years . 
My parents, Sakae and Kotaro Senyo, patient ly wait d for my graduation . T heir supports 

greatly heartened me. I hope they proud of m . 

Finally, I thank my wife, Sachiko, and her t nde rness. Actually, I enjoy d t he life with her in 

Chicago . It was very tough t ime in my life, but we will long for our prC'cious t ime and good friends 

in Fermilab . 

2 



Contents 

1 Introduction 

2 

1.1 ', P, and CP Violation 

1.2 P violation in cutral Kaon System 

L.2.1 Indirect P Violation 

1.2.2 DirC'ct CP Violation . 

1.2.:1 Exp<'rimental Results of Indirect CP Violation 

1.3 J(L ~ 1r 1 1r c ~ c Decay . . . 

LU D<>cay ProcessC's . 

1.:3.2 IndirecL CP violation . 

l.:L~ Di rC'ct CP violation 

1.:1.<1 gi\f 1 Form Factor . 

1.:3.5 Experimental Status of K 1, 

1.4 Summary .......... . . 

1.4.1 Pmpose of This Study . 

J .11 .2 Overview of This Thesis 

Experiment 

2.1 

2.2 

2.:1 

KL Bcnm Production 

2.1. L B<'<tlll Production . 

2.1.2 Sweeper and CollimctC'l' 

2.1.:3 Vacuum ystcm 

Dc>t.ed or 

2.2.1 Charw·d Spt•ctronwtt•r 

2.2.2 Trigger hodoscopes . 

2.2 .:3 Ekctromagndir Calorimeter 

2.2.1 Photon Vetoes 

2.2 .5 Hadron/{~Iuon vetoes . 

Trigger. 

2.:3.1 LeV<'l 1 Trigger 

2.'3.2 Level 2 Trigger 

3 

1 

1 

2 

4 

4 

5 

8 

8 

9 

11 

11 
4 

12 

12 

12 

13 

14 

15 

15 

15 
5 

17 

17 

17 

21 

22 

24 

26 

29 

29 

31 

2.3.3 Trigger Rate 32 

2.3.4 Calibration Trigger . :32 

2.4 Data Acquisition y tem . :32 

2.4.1 Frontend and DAQ . 33 

2.4.2 Level 3 filtering . :3:3 

2.5 Physic Run. :34 

Monte Carlo Simulation 35 

3.1 Kaon production :35 

3.2 The Decays 36 

3.2.1 KL --) 1r+1r-e+e- 37 

3.2.2 KL --) 7r+ 7r - 7ro 37 

3.2.3 Particle Tracing :3 

3.3 Detector . :H~ 

3.3.1 Photon Veto :38 

3.3.2 Drift Chamber :38 

3.3.3 Csi calorimeter :~9 

3.4 Accidentals . . 42 

3.4.1 Accidental Effect 42 

3.4.2 Accidental Overlay 42 

Event Reconstruction 43 

4.1 Track Candidate Finding 4:3 

4.1.1 Hit Pairing 4:3 

4.1.2 Finding Y track candidates 44 

4.1.3 Finding X track candidates 44 

4.2 Cluster Finding . 45 

4.3 Track-Cluster Matching and Vertex Finding 45 

4.4 Particle Identification 46 

Event Selection 48 

5.1 Background 48 

5.2 Basic Constraint 50 

5.2.1 Fiducial Volume Cut . 50 

5.2.2 Trigger Verification . 51 

5.2.3 Consistency Check 51 

5.3 Event Selection 52 

5.3.1 M K Invariant Mass Cut 53 

5.3.2 Total Momentum Cut 53 

5.3.3 Vertex x2 Cut 53 

ii 



!i.:~.4 A!(( Cut . . . 

5.:3.!) pf 'ut 

!).:Hi PpOkitH' Cut 

!) . :~.7 Opt i111i zation of pf and PpOkirw Cut~ 

5. 1 Aceeptan<'<' and Data After Final Cuts . . . 

5.!5 Background Estimation ...... . . . 

!l.fi.l Background Level from Each Sottrce 

!i.G.2 Background estimation with sideband fi t . 

!i.5.:~ Summary of 8 arkground Lrvcl . 

!> .6 [(" Flux Calculat ion . . . . . . . . . . . 

S.fi.l Acceptance and Flux Calculat ion 

!i.6.2 Systematic Uncertainty 

S.G.:3 Summary ..... 

6 Form Factor Measurement 

f) . I Formulation 

6.2 Maximum Likelihood Fit. 

G.:3 Data a nd Iontc Carlo omparison . 

6.4 E rror on th' Form 'actor 

().LJ. I Fitting Procedure 

(U.2 Smearing by Detcc'Lor Resolution 

GA.:3 Vcrlcxing Quality 

().1.4 Drift Cluunber Inefficiency 

(5.4.!i Momentum Scale . 

(i.4.(i Physics Input Parameter . 

G.4.7 Background Un ·ettainty . 

().4.R Au ·1lys is Depenclencic 

()A.!) Systematic Uncertainty: Summary 

G.5 Form Factor Mcasmcment : Summary 

7 A ymmetry Measurement 

7.1 Raw -ymmetry .... 

7. L.l Raw Asymmetry alculation 

7.1.2 ins from Detector and v0nt Selection 

7. J .:3 Origin of Haw , ymmPtry . 

7.2 AC'C'epl HIIC'C' CorrPC'l eel symmetry 

L3 'ystematic Uncl'rlninty .. . .. . 

7.:3.1 'nwnring by Detector Hc•so lution 

7.:3.2 g1H 1 Form Fnctor 

7.:3.:3 Vt' rt exing Quality 

iii 

53 

56 

57 

58 

60 

62 

62 

63 

63 

63 

64 

66 

68 

70 

70 

73 

74 

74 

77 

79 

81 

82 

82 

82 

85 

86 

86 

86 

88 

89 

89 

89 

93 

95 

98 

9 

99 

101 

7.:3.4 

7.3.5 

7.3.6 

7.3.7 

Drift CluunbN Inefficiency 

Other Physics Parameters 

Background Subtraction . 

Analysis De pendency . . . 

7.3.8 Systemat ic Uncertainty: Su mmary 

7.4 Asymmetry Ica.''mremcnt: Summary 

8 Branching Ratio Measurement 

8.1 Event Selection and B ackground Estimation . 

8.2 Systematic Uncertainty . .... . 

8.2.1 Drift Chamber Inefficiency 

8.2 .2 Y, rtexing Quality 

8.2.3 ormalization Ambiguity 

8.2.4 KL ----} 7r+7r - +e- Monte Carlo G ncration 

8.2.5 Background Subtraction ... 

8.2.6 Analysis Dependency . . . . . 

8.2. 7 External Systematic Sources 

.2.8 Systematic Un ertainty: Summary 

8.3 Branching Ratio 1ea urem nt: Summary 

9 Discussion 

9.1 Form Factor Measurement 

9.2 Asymmetry Measurement 

9.3 Branching Rat io Measurement 

9.4 Remarks and Future Prospects 

10 Conclusion 

A Maximum Likelihood Method 

A.1 Definition . . . . . . 

A.2 Use of Monte Carlo. 

A.3 Reduction of Monte Carlo Generation 

A.4 Fit Example . . . . . . . . . . . . . . . 

B PpOkine: Kinematics with 

a Missing Particle 

IV 

105 

lOG 
LOD 

109 

109 

llO 

110 

J l() 

11:3 

l I :3 

ll:l 

ll:~ 

115 

11!) 

117 

117 

lLH 

119 

121 

121 

L22 

12 :~ 

124 

125 



List of Figures 

1.1 ]{ {, n+1r --y decay proc<'S::; . 

1.2 TIH' photon sp('ctrum in J(L 1r+1r---y. 

1.:~ I< L ) n+ n p+ P- d<'cay pr cess. . . 

1.1 'riticalanglesinKL n n -e+P- . 

1.5 E; dist rib11tion of K~., ) 1T 1-n 1 in the kaon center-of-mass fra me. 

2. L KT<'V b('am linc and detector layout . 

2.2 I< 'T<'V E7f)9-II Det('ctor. . ..... . 

2.:3 A cross section of Llte drift chamber. 

2. '1 T D ' time distribution of drift chamber. 

2.5 SOD distribution . . ........ . . . 

2.(i Tit(' V and V' tr igger hodoscope planes. 

2.7 The KT<'V dcctromagnetic Calorimeter. .. ..... 

2.8 E /p [()r electrons in K e3 decays, where E means an energy deposit in the calorimeter 

a nd P cl<'llotes a momentum measured by Lhe spect romete r. . . . . . . . . . . ' 

2.!J TJ 1 . le ca omnct<'l" intrinsic ('nergy resolution measured in I< e3 events as a function of 

('l<'ct ron momentum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

2. 10 Tlw schematic vi('w of RC6, faciug downstream. The beam passed through the inner 

apNLure. The pe rimeter of outer circle fit right with the vacuum pipe. The other 

R s were bas ica lly s imilar in a form but the dimensions seen in Table 2.2. 

2. 11 SA4 from upstream . . . . . . . . . . . . . . . . 

2.12 The ollar Anti just in front of t he calorimeter. 

2. 13 Th(' H hodoscop<'. 

2. 1•1 The 1Iu2 couuter. 

2. 1f> Data ncqui ' ition stem . Tim'' planes were used for Level 3 trigger and the oth r 

wa~ for online monitoring of the detector JWrformance and online calibration. 

Ionwnt lllll distribution of t he generated kaons ...... . 

f{L decay Z-dit.;trib ution of Iont(' Carlo gC'm'rated !mons. 

E/ p distribut ion of had ronic shower :amplC's .... 

El<'ctromngnctic aud ha.dron ic shm.ver compar ison. 

\ ' 

7 

7 

9 

10 

12 

16 

18 

19 

20 

21 

22 

23 

25 

25 

27 

27 

27 

2 

28 

33 

37 

37 

40 

41 

4.1 SchC'IIlatic view of th(' cla 'sification of hit pairs. 

4.2 E/p compari on .. .. .... . ........ . 

5.1 Ia 'S distribution afte r basic cut. 

5.2 Total momentum distribution of four charged tracks. 

5.3 Total momentum from C'ach background sourc<'. 

5.4 Vertex x2 distribution. 

5.5 lvfcc distribution .... 

5.6 lvfee distr ibut ion from ea.ch background source. 

5.7 PZ distribution. . ..... . ......... . 

5.8 pt 2 distribution from ea h background so urce. 

5.9 Schematic view of PpOkine. 

5.10 PpOkine distribution . .... 

5.11 PpOkine distribution from each background so urce. 

5.12 Invariant mas distribution after fina l cuts. 

5.13 Distribution of mass of 1r+1r- e+e ---y. 

5.14 HCC threshold distribution . ... . . 

6.1 Nin distribution betw en data aucl Mont<' arlo with a const ;tnl Y/1/1 in LIH' d<'cny 

6.2 The diagrams for the vector m on intermedi n.tP model. 

6.3 The gM 1 form factor efl'cct in the decay K L 1T 
1 1r I· 

44 

47 

52 

54 

fl(j 

;)() 

57 

57 

58 

fi9 

[)!) 

GL 
t:r: 
\J ,) 

7 1 

72 

n 
6.4 Fit result of a 1 ja2 and a 1 from two dimensiona l maximum lil<,dihood method. 75 

6.5 Comparison of various distributions between data and MonLC' Carlo. . . . . . 76 

6.6 The comparisons of M1r1r distribution b tween data a nd Iontc 'arlo with and with-

out the form factor. 77 

6. 7 Fit resu lts of aJ/ a2 and a 1 . 79 

6.8 Fit resu lts of ada2 and at for the ten pseudo d a t a samples. 80 

6.9 Data and Monte Carlo comparison in vert x x2 for KL 1r 1 1r ('+e-. 

6.10 Data and modified Monte Carlo compari on in vertex x2 for KL n+n - cte- . R1 

6.11 Data and Monte Carlo comparison forM c distribution in th ~ d 'cay KL --} n+n 1r?_;. 83 

6.12 Data and Monte Carlo comparison of track illumination at D '1 in Y view. 84 

6.13 Distributions of Mnee from I<L --} 11"+11" - 11"~ of data and Monte arlo. . . . 85 

6.14 Averaged M n as a funct ion of (E1r 1 + E-rr2) for Kr. 7rt7r n9J data and Mont' 

7.1 

7.2 

7.3 

7.4 

Carlo simulat ion .... . ...... . . 

1> distr ibution of data overlaid with th Monte a rlo . . 

Distribut ion of (2 cos 1> sin 1>) from data, overlaid with Lh ' Monte 

1> distribution of id ntified I<L --} n+n - n?J · 

Raw asymmetries at different mass regions. 

vi 

arlo. 

5 

90 

90 

92 

92 



7.5 Relation bC'twcen thc input and raw asyrnme tr~IJ· ... 

7.6 Distributions of K,, 1r 1r p+(' - with r spect to¢. 

7. 7 Signal acceptance as a function of¢. . . .. .. 

7. R The ¢ distribution of acceptancf' corrccted data. 

7.9 Tlw re~olutiou effect causing wrong sign cvf'nts . . 

7.10 The' diff H' llCf' between real <P and rc'<·oustructecl ¢. 

7.11 X track swapping. 

94 

96 

97 

97 

100 

100 

101 

7.12 TIH' rf'solution f' fff'ct uwsing wrong sign events with lvff'e < 2MeV jc2. 102 

7.1:3 Thf' difference between real ¢ and reconstructed ¢ for events with 1\lfee < 2MeV jc2. 102 

H.1 Invariant mass distril)lltion :tfter final cuts. . . . . . . . . . . 

8.2 Invariant mass distribution with 0.0001 < Pt < 0.0002GeV 2 jc2 . 

H.:~ Data and tlH' Monte arlo comparison after background subtraction. 

8.4 Comparison between data and Monte Carlo estimation in the sideband. 

!).1 Results Oll the DE form factor , a 1ja2 • 

!) .2 0,1 ,1, a nd DE branching ratio. 

vii 

106 

107 

108 

112 

116 

116 

List of Tables 

2.1 Position and dimensions of the pectronlC'tcr clemf'nts. 

2.2 Positions and dimensions of the photon vetoes. . .... 

2.3 Positions and dimensions of the detectors( dowust ream of t lw calorim 'tc'r). 

2.4 The E799 four track trigger elements. 

2.5 T he KTeV-E799II run conditions .... 

3.1 T he parameters refer red from Malcnsek [7] . 

18 

2() 

28 

:w 

5.1 Signal to background ratio matrix table. . . GO 

5.2 The signal acceptance at analysis each phase. 62 

5.3 Backgrounds acceptance. . (n 
5.4 Cuts for K2 --> n+1r - 1r9J. G1l 

5.5 Summary of the background level at the flux mf'a.';urcntC'lll . ()() 

5.6 Summary of systematic uncertainty in the flux measurement. 6 

5.7 Summary of the flux calculation with K~ --> n+n- n?;· Expcct('d background was 

already subtracted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . G9 

6.1 Fixed physics parameters in the maximum likelihood fit. Values ar r ported by t lw 

Particle Data Group(PDG) [9] and the theoretical pr diction [22]. 74 

6.2 Acceptance calculation dependency of the sample size. 78 

6.3 Smearing effect by the detector resolution . 79 

6.4 Stability to param ter fluctuations. 86 

6.5 Background uncertainty . . . . . . 86 

6.6 Deviations of analysis cut dependencies. 87 

6.7 Systematic uncertainties. . . . . . . . . . 87 

7.1 Raw asymmetries at different mas r gions. 91 

7.2 Comparison between the input and raw asymmetry. . ~):) 

7.3 Asymmetries of various data sets 98 

7.4 Experimental Input Parameter. . 103 

7.5 Deviations of analysis cut dependencies in th acceptance co1"tected asymmetry. 103 

viii 



7.6 Summr1ry of syst0matic unc0rtainties. 

8.1 Background accept ancc after final cut. 

8.2 The signal acceptance at each ana lysis phase. 

8.3 Stability to parameter fluctuations. 

8.4 Sttmmary of analysis dependC'ncy . . 

8.!1 Summary of uncertainty in branching ratio measurement. 

ix 

104 

107 

108 

111 

113 

114 

Abstract 

CP violation in an angluar asymmetry has been established in the decay J\ L 

1162 events. Measured CP asymm try, which appeared in the angular distribution betwccnnorlllnls 

to n+n- and e+e- planes, is 0.127 ± 0.029(stat.) ± 0.016(sysl .). The form factor of M1 direct. 

emission appeared in K 0 ----+ n+n-1*(----+ e+e- ) is determined as a1/a2 -O .G84~g: g:{ :\ (.<; /, at..) :1 

0.053(sy t.) and a 1 = 1.05 ± 0.14(stat.) ± O.l8(syst.). Th0 branching ratio lws also h('<'ll cktC'rtuinC'cl 

as BT(Kr, n+n- e+e-) = (3.55 ± O.ll(stat.) ± 0.08(syst .intcr-nat) l O. l4(sy.'iLt . .rlt'1'1lltt)) X 10 7 



Chapter 1 

Introduction 

TIH' 'P violation is a small C'ffcct, yet it has been one of th greatest di ·c · · · 1 h · 
,. • • > ovencs m partrc e p ysrcs. 

Smce 11 s (llsroV<'ry in 19G4, people have been eager for clucidatiug its origin, process and effect. 

Recently, we arc finally recognizing its phenomenology in the clcctroweak physics. This thesis 

intends t.o show a part of such <'hallenging fforts by exploring the decay "K L n+ n- e+ c - ." 

In this introduction, we cover theoretical backgrounds of K + - + - d 
. . L 1r 1r c c ecay process. It 

starts w1t h a Justorical ovmviC'w on C p and CP violations Next d -·b h 1 ' . , we e CIJ c p enomeno ogy of 
the lll'tltral kaon system and CP violation. In addition w briefi · t. , J • • . . . , y 111 rouuce recent expenmental 
status of Its cllrC'ct and indirect CP violation effects. vVc then study the decay J(L -) 7r+7r - e+e-

proccss and tlH' tc'chniquc to measure the CP violation effect in th1's clcc<•y 111ocle. "" Finally, we glance' 
t.IH' ovcrvi<'w of this thesis. 

1.1 C, P, and CP Violat ion 

Most of (he I hcoric's i11 particle physics declare the existence of some kinds of symmetries in the 

franH'work . However , observations of symm try breakings in natur have be n a g uide to a new 

t hcory, which dc'clarl's tmderlying symmetry ill the more fundame 11tal level. 

In particle' [>hysics there 'lt·e tl1 · t t. d' 
, •• . .' ' • '. · c rc C' 111 ercs mg 1 crete symmetries; charge conjugation( C) , 

JMitty, Lc., space' mwrston(P), and tim<' revcrsal(T). These symmetry operation have eigenvalues 

of 1-1 a.nd -1, calkd evc'll and odd, n'spcctiveJy. R lativistic field theories require that the equations 

of mottou mu 't <'Oils r e its form uucl<'r joint operations of C, P , and T. This is called a CPT 

lhcon'm [ l, 2] .. The CPT thcorC'm assures the equality of masses, lifetime and magu itude of charges 

between partJcks nile! Hllti-pa.rticlcs. To claLt', no PT violation has been ob ervcd experimentally. 

. .t l he dawn of modem partidt> ph,Y'ic ·, any physical processes were simply believed to be 

lnvarmllt Ullder <'ach OJH'rntioll of , P, and T . In the early 50s, strange particles were found. 

lll mg t.lwm \V<'rc' tho ·e named "-r'' and "0.'' Although they had the same lifetime and ma s, these 

two parttdes dcn\..\'t d into diffcrC'nt parity states, actually two pio11s a11d t}11·e . pions respe tively, 

1 

so that they were con idcr d as different particles. In 1956, Lee and Yang insisted that no obvious 

evidence for the parity conservation had been found in the weak inll'ntdion [~~]. They proposed 

experiments tote t parity cons rvation in ;J decays of a polnri:ted nuclei and so on. An cxperinwnt 

to test the invariance was performed in 1957 by Wu ct al. [.t], u::;ing the ~amow-Tdkr transition in 

6°Co polarized nuclei, and they discovered the parity violation in I hP decay. \\rith further studi<'s 

on the weak interaction , it was found that C and P symmetries \\'Nl' fully violiltt'd, hut still CP 

was thought to be invariant at that time. 

In 1964, even CP symmetry was found to have a small but finit<' amount of violation in the 

long-lived neutral kaon ystem [5]. The long-lived kaon, KL, which had been lwlicvC'd to lH' a pun' 

CP odd tate, was found to decay into CP even two piou state. Up to dnt.<', , P and 'P violations 

are known in th weak interaction only, and especially, P violation has been observed only i11 LIH' 

neutral kaon system. 

Since the discovery of the CP violation, people have been .xpl ring it.s nH'chanism and origin 

and recently with sophisticated detectors and techniques, we have fH'l'llmulaLC'd enough lnowkdg<' 

to a lmost clarify the nature of CP violation in the clcctroweak intera('t.ion. 

1.2 CP violation in N eutral Kaon System 

In this section, we explain phenomenological clcscri ption of P viol at iou in lll<' lH'tlt ml kaou syst< m 

and recent experimental status of them. First, Wl' start with the plH'IIOllH'nology. 

Ther a rc two kinds of neutral lmons in different C'igenstatcs which arc distiuguishC'd with 

strangeness of + 1 and -1: 

IK0 >= l(d, .s) >, IK0 >= l(d, s) > . ( l.l) 

T hey are easily produced through the strong interaction, where the strangeness is ·onsC'rvcd. 

K 0 and I(o arc defined as CP conj ugate to each other: 

(1.2-a) 

( 1.2-b) 

with phase ambiguity, wh re CP means the CP transforming operation. H r we can dwo~;c the 

p hase as above since the phase is not obs rvable. If we define J( 1 an I K 2 as 

these are CP igcn tates like 

IK1 > ( P even), 

- !K2 > (CP odd). 

2 

( 1.3-a) 

( J.:)-b) 

(1.4-a) 

(1.4-b) 



K 0 and K 0 C"an tran~it to each other through K 0 ~ (27r , 37r e tc.)~ J(O , implying< J(O \H \J(O >=J-

0. when' H indudrs thr strong interaction H s , and the weak interaction Hw causing decays. This 

phcnomcnou is called "mixing." aturally, the mixing includes t::.S = 2 transition. 

To ttndrrstand thr mixing in tlw neutral kaon system in the rest frame, let us start from a 

timc-dqwnd<•nt Schrc)ding<'r <'quation with two quantum states including the mixing like [6]: 

rjJ (t ) 

d (n) 
I dt f) 

) (~) ( 1.5) 

Taking the second order of tlw weak interaction, we can rewrite NfiJ as a combination of two 

Hermitian mat rice~ , Mt) awl r Lj; 

1\flj 1\JLJ ir~J/2 (1.6-a) 

M,J AfioiJ < i\Hw\j > + I: p < i\Hw\n >< n\Hw\j > 
(1.6-b) 

n;f:l(O , l(O 
Jvfi - En 

CJ 21!" I: o(lvfi - En)< i\Hwln >< n\Hw\J >, ( 1.6-c) 
n ;f: J(Il, [(O 

wher<' P lll<'ans a principal value. The M is called mass matrix and r i called de ay matrix, and 

its off-diagonal <'l<'mcnts give the mixing between }(0 and I(o states. 

We now consid<'r the <'igenvalu of this equation. We can rewrite 

¢(t) a'(t)\Kt > +/3'(t)\K2 > = a(t)\K0 > +,8(t)IJ{O > (1.7-a) 

i :t (~:) ~ ( A; AOL ) (~:) (1.7-b) 

(1.7-c) 

wher<' the cig<'nvaluos HH', in g<'ncral, complex and rn L,S, r L,S arc real. 

' incc only /\'1 can decay into 1r1r* 1, th Q value of K 1 is larger than that of K 2 . Therefore, !(2 

lives longer th<w I\, (f1 » r2) . Until P violation was observed in 1964, it was believed that the 

long liwd lmon could havC' dcca C'd only into odd CP tate. 

~ 111 . t're Is an Pxplanal ion of CP sLat(' in :br and 371' sy t ern : 

I) 'Jrr · f> rr 1r and Crr0 0 · I C' ± 1' l3 f B · · · · - · 71' , ,mt rr - 71' . cause o OSP stntrstiCs, C rs equrvalent to Pin 7r+7r - system. 

So C/'( rr+ ?r ) ( t )U - + 1, when' f is an orbit angular momentum . F'or 271'0 , an orbit angular momentum must 

IH' an ('V('n numlwr from the Bos(' symm<'lry, thus C Prro1ro = + 1. 

2) 371': For 1r +rr rr0, assuming th(' angular mortwnlum of rr+ 7r - i f and a relative angular momentum between a 

7r
0 nnd 71' 1 rr s:stl'rll is L, It giw.· Cfl (rr+rr rr0 ) - ( - 1)2f+ L+t. Since the angular mom nturn barrier forces to b e 

I.- 0 and ( 0, Cl' bt•conws rll'gativc. For :!rr0, like 1), ( b<'Co11ws zero. So'"= 0 since the total momentum must 

lw zero . Thus, CP(rr0 rr0 rr0 ) must lw ncgat ivc. 

3 

1.2.1 Indirect CP Violation 

CP violation was first ob ervcd as a signature of long liv<'d kc'ton: decaying into CP <'vcn two pion 

final states. This phenomenon is explained if the long liV('d kaon, l\·L· is almost K·2 , but has an 

admixture of CP even J( 1 slate. 

\KL > = V
1 
~ \E\2(\K2 > 1- r \Kl > ) - V2(1 ~ k\2) ((1 + r) \J\

0 
> (1 r)\ J\

0 
> ), (l.H-n) 

\Ks > = 1 (JK1 > + t \K 2 >) -
1 

, ((1 + r)\K0 > 1 ( I r)\K0 >). (1.~-b) 
)1 + \E\ 2 )2(1 + \t\ 2) 

where we assume CPT invariance. The contamination of J\ 1 in till' J(,_ en us('s tit (krny into P 

even final state, such as two pions, and amount of CP asymmetry is dPtNJllin d h . Tlw CP 

violation from the mixing asymmetry is called "inclir ct CP violation .'' 

1.2.2 Direct CP Violation 

The CP violation can be observed in a decay proc s a lso. This is caJ l<'d "clir ct r violation ." If 

we define decay amplitudes to a CP igenstate fcp lik<' 

< frp\Hcf 1\K 0 > 

< fcp\HI' f 1\K 0 >, ( [.!)) 

direct CP violation means afcp f iiJc p· LcL us choos<' P even final state , .f('l', nud dt'firw n 'P 

violating parameter: 

TJ P 
< fcp\HeJJ\KL > 
< fcp \Hef 1\Ks > · 

Substituting Equation 1.9 into Equation 1.10, we obtain 

(a/c P - liJc P) + E(a!c~> + iiJc J>) 

Tfc p = (a/cP + iiJc P) + f.(a/cP - life ~>). 

(1. 10) 

( l .ll) 

If a1 P =J- iiJc P> not only E tcrm(i.e., indirect CP violation) but also the difference betwe n a~el' 

a nd i'ifc p contribute to t he CP violation. Defining th decay asymmetry as 

(1.12) 

we can rewrite Equation 1.10 as 

f + X!c P (1 13) Tfc p = ~f + XJc P . . 
1 + f.XJc , 

where we used an empirical fact that f. is very small , "' w- 3 . Equation l.U shows P violation 

can be separated into two effects. 

Th direct CP violation wa:s predi 'ted by many people. Among them, Kobayashi and Maskawa 

showed that CP violation results by ext nding th quark mixing from four quarks to six quarks [:33], 
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which is now a part of the Standard .\Iodel. SincP then, many carches have bC'en performed, and 

finally, a finite direct CP violation has been rC'JJorted by NA')1 a11d K'T'eV 11 b t· · 1 •) .t' co a ora 1ons 1n t 1e 

n utral kaon system [34, :~5). 

1.2.3 Experimental Results of Indirect CP Violation 

We• brirfiy introduce !'Xperim<'ntal rPsttlts in the field of indirect CP violation. vVe here show 
r!'sults front f( L • 1rrr, a H<'mi-lcpto nic K decay, and a radiative K decay K 1r+ - Th , L 1r J. e 
dcC'ay Kr, 

t lwHi s. 

7r t- 7f r is strougly related to the decay ]( L 1r+1r -e+e- , which is the topic of this 

Indirect CP violation in KL 7f7r 

CP violation was first obsPrved in K L 1r+ 1r- by V L Fitch J w C · t l · 1964[5] T · ~ . . , . . romn e a . m . h1s 

wa.o:.; a ,di~ect obsNvation of indirect CP violation with CP even final state, 7r+7r - . This implies 

Lhat l\ /, lllchtdes th P ('V<'ll small component of K 1 wh ich decays into 7r+7r - final state. 

Now thr brauching ratio iH known to be [9] 

(1.14) 

P viol at ion was also ohservC'd in a final state, f( L --+ 7ro7ro, 

( L .15) 

The' r<'laled useful P violation paramet crs arc also provided from the decay amplitudes: 

7}-j 
Amp(KL 1r+1r ) . 
Amp(!( --+ 1r+1r- ) = I7J+ -1 exp(~<I>+ _ ), 

'loo 
Amp(!( L 7fo7ro) . 
Amp(Ks --+ 1ro1ro) = I7Jool exp(~<I>oo) . 

Rc•ce'nt results of the~-;e parameter. arc [9] 

lr;+ I (2.2 5 ± 0.019) x 10- 3 , <[) t- - = 43.5° ± 0.6°, 

<I>oo = 43.4° ± 1.0°. lr Joo l = (2.275 0.019) x 10 - 3 , 

Exprrimeutally a simttlt ,"tl liS ll t. f r. + o o • c·o ec 1011 1· 1 1r 1r - 1r 1r and Ks --+ 7r+ - o o d , , ~ 1r , 1r 1r ecays 

gives more precise mcasun'lllC'Ilts of Uw ratio, lrJoo/17+- 1, and the phase difference, ~<I> = <I>oo _ 

<I> t- - [9]: 

7Joo 
1-1- 0.9956 ± 0.0023, 

II-! 
6<t> - - 0.1 ° ± 0.8° . 
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Indirect CP violation in !\ r, --+ 1r± (f v 

Another place to observe the CP violating effect is t hP chnrg<' asymmetry in kaon semileptonic 

decay, KL --+ 1f±{Fv. ':Dhe charge asymmetry is clcfinPd as 

0 
:= f(KL --+ 1f-f+vr) - f(I\L 

f(KL 1f -e+ vf) t- I'(J\~, 

~ 7f+ f lie) 
7rt f II(). 

(l.L6) 

These decay amplitudes indicate IK0 >and 1£\'0 > composition of the l\' t,, sinn' an[ + can emu<> 

only from a !(0 decay, while f - can come only from J\0 decay, ns long ns t ]l(' " S 6.Q rule" 

holds. CPLEAR experiment at CER reported that a <kviation from 6S Q rule in l\' dPcny is 

con i tent with zero [10]. ':Dhereforc, the charge asynlmC'try is calculated from rdali r amplitud<'S 

of 1 + E for K 0 --+ 7f- e+ ve , and 1 - f for K0 1f+ e- 11e: 

11+~:1 2 ll - fl 2 

o = I l2 I l2 ~ 2Rc(f). (t. l 7) 
1+f + 1 - f 

Averaging the results from Kt ~ 7r± =Fv(called 'K ~r ), and I\L ~ 7f l. ltTv(callcd "l\, /l:~") , 

t he exper imental result was report d [9]: 

o = (3.27 ± 0.12) x 10 - 3 . (1.1R) 

Using the phase of E, this correspouds to Jt:l = (2.25 ± O.OD) x 10 :I 

T hese facts indicate that the same mixing mechanism is(at lea .. <;t) mostly respousibl' for 'P 

violation effects in ]( L --+ 1r1r and the semileptouic d cays. 

CP violation in K L 

The decay process of ]( L --+ 7r+7r- 'Y consists of (a) an inner bremsstrahlung(IB) componcuL a.: ·­

sociated with the CP violating decay, KL --+ 1r+1r- , and (b) an A1l din'cL photon cmission(DE) 

component of a CP conserving magnetic dipole mom nt [29] (Figure 1.1 )*2
. 

The simultaneous existence of IB and DE amplitudes implies thaL Lhc final state contains both 

CP =+1 and - 1 states. 

The radiative photon spectrum from this decay mode b comes a superposition of these two 

amplitudes. The photon pectrum of Ks,L --+ 7r+7f- 'Y in the kaon center-of-ma!'is system measured 

by Fermilab E731 experiment is shown in Figure 1.2 [37]. The dotted line is obtain cl frorn Lhe 

Ks --+ 7r+7f-/ photon spectrum, which is omplctely dominated by IB compon nt. The data 

points indicate the E..y spectrum for the K L data. For the K L decay, th rr is an enhancement in 

the higher photon energy region over f( s --+ 7r+7f-/· Th is is naturally understood Lo be the DE 

component in the K L decay. 

Experimental result [36, 37, 38] on the branching ratio of K s 1r+ rr 1 is 

f(K s --+ 1r+1r '"" E* > 20M V) . 
' /l 'Y = (7.10 ± 0.16) X 10 •3(ID) , 

r(Ks --+ 1r+1r - ) 
(l.l~J) 

* 2 Gcn raJ formalism on radiative K cl cays is found in Ref. ['20 , 21]. In this thf'sis, in a.ccordancf' with l l(of. [29], 

we take the highest order of the magnetic dipole expansion , M I, which corrf'sponds to a final state with a CP 

eigenstate, CP = (-1) 1 = - l. ote t hat tht> bremsstrahlung amplitude only includes CP even states. 
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a) nrcm sstrahlung b) M I Direct Photon Em1ssion 

Figure 1.1 : Major Kt~ 7r f- 7!"-/ decay process. (a) an inner bremsstrahlung(IB) component 

associated with th(' CP violating d ay, KL 1r+ 1r - , and (b) an Ml direct photon cmission(DE) 

comporwnt of a CP couscrving magnetic dipole moment. 
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Figure 1.2: TIH' photont;p<'drum in],·,, 1r+1r-1 [:37]. T he data point. indicate the E '"Y sp ctrum 

for thP Xt, data. h<' dotted line i ' the same' spc trum for thC' J( data, re ·calc 1 to the J(L data. 
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corresponding to the IB term. The QED prediction of this ratio is 7.01 10 3 [39], in good 

agreement with the experimental re ' ult. The 1\t, data was fitted with I component from K s 

data and a pure DE spectrum ba ed on Ref. [29]: 

f(I(L ~ 1r+1r-1, E~ > 201vieV) ( ·) 3 ) 1() ;{(II3) ____ _ _ _____c _ ___ = 7. ,,1 ± 0. , X 

f(I( L ~ 7r+ 7r - ) 

+ (15 .7 ± 0.7) 10 :l(DE) [:37]. 

This indicates the existence of two components in the I\ L decay. 

This section describes a theoretical and experimental int rprrtation for t lw lccay I\ L 

from an a pect of CP violation. 

( L.20-a) 

( 1.20-h) 

7r ! 1r (' ! (' 

In the previous section, we looked at the reti al and experimental results of KL 1ri 1r 1- If 

we consider a virtual transition of the photon, 1* e+ c- , another P vio la.t ing t'ffC'ct. will appear 

in this decay. Here, we explain how CP violating cffecL arise in this (i<'cay. 

1. 3.1 Decay Processes 

We start t his section with a brief introduction to th' theoretical overview of t h<' physics prOC('SS 

in J( L ~ 1r+1r- e+e- . We first define decay amplitucl s contributing to this decay. Sirnilarly 

to the decay K~, 7r + 7r - /, the most dominant contribution is thc 1\111 uw.gnetic dipole dir<'cL 

emission(DE) and the inner bremsstrahlung photon emission(IB ). 

The dominant decay amplitude of 

ha the form 

where 

M mag 

elfsi9BR[ P+i.Lk - P- J.Lk] kc2 P,(k_ )t!.LJL(k+), 
P+ · P- · 

e l fsl~41 f.J.Lvpak'/p+pa k2 P,(k )11-L jJ,(k ). 
]( 

(1.21) 

( 1. 22) 

( t.n-b) 

The terms Mbr and Mmag denote the bremsstrahlung and magnetic dipole, respectively. The 

coefficients appearing th re are 

n tOo 
9BR ·t+- ' 

9ML i(0.76) ic5 1 



and lf sl is defined by 

f(Ks •7f+ 7r - ) = 1!.5 12 
[l - 4m;]. 

l61rmK m]< 
( l. 25) 

The 7J j_ is defined as the ratio of amplitudes Amp(/(1, ---+ 7r+7r - )/ Amp(Ks ___. 1r+1r- ) as shown 

in Sect ion L. 2.3 , and <5o( 1 l is a pha.sC' shift in tlH' final-. tate interactions in t he 1r1r system with 

I 0( I ) waw state . 

a) Br~ rn sstrahlung b) M I Direct Photon Emission 

(' ) E I Direct Photon Gmiss1on 
d) K0Chargc Rad ius 

1t 

t'l SD Direct CP Violnrion rr+ 

Figun' 1.:~: /\' 1, ---+ 1r+1r- e+ (' - d cay process. Besides major contribut ions of a) Inner 

13remsstrahlung nnd b) Ml direct emission , there are other mall contributions. 

In nddi tiou , thcrr arc t hree mall contribution' ; E l el ct ro dipole direct emission, charge rad ius 

a nd short dist ancc dirc<.:t P violating ampli t udes. 

13 iutq?,rating over <II parameters , t he branching ratio is calculated a.<; 

(1.26) 

1.3.2 Indirect CP violation 

II('('(' \\'l' ddine nitical paramctcrs inK~, ---+ 1r+1r +r - . T his deeay kinematics is defined com­

pl\.'lely with five kinematical parameter ·; invariant mass of 7r + 7r - , invariant mass of e+ e-, an angle 

e rr 4 between tlw directions of electrons and 7r + in the pions center-of-mass frame, and an angle 
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(}e+ between the direction of pions and e+ in the electrons center-of-mass frnmr . The angle ¢ , 

which is of most interest in this thesis, is defined in terms of unit Vl'dors constructed from the 

pion momenta p 1::. and lepton momenta k± in the 1\ L rc ·t frnmf': 

ll rr = (P+ X P- )/I P+ X p_j , ne- (k+ X k )/i k t- X k j. 

z (p + p ) I IP+ 1- p ,, 

sin ¢= llrr x n e · z, cos ¢ n rr · nr. ( L.27) 

Thus, the angle ¢ is simply understood a~ an angl defitwd between normals to 1r 1 1r nnd c c ­

decay plane in the J( L r st frame. The schemat ic view of these angles is shown in F igun' 1.4. 

<P is an angle between the normal to the cc and mr planes 
in Kaon center of ma s frame. 

8rr+ is an angle bet ween a center of mass 
of two electrons and rr+ in pions' 
center of mass frame. 

/ 
8e+ is an angle between a center of mass 
of two pions and e+ 111 electrons' 
cemer of mass frame. 

Figure 1.4: Critical angles in I< L ---+ 1r 1 1r + -

Integrating over all kinematic variables x pt for ¢, and ignoring small cont ributions, the 

differential cross section in terms of t hese angles is written as follows; 

df = flcos2 ¢+f2sin2 ¢ r3sin¢cos¢. 
d¢ 

( 1.28) 

To ident ify t he CP-violating terms in this expansion , we write the terms under t he 'P transfor-

mation , P± ---+ - p=F, k± ---+ - k =F , which gives; 

cos¢ cos¢, 

sin ¢ ---+ - sin¢. 
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Those constants wrrC' C'va luatcd numerically in Ref. [ 2:~: . The r 3 is the CP violating contribution, 

which is caused by the intcrfcrC'tl('C' bctw en IB and DE tenns. In this sense , this is indirect CP 

violation . This contribution gives thC' angular a ·ymmetry of 

f 1r/ '2 d['d f11' dl' 
Jo d<P ¢- 1r/'2 d¢ d ¢ 

7r/2 df 7l' tlf' ::::; 14% [22 , 2:3], 
fo il <t> dq> + f 1l' 12 1!¢ dc/Y 

( 1.30) 

wbPrc' we folded the distribution within - 2r. < ¢ < 0 over 0 < ¢ < 2r. for simplicity. This suggests 

that thf'rc is a large CP violating pffcct in this decay mode. 

1.3.3 Direct CP violation 

The angle c/J is rf'lat cd to indirect CP violation , while (}1r 1 and (}e 1 is expected to exhibit direct CP 

violation by intcrfen'IH'f' hetw en short-distance direct CP violating term and other contributions 

at V<'ry small IC'vel [n ]. Tl)(' th ory sugge ts that the interference can be at most of order 10 - 6 as 

comr><m'cl with the DE contribution. In addition, the direct CP violating effect does not contribute 

to tlw angular asymmetry of c/J , shown in Equation 1.30. Therefore, the direct CP violating effect 

can b<' IH'glrcted in this. tudy. 

1.3.4 ,r;!lfl Form Factor 

Th<' tiH'Ol'<'Lical <'alculations [22, 2~3] for thr angular asymmetry and branching ratio of }( L 

7l' 
1 

7l' (' + (' IISt'd a constant form factor glvf 1 for the M1 direct emi sion contribution, which was 

tnkC'n from tlw <'xperimc'ntal result of Kt- r.+r.-1 [22, 37] . However , an cff'ect of vector meson 

int.t'rnwdiatr conLribut ion was predicted [29] and observed [37] in the parent proces , }( L 71+71 - 1 . 

TIH' form factor gAl 1 is modified as; 

gAil gll1l·F 

(1.31) 

whrrc flfp is the mass of p v ctor meson, !vii< is the mass of kaon and E'Y i the energy of the 

photon in the f( L rest framt'. Figure 1.5 shows distributions of E1 with vector me ·on intermediate 

contribution or a constant g!lJ 1 [37] . !early, inclusion of the vector m son effect in the form 

factor givC's a IH ttcr agrc mcut. 

Besides A·, - • r. -+ r. / , th<' form factor glvfl can be independently measured with KL ----) 

r. + r. e+ e in principk. 1 hr lllC'asun'ment hould improve the estimate of the branch ing ratio 

aud CP violating asymmetry of 1\1, • r.l-r.- e+e- . From a point of view of our experiment, the 

uueN1 ainty in gAl 1 gavC' an unc 'rt alnty in the branching ratio measurement up to 10%, whi le the 

t>xprctl'd statistical uncertainty would be ;J%. The accura y of the branchiug ratio measurement 

would b<· s 'strmatic dominant unless we improve the accuracy of g f1 form factor. 
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Figure 1.5: E; distribution of J(L r.+ r. - 1 in the kaon ceuter-of-mass frame [:37]. Dots arc from 

data and dotted histograms are from Moute Carlo simulatiou . a)Mont<' arlo with u forlll factor 

taking account of vector meson int rmediate. b )Monte Carlo with a constant gAt! 1. 

1.3.5 Exp erimenta l Status of J(L --7 1r1 1r e 1 e 

The decay KL ----) r.+r.- c+e- was first observed in 1998 by the KTeV collaboration with 46 

events [40] based on one day of data. The branching ratio was reportrd as : 

( 1.:32) 

a nd this resul t agrees well with theoretical predictions, :) x 10 - ?. However, slatisti s was not 

enough to evaluate t he CP violating effe t as well as the Ml direct emission form factor. 

1.4 Summary 

1 .4.1 Purpose of This Study 

The decay }( L ----) r.+r. - e+ e- is a fruitful field to explore CP violation in partie! physics. This 

mode is expected to show not only the fourth appearance of indirect P violation, but also the 

significant CP violating effect. 

In addition , we can measure the form fa ·tor of Ml direct emission contribution in f( L 

71 +1r - e+ e- for the first time. This serves as a cross check of the form factor mea.<;ur d with 

KL ----) r.+r. - ,. 
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ThC'reforc, W<' wi ll <'xtract the following parameters of K L -t 7r+Tt - e+ e in this t hesis: 

• g!vl 1 dirPct emission form factor. 

• CP asymmetry in Htc' angu lar distribution. 

• Branching ratio. 

1.4.2 Overview of This Thesis 

We have discussed a t heoretical aspc'ct of J( L -t Tt + Tt - e+ e-, especially in CP viola tion and the 

fo rm fa.ctor of Ml direct. emission in this cha pter. T he rest of t his t hesis is devoted to describe 

new cxp riuwntal resul ts on Kr, 1r+1r-e+e- in t he K TcV experiment. In t he following chapters, 

w sta rt from xp laining the detectors and run condit ions. To understand detector response and 

acc<'ptance, W(' u til i~ed a Monte Carlo simtdat ion, descri bed in Chapte r 3. Event reconstruction 

st rategy aw l its scheme in the analysis arc expla ined in Chapter 4. After t hat , we describe event 

select ion to extract Llw signa l. 

We proceed to physics a11a lyscs after the signal is obtained. First , we determine the form fac tor 

of M l dirC'ct C'mission, and t hcu feedback the measured parameters to the Monte Carlo simulation 

to improv<' its acc uracy. ext , t he angula r asy mmetry from t he CP violating effect is eva lua ted 

and t hen, t he branching ratio of this mode is determin d . Finally, we summarize and eli cuss our 

rt':·mlts. 
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Chapter 2 

Experiment 

This analysis on K L -t 1r+ 1r - e+ e- was performed as a part of a I\ r, ra re decay sC'arch program 

KTeV- E799II in the Fermi National Accelera tor Laboratory iu 1997 . 

This chapter describes the KTeV experiment and cousist ' of thrc pa rts; shor t explanat ion of 

the data collecting strategy of K L Tt+Tt-e+e-, I<Lb am and dc>t('C'Lor confi gm ation , and da ta 

taking. We briefly mention the issues ouly related to the } L 1r+1r rtc n.na lys is. More ckt.nikd 

information about the KTcV experiment can be found in I TcV T('Chnical D0s ig11 Report [8] and 

KTeV int rnal documents . 

The final state of the decay J( L 1r+ 1r - e+ e- consists of four charged t racks, 1r f-7r c 1 c . T it is 

means if all four particles a re ident ified and momenta a rc measured w 11 , the whole kinematics and 

decay topology can be fully rccoustructed . 

The decay K L -t Tt+ 1r- e+ e- was normalized by K" 

"1r~ " ) , Tt 0 -t e+e-r . In order to identify this decay, we should a lso dct t a photou and mcasun' 

the photon energy and position. Since this decay has a final t a t f Tt-t Tt - e+ 1, thi s can be a 

significant background if one photon is missed . Therefor , phot on vetoes wcr a lso required to ve to 

events with escaping part icles. 

From this regard , detector elements a re required to have following functions: 

• Momentum measurement of charged part icles 

• Identification of e±, 1r± and J-L± . 

• Photon energy and position mea.wrement. 

• Vetoes for t he pa rt icles escaping from t h detector. 

The KTeV detector was capable of satisfying hcse requir m nts. WC' here describe t h KT V 

detector sy tern in t his context. 
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Bcfor£' procf'cding to the> description of thf' xperimrnt , the coordinate system of tlw KTeV 

t•xrwrimcnt is definf'd herr. A targrt is the origin of the coordinate, and downsLrPam horizontal 

dirf'ction along IH'ams is definrd as th<' positive Z axis. The Y axis is ddincd as vertically pointing 

ttp . The thre(' ax('s are definrd with the right-handed coordinate systrm. 

2.1 KL Beam Production 

This scctiott describ ' S the neutral beam production . 

A ~00 Gc V primary proton beam was incident on a BeO target , to create various particles. 

Among them, n<'utral part ides were selected by series of dipole magnets and collimators. The 

b0<tm was then transported to the cxpcrinwntal hall. 

2.1.1 Beam Production 

Tc'vatron main ring in Fermi lab provided 800Ge V proton to KTe V. Protons were delivered over 

a ~:1 s conds ' spill' itt very 60 seconds. The intensity of the proton b am provided to KTeV 

was 2.1 x 10 12 
to 5.0 x 10 12 protons per spill. Each pill has microstructure divided with 53 MHz 

Tc·vatron radio frrqurncy(RF), that is, a few nanosecond wide proton bunch delivered in every 19 
IISCC . 

The primary proton beam was in ·ident on the target with t he vertical angle of 4.8 mrad in 

ordc'r to optimize both thr highrr neutral kaon flux and the better kaon to neutron flux ratio. The 

target was made of beryllium oxide(BeO) with t he dimeusions of 3 x 3 mm transverse to the proton 

beam and :30 cm(0.9 interaction lengths) along the beam. 

2.1.2 Sweeper and Collimeter 

A swc<'pcr m, gnct( M2Sl) , which was locat d two meters down trearn from the target, removed 

t.lw n'tnaining primary protons from the neutral beam. The primary proton beam was absorbed 
by a !warn dump. 

Anot.lwr three dipole• magn t were placed in the region of Z = 14 to 93m from the target, to 

rt'lllovc charged particles from the lwam, in lttding upstream decay, muons from the beam clump, 

and interaction products. 

Pb filt r( 12PT3) at Z = 18.5 m converted photons in th neutral beam into e+e- to remove 
them dfcctivcl. 

Two nearly parall lJH'Utrnl beams were d fin d with a primary collimetcr with two square holes 

placed at Z = l!J.K meters. stc>d slab collimeter at Z - 3 .8m prevented particles cro sing from 
one beam to tll( other . 

t Z c 5 m, a collitn(' tN nc.uncd ''the' defining collimcter" , which wa made of steel , defined 

t ht' Hunt dim<'nsiom; of the lwams. Til(' beams formed square dim n ion of 0.5 mrad x 0.5 mrad 

for the first part of the run (wintN run) and 0.7 mracl x 0.7 mrad for the second part of the 
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Figure 2.1: KTe V beam lin and det ctor layout. 
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run(summer run), and Hwir cent rs were separated by 1.6 mracl. The slab collimeter was removed 
in tlw summN nm. 

At 90 m from the target , downstream of the definiug collimator, there was a final sweeper 

magnet to remove clung d particles produced in upstream decays or interaction. This provided a 

transvcrsf' moin<'ntum of 1.1 GC'Vj c. At this point, the beam mostly consist cl of neutrons and Kt. 

Tlw ratio of Jwutron and K was approximately :3 and a small number of J( s, A, and :::: remained 
in tlw lH'alll . 

2.1.3 Vacuum System 

A vacuum pipe was located from Z = 22 to 159 meter and its inside was evacuated in order to 

rPduce beam interaction with residual gas. Th vacuum was kept at 1.0 x w-6 torr. 

Thr downst rf'alll end of the vacuum pipe at Z - 159 m was scaled with a window, which was 

made of K<'vlar web and aluminum mylar corresponding to 0.16% radiation lengths and diameter 
of 0.9 m. 

2.2 Detector 

This srrtiou dcsnibes functions of detector clements u cd in the KTeV experiment. This includes 

Pxplanatiom; of a. s pectrometer, a electromagnetic calorimeter, and veto system. 

The moment tllll of a charg d partick was mea ured by a spectrometer which consisted of four 

drift. <'llamlH'rs and a dipole magnet. Tlw energy of a photon was determined with a calorimeter 

nta.de of pur<' sl crystals. ThP information of the track momentum and deposit energy of a charged 

particle was also used to dis riwiuate a pion and a el ctron. Photons escaping from the detector 

was v<'tocd by photon veto counters placed at perimeters of the vacuum pipe, drift chamber , and 
the s[ ('alorimeter. 

2.2.1 Charged Spectrometer 

Th<' KTcV charg('d spectrometer was lo ated just downstream of the vacuum window. The main 

purpos<' of the ·pcctrometer w< to find trajectories of charged particles including the decay vertex 

and to mca .. •mre the mouwntum of each charge l track. In addition, the up tream chambers were 
used to provide' fast trigger signals. 

The spcetronll't<'r cousistf'd of four drift chambers(DCl DC4) and au analysi magnet placed 

bet ween DC2 and D ~L P sitions and dimension of each drift chamber and the analysis magnet 

are shown ill Tabl<' 2.1. The position rc olution of the drift chambers wa about l001J.m and a 

nominal mouwntum resolution was 0.5 %. Helium bag filled betwef'n the drift chamber to reduce 

t lw effect of multiple scattering, photon conver ion and b am interaction in the pcctrometer. 
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Note tlle Scale of z dire tion, corresponding tiH' posit ion from the target , stream part of Figure 2.1. 

is shrunk. 

Table 2.1: Positions and dimensions of th spectrometer elements. Z positions arc mea.c:;ur<'d at 

upstream faces. 

Elements Z position(m) Aperture(width(m) x hight(m)) 

DC1 159.42 1.30 X 1.30 

DC2 165.57 1.64 X 1.44 

Magnet 170.01 2.90 X 2.00 

DC3 174.59 1.74 X 1.64 

DC4 180.49 1.90 X 1.90 
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Drift Chamber 

Figure 2.:3 shows the cross section of each drift chamber. Each cham her had four sense plane for 

the detection of signals from passing charged Lracks A upstrC'am set (Jf two se . · 1 · • • , < • ,nsc wtrc p anes m a 

chamber WNC' strung vrrtically and used to dctecL X position(X view) and downstream sense wire 

plane's were for t hC' dctC'ction of Y JJOsition(Y view). 

Beam Direction 

0 0 0 0 Chamber window 

0 Window Guard Wire 
(0.1 mm gold-plated aluminum) 

0 0 0 

• 12, X2 • Field Wire ,.._ 
0 (0.1 mm gold-plated aluminum) 

. . 
j .... 12.7mnq --- 0 Sense Wire 

(0.025mrn gold-plated tungsten) 

Chamber window 

Fir;un' 2.:~: A <'ross section of the drift chamber. Thi is a look-down view of the drift chamber. 

The wire's oriented vertically in th front were used for the X position m 'asuremcnt, and the rear 

part strung horizontally was for the Y po ition measurement. 

The scusc win's were' 0.025 nun thick gold-plated tungsten and the field wires were 0 .1 mmp 
gold-plated alulllinum. Tlw field shaping wir s were arranged in a hexagonal pattern around each 

sense_ win' and formed a hexagonal drift cell. The window guard wires were also 0.1 mm golci-plated 

alumtnum, to llH1.inLain the field shap ' at the edge of drift cells. The sense wires in each sense plane 

wcrc strung with n SJ nciug of 12.7 mm(a half inch), and the adjacent sense planes were staggered 

by 6:JG _m 111 with n•spC'ct to the SC'tlS(' wire' positions. This off et allowed us to resolve the lcft-righL 

amh1gtuty of a particle. 

Tlw chnmiH'rs Wt'n' filled with /Etl rgon 1anc ga' mixture. The gas was a 49.75% Argon 

-19.7i>% Et hauc nnd 0.5% isoprop, I alcohol mixture in tlw winLcr run , and proportion of isopropy; 

akohol wa.-; ra.i::IC'd to l % in the summer run for additional quenching. Alcohol in the gas absorbed 
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damaging ultraviolet light at the signal amplification around thC' win'. \Vith typical operating high 

voltage of negative 2450 V 2600 V on the cathode's and window win•s, the drift velocity in C'ach 

chamber was approximately 501Jm/ns. 

Pulse from the 'ense wires were amplified and discriminat<'d b:v prcnlllplifier cards mounted 

on the chamber. The discriminated ignal was frd into LRS ;);H7 time to digitnl conwrtrrs(TD s) 

operated in a common top mode, that is, the incoming signal from thC' sense win' started tht' TO 

counting and all running TDCs were stopped by a common signal from a fast triggt'r(actually, Lcvt'l 

1 trigger explained later) . The TDC time distribution is shown in Figure' 2."1. Tlw in-1 imC' window 

was defined a.s 115 ns < t < 350 ns. 

8000 

7000 

6000 

5000 

4000 

3000 

2000 

1000 

Late 

0 100 

In-time window 

200 300 

Early 

400 500 
time(ns) 

Figure 2.4: TDC time distribution of drift chamber. The in-tim£' window was defined as l1 r: ns 

< t < 350 ns. The sharp edge at 350 ns was short clrifL time ncar the s nsC' wire. Tlw tail at 200 

ns or less, which corresponded to a longer drift time, was due to hits very far from th s nse wire 

and non-uniformity of the electric field. The slope betw en 200 ns and 270 ns shows non-linearity 

of the drift velocity far from the sense wire. 

The sharp edge at 350 ns correspond to a short drift time ncar the sense wire. The tail at 200 

ns or less, which corresponded to a longer drift time, wa due to hits very far from the s ns wire 

and non-uniformity of the electric field. The slope between 200 ns and 270 ns shows non-lincariLy 

of the drift velocity far from th ensc wire. 

The drift times were converted to drift distances and then to the position of the track at th 

chamber. For a hit pair of a proper single track, the sum of distances(SOD) of adjacent s nse wires 

as seen x 1 + x2 in Figure 2.3, can be determined and it must I 

sense wires, 6.35 mm. 

qual to the offset of adjacent 

The SOD eli tribution is shown in Figur 2.5. Thcr is a clear peak at fU5 mm. Th width 

of the distribution, considered as a combin d position resolution of two sense planes, was 150 

.um assuming Gaussian distribution. It implies that the individual position resolution of the drift 
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Figur<' 2.5: Tlw sum of distance(SOD) distribution. The mean of SOD distribution corresponded 

to a half of a drift cell , 6 . :~5 milL 

dmmlH'rs is 1fl0pm/ J2 :::= 1 OOf.liTI. 

Analy i Magnet 

Tlw nnalysis magnrt , a dipole magnet located between DC2 and DC3, provided a vertical magneti 

field . TIH' st.r('Jtgth of the magncL field was about 2000 gausses over an aperture of about 2 meters. 

This gave a transvNse mom ntum kick in horizontal direction of 205 MeV/ c to charged particles. 

Momentum Resolution 

The mo1ncntum resolution of the KTcV spectrometer was measured to be a quadratic sum, 

a 
_E --;- 0.016% X p CD 0.38% , (2.1) 
p 

when' p is th' momentum of a charged particle in GeV fc and ap is its deviation. The constant 

l<'rJil was due to the multipk scattNing. The term linear in momentum is due to the finite position 

re..o:;;olut ious of the lrift chambers, who ·c contribution becomes larger for tracks with smaller bending 

nnglc. 

2.2.2 Trigger hodoscopes 

Two planes of scintillator hodoscopcs namccl V(up. tream) and V'(downstream) were u eel at the 

triggt'r kvcl to sdcct events with charg<'d particles. Til<' V hocloscope was located at Z = 183.90 

m while V' wa · located at Z - 1 ~1.95 m. Doth banks had dimensions of 1.9 m x 1.9 m and 1.0 em 

thick. s shown in Figure 2.6, tht' scintillators wcrc installcd wrtically and covered the fiducial 

region. DP<Hll hol were cut to rcdu 'C th<' beam interaction. Tll<' scintillation counters irregularly 
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Figure 2.6: The V and V' trigger hodoscope plane ' . The V hodoscopC' located at Z 18:~.90 Ill 

while V' was at Z = 183.95 m. Both bank had dimensions of 1.9 m x l.9 m and 1.0 em thick. 

The scintillation counters had different sizes so that t h re was 110 overlapping gap between V nud 

V' bank. 

had different widths and lengths so that there was no overlapping gnp betwec'll V and V' hanks. 

This help d to reduce the overall inefficiency of V and V' banks. 

2.2.3 Electromagnetic Calorimeter 

The KTe V Csl electromagnetic calorimeter primarily provided a pr<'cision c'ncrgy measurement of 

electromagnetic particles, e± and{. In addition, the information of the relation between a parLi ·lc 

momentum and deposit energy in the calorimeter was used to id ntify cl' ·trons from pions. 

The electromagnetic calorimeter was constructed of 3100 pure cesium iodidc(Csl) crystals and 

located at 186m from the target. Th dimension of the calorimeter was l.9 m x 1.9 m transverse 

to the beams. 

Csl Crystals 

The calorimeter was stacked with 22:32 small Csl crystals(2.5 x 2.5 x 50.0 em) for Lhc inn r part 

and 868 large Csl crystals(5.0 x 5.0 x 50.0 em) for the outer part, as shown in Figure 2.7. The 

depth of the crystals corresponded to 27 radiation lengths, to captur photon and electron showers 

completely. The depth of crystals was also 1.4 nuclear int ration lengths so that most of hadrons 

such as charged pions passed the calorimeter as minimum ionizing particles but some made a 

hadronic shower in the calorimeter. 

Each crystal was individually wrapped with 13p,m-thick aluminized mylar and black mylar to 

tune the response uniformity to the level of 5%. 

The scinti llation light from the Csl crystal was conducted to photomultiplier tubes(PMT) 
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1.9 m 

/ 
Beam Direction 

0.5 m 

' igurC' 2.7: T h<' KTeV electromagnet ic calorimeter. The calorimeter had dimensions of 1.9 m (W ) 

x U) m(H) x 0.5 m(D) and located a t 158m from the ta rget. The calorimeter was constructed from 

;~ lOO blocks of pur<' cesium iodid '( sl ) crystals which were 2232 small Csl crystals (2 .5 x 2.5 x 50.0 

cut ) for t he inner part and 868 larg sl rystals(5.0 x 5.0 x 50.0 em) for t he outer par t. 

23 

instrumented on the dnwnstrcam end of each crystal. P~ITs \\'('rt' operated at -1200V high voltage 

typically, resu lti ng a gain of 5000. These P11Ts sho\\'cd a response lincarit)' within t hC' ]C'V(' l of 

0.5% at t he typical operat ion. T he opening windm\' of the P1IT was a V transmitting g lass to 

accommodate the emis ion pcctrum of the fast compotH' llt of tlw scinti llat ion light fro m th(' si 

cry t a l. 

T he PMTs were mounted on the crystals with two layNs of transpare nt 11TV rubber fi lt e rs , 

and 1 mm-thick glas UV fi lter between them to remove slower cotll pOm'nt ::> of t he Csi scint illat ion 

light. 

Readout System 

A digita l PMT base(DPMT) ystem wns used to read ouL thC' signals from t he P ITs . OtH' 

DPMT card was attached just behind each Csl Tystal. ' i11cc t h0 DPMT digit ized tlw signa ls 

right after PMT, it enabled us noise-free data oil ction , wit hout transmit t ing analog puls<'s fo r 

long distance. The DP IT consisted of a high voltag di v id r for the P [T , a charge integrat ing 

and encoding(QIE) circui t, an 8-bit fl ash ADC, a nd a "drivc•r-buffer-d ock" (DI3 ') circ uit [t4]. Tlw 

QIE and DBC devices were custom integrated circuits designed for t his calo rimd ' r. 

The QIE was a hybrid digita l/ analog circuit integrat ing the charge from LIH' P MT a nodC' signa l. 

To achieve both wide sensitivity range and sufficient pr cis ion , t h QTE, with t hC' h0lp of the fl ash 

ADC , encoded the charge into an exponential form , i.e., 8 bi ts for the ma.nt issa <utd 4 bit s for the 

exponent . 

E ach QIE had four ident ical circuits and used t hem in a round-ro bi11 nmntwr. Sinn' Uw circ uit 

was synchronized to the Teva tron RF and the operation wa~ compl t d in one clock cycle , ach 

period of the cha rge integra tion was about 19 ns c, referred as a "slice ." T his featur0 a llow<'d 

non-deadtime readout . The output of the QIE was t he ana log signa l and s0nt to t he Rash AD 

for digitization . 

Performance 

Figure 2.8 shows a E jp distribution for lectrons in f( e3 ev nts, wh0r E me ns a deposit energy 

in the Csi ca lorimeter a nd p means t he electron moment um mcasur d with t h sp ctrom ter. T he 

intrinsic energy resolution of t he calorimeter is shown in F igur 2.9 as a fun ct ion of t he moment um. 

This can be roughly pa rameterized as a quadratic sum ; 

cr e CJt 2% 
-E = 0 .4.5 ;o E8 ---;::=== 

J E(GcV ) 
(2.2) 

2.2.4 Photon Vetoes 

In order to d teet e caping photons and elect rons away from the de ector S<' llsitivc region, such as 

the drift chambers a nd Csi calorimeter, ten photon v to count rs wer pla · d ransversc to t he 

beam. They kept herrnct icity for the decay prod ucts . 
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Figure 2.9: The calorimeter intrinsic energy 

resolution measured in Ke3 events as a func­

tion of electron momentum. 

Table 2.2: Positions and dimensions of the photon vctcws. 

Elements Z po ition(m) Aperture(m) Outer Dimcnsion(m) 

RC6 132.596 0.8.J X 0. >4 1.00 (rad ius) 

RC7 13 .598 0.8.J X 0. >4 1.00 (radius ) 

RC 146.59) 1.1 X 1.18 1.4·1 (radius ) 

RC9 152.600 1.18 X 1.18 1.14 (radius) 

RC10 158.599 1.1 X 1.1 1.<1·1 (radius) 

SA2 165.116 1.540 X 1.366 2.500 X 2.500 

SA3 173.985 1.692 X 1.600 3.000 X 2.400 

SA4 180.018 1.7r.:4 X 1.754 2.372 X 2.:372 

CIA 185.191 1.842 X 1.842 2.200 X 2.200 

CA 185.913 0.150 X 0.150 0.1 0 X 0.180 

Ring counter (RC6-RC10) were located inside the vacuum pip . Th s had a round cl out r 

hape to fit the vacuum pipe and square apertures, and were a:.r,inwthally divided into I l tnodulcs. 

Each of them con isted of 24 scintillator-lead layer and approximately ·or responded to i(j radiation 

lengths . 

There were three "Spectrometer Antis" (SA2-SA4) surrounding DC2-'!, respccLiwly. The " l'­

sium Iodide Anti" (CIA ) was also placed just upstream of Llw si <"alorimet.N. Thcsl' <'ottutl•rs W<'n' 

rectangular in both t he inner aperture and the outer shape. The amount of the mat erial of them 

corresponded to 16 radiation lengths. 

The Collar Anti(CA) was a veto counter which defined a fiducial area aL tlw beam holes of Lhc 

Csi calorimeter. It consisted of the three layers of counters and 2.9 radiation lengths of tungsten, 

and located in front of the calorimeter. 

2.2.5 Hadron/Muon vetoes 

At the downstream of th calorim ter, there were d t ctor components to v to hadrons, muons 

and particles through beam holes of the calorimeter. The dimensions and th Z positions of these 

detectors are shown in Table 2.3. 

Hadron Anti 

A 15 em thick lead wall was located Z - 188.5m, just downstream of the Csl calorimeter, to c11t 

off the small electromagnetic shower leakage from the calorimeter and to produce hadron showers. 

A scintillator bank call d "Hadron Anti" (HA) followed the lead wall, to veto events including 

hadrons. There wa. a hole in the beam region of HA and the lead wall, to let neutral beams pass 

through without intera tion. 
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Figurc 2. 10: Thc schematic view of RC6 , fac­

ing downstream. Th beam passed through 

the inner aperture. ht"' p rim ter of outer cir­

cle fit right with the vacuum pipe. The other 

R s wen• basi ·ally similar in a form but th 

dlmcnsions seen in Table 2. 2. 

·· ~ 

CA 

Figure 2.11: SA4 from upstream. 

l 

Figure 2.12: Th Collar Anti just in front of the calorimeter. 
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F igure 2.1 3: The HA hodoscope, which was 
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Figure 2.14: The Mu2 cOIIl tLcr . 

Table 2.3: Posit ions and dimensions of the detectors(downstr am of the calorimeter) . 

E lements Z posit ion(m) Dimensions( m) 

Lead wall 188.53(0.15m thick) 2.43 X 2.43 

HA 188.97 2.24 X 2.24 

Steal 1 189.09(1m thick) 2.4 X 2.4 

BA 191.09 o.6o x o.:3o 
Steal 2 191.74(3m t hick) 4.3 X J.4 

MU2 194.83 3.93 X 2.99 

Steal 3 195.29(1m thick) 3.5 X 3.6 

MU3 196.36 3.00 X :3.0() 
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Muon Counter 

Downst r<'am of thc IIA , there was a stack of steel totaling roughly 5 m-thick followed by Muon 

y, to Counter(MU2) which consisted of a scinti llation hodoscopc to reject events including muons . 

Th0 .\1U2 had larg dim nsions, 2.D9 m x :3.78 111. The MU2 was used at the trigger level in this 
analysis. 

2.3 Trigger 

This sect ion bripfl y describes t he triggPr syst m in the KT V experiment. Main purpose of the 

trigg r is to s<+ct signal events of inter st and to reduce the event rate to an acceptable level for 

t he data a<'quisition syst<'JJL 

First , physics rPlat d triggers an' explained. This trigger system had three levels ; the first(Levcl 

l) all(! second (Lcvel 2) were formed by a hardware logic, and the third was software filtering(Level 

: ~ ). Th0 Lew! 1 trigger, which consisted of fast trigger sources, synchronized to the Tevatron RF(53 

MITz) a nd provided a dcadtim I ss trigger . The Level 2 performed time consuming decisions s uch 

as counti ng thc numhcr of hits in DCs, and the number of photons in the calorimeter. The 

Lev<'l ; ~ trigger carri<'d out compl('x f've nt reconstructions including charged track trajectories, 

<' ll<' rgy dusters in thr calorinl<'trr , and simple vertex finding. The Level 3 filtering is explained in 

S<'ct ion 2.4, as a part of the data acquisition system. The trigger for the signal basically required 

the exist C'IICC' of four charg<'cl tracks and allow0d some additional particles such as photons. 

lu addition, calibration triggers wcre used to collect events neces a ry for the Csi calibration 

a nd pC'ci<'stal nwas ttrenwnts. 

2.3.1 L vel 1 Trigger 

In a bout 20 seconds of Tevatron spill, th primary proton beam and the secondary J( L beam 

arrived with a microst ructure, called a bucket, l '"" 2 n ec beam pulse once every 19 nsec. The 

Lc•vc I 1 trigger hasPd n fa~t trigger sour es such as photomultiplier signals, was synchronized to 

tll<' microstructure and allow d d0adtim less triggering. 

There we r<' ~0 Level l trigger s urces iu total which were made with NIM logic . Table 2.4 

shows major L vd l triggrr sources u ed to take data for J( L 1r+1r-e+c- a nd J(L .__.. 1r+1r- 1r~ . 

ftN res nchronlzlug to the Tcvatron RF brfore triggering the trigger sources were transferee! to 

tw('l vc' llH.'mory lookup unit ' and dt' cis ion W(l...'i made simultaneou ly for 16 trigger outputs for each 
RF clod cyck . 

'c'xt, we ck scr i be Lh(' L<'vd 1 sources. 
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Table 2 . .J: The E799 four track triggcr clements. 

Trigger Element Trigger Level De>scription 

GATE 

3V_TIGHT 

2DC12 lED 

ET_THR1 

MU2 

PHV 

CA 

34_HCY 

HCC _GE2 

YTF_UDO 

3HC2X 

Neutrino Ping 

1 

1 

1 

1 

1 

1 

1 

2 

2 

2 

2 

Vetoc- "fast neutrino pings' ' 

2:: 3 hit in both V and V' hanks 

:3 out of 4 DC1 and DC2 plane's with > 2 hit s, l plctm' wit.h > 1 hit 

E-roTAL > llGe 

Veto events with > 1 hit ( l5 mV , 0.2 mip) in IU2 

Veto <'Vents with 2:: 500Mc V in PHV or c'vc'nts 

with 2:: 400M V in the SA 

Veto ev nts with 2:: 14GeV in the ollar-Anti 

require 2:: 3 hits ill DC 1Y, > ;~hits ill DC2Y 

a nd > 4 hits in DC3Y, >4 hits in D ·lY 

require 2:: 2 H clusters 

YTF triggC'r: Requires a good track in Uw uppN half 

and a good track in lowc'r half or one good C<'ll t ral t.rack 

2:: 3 hit 

Whe n the KTcV experiment was running, Tevatron a lso provid0d the primary proton beam to 

the other experiments. The "Neutrino Ping" signal was introduced to rej ec t a fas t short-width 

high intensity spill for a neutrino-scattering experiment . This is because if fast. high intem;ity 

beam happened to be delivered to the KTe V b am line, it could cause unaccept a bl<' high dct ctor 

activity. 

Trigger hodoscope 

The V and V ' were used to detect charged track hits. We rrquired at least :3 hits in both th' V 

and V' hodoscope in this analysis. 

DC-OR trigger 

DC1 and DC2 were also used as a fast trigg r source. Although the maximum drifL time was a bout 

200 ns, the track is always passing b twe n two wir s in two adjacent planes, so t hat on of t he hits 

should arrive within 100 ns after track passing. Th r fore, we could utilize the logical Oil of the 

wires for the fast trigger source. The trigger source consisted of seLs of l6 OR-ed sense wires(l0 .2 

em wide) and looked at the hit them in the X andY views. 

This trigger source called "DC-OR" was us d to lect vents with charged particl s pass ing 

between DCs and V and V ' banks. The signa l trigg r r quir d that thre' out of four plan s had 
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at lea~t 2 hits, and thC' rC'st had at kast one hit. 

Etotal 

An analog Stllll of the s ignals from all PMTs in the Csi calorimeter was used as a Level 1 trigger 

sourC'c' . This approximatPiy C'Ol'f('Sponded to total in-time energy deposit in the calorimeter. In 

this study, the' enNgy deposit was rcquin'd to be over llGeV nominal. 

Muon Counters 

The muon cotmtNs were also usrd to vpto events. Since both the signal and normalization modes 

do not includ(' any muons , we VC't.oed events with any hits(0.2 mip) on the MU2 veto counter. 

Photon Vctoe 

Signnb frotu the• photou veto c·otmtns were also useci to veto events with outgoing decay product 

from the fiducial volunw. We vetoed if photons or electrons hit the photon vetoes and had an 

energy d posit of 500McV or largN in the ring counters(RC6-10), or 400MeV or la rger in the 

spcct rometN anti(SA2-4) . For the collar anti(CA), events were vetoed if particles hit CA and 

then• was flit PrH'rgy d('posit of OV<:'I' t4GcV. 

2.3.2 L vel 2 Trigger 

Tltc Lc•vcl 2 trigger system is briPfly {'XplainPd here. Details can be fonnd in Ref. [15] if one needs 

lllore explanation. 

Tlte L{'vel 2 trigger consisted of a slower trigger logic. This a llowed us to do a simple event 

lTcoustrucLion for further backgrotmd aJI(I arciclental event reduction. When an event was accepted 

by LC'vrl 1, th L<'vcl 2 trigger derided if the event should be accepted to be sent to the DAQ/Levcl 

:3 syst('ltl , or not. 

Drift Chamb t' Activity(Kumquat) 

This l rigg('r rrqu ired hits which were icl ntified as proper track hits in Y view of drift chamber . 

In this analysis, tlw drift. chamber hit in a 205 ns gatP- was required in Y view for the trigger level; 

nt least ~~ hiLs each in DC t Y and 0 2Y, ami at least 4 hits each in DC3Y and DC4Y. 

Hardwar Clu ter Count r 

The hardware clustt'l' countPr [lG] <'otlllted the nuntber of in-time clusters in the Csi calorimeter. 

Tht' hnrdwan• dust ' r was d fined as a. clu.·tcr consisting of crystals which had the energy deposit 

or tG(' or mon' with a shared perimeter. Therefore the particle a sociated with the hardware 

duster wns iclentifi('d to l)(' a t'lt'clron or photon. Thi · counting was achicv d with a hard-wired 

energy cluster earch algorithm and P:.IT outputs. \\'e required at least two hnrdwar dusters in 

the event. 

YTF trigger 

The function of Y Track Find r(YTF) [17] tri~gN nuHk a simple Y track rC'const ruction b~· looking 

at hit- patterns in the drift chamber . For the momentum bnlancl', wr r<'<pt in'd t IH' exist rncl' of 

reconstructed tracks in both upper and lower halves of chnmbrrs . 

Sum of Distance Correlation(Banana) 

This trigger equipment was used to require events with in-time hits in ll1<' drift <"hamb<'rs. The 

hits were assumed to be in-time if t he sum of distances was iu an allowed r<'gion. Thr Lime of each 

hit was measured with 625 MHz TDC . 

At least three proper hit in DC2-X were required in this H.ualysis. 

2.3.3 Trigger Rate 

During the winter run , the beam intensity was about 4 x 10 12 protons p0r spill , wher<' t lH' beam 

duration was about 19 sec. For four track trigger containing K L -) 1r+ 1r <' +- (' and I\1, ~ 7T 1 7T 7TyJ, 

the tr igger rate was abo ut 25 kH:t for the Level 1 trigger and about 2 klh for t IH' Lt'V< I 2 trigg<'r(70 

kHz for Levell and 7kHz for Level 2 of total trigger rat ). The DAQ liw t.im<' was t.ypimll GO 

70%, depending on the beam rate and instantaneous bPam intensity. 

2.3.4 Calibration Trigger 

The calibration trigger involved the following: laser calibraLion of the si calorimet<'r ; ped<'stal 

measur ments in all the detector ; uniformity measurements of the si by using ('Osmic muous. 

They were g nerated from local logic circuits. 

The trigger of laser calibration was formed by a flash of laser/dye system(5 Ilz 011- and off-spi ll ). 

The pedestal was collected by opening ADC gates intentionally both on-spill and off-spill a.L 

t he rate of 3 Hz. 

There were additional muon telescopes located at the top and bot tom of the Csl blo ·khouse 

for triggering and positioning the cosmic muon ev nt. The rate of this Lrigger was abou :30 II:z, 

and it was taken during off-spill only. These events were used to measure the Csl uniformity in 

response a long the Z direction. 

2.4 Data Acquisition System 

After performing ev nt selection at the Ll/L2 triggers , data were s nt to KTeV data acquisition 

system(DAQ). In the KTeV experiment, the ev nt rat after the L vel 2 trigger was approximately 
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ll KHz and thf' aVPragc C'Vf'nt siz was 8 KBytes nominal, equal to about 2 C13ytes per spill ( rv 

11KHz x 8K13ytes x 20s<'c/ spill). Th system was d sign d to handle twice this level of bandwidth. 

Here, we glance over tht' DAQ and Level 3 filtering. More details arc found in Ref. [18, 19]. 

2.4.1 Frontend and DAQ 

b ~!reams 

4 Planes 

Figure 2.15: Data acquisition system. Three planes wrre used for Level 3 trigger and the other 

wn.c.; for online monitoring of t)l(' detector performance and online calibration. 

In F'igurp 2. 15, the bas ic structure of the DAQ is drawn. An event, which consisted of six 

subevcut.s aL the frontend , was asynchronously read out through a fa'>t data bus. The data was then 

sent. Lo buffrr mcmorics(streams) through ix RS485lines , who. c ban !width was 40Mbytesjsec/ line 

each. The buffer memory had a capacity of 4GB, large nough to stor all the events collected 

over a spill , approximately 2G13. 

Each stream formed "plane ', whi h was logically connected to a Unix workstation(SGI Chal­

lenge). The Unix work stations p rform d the event reconstruction for the fi ltering and monitoring: 

Threc of fom plane's w re us I for thc Level 3 filtering, and Lhe other was used for monitoring of 

tlw dctc'c lor responst' ami on I in<' calibration. 

2.4.2 L v I 3 filt ring 

Th0 level :3 filtc>ring provkkd a simplt' event reconst ruction with a software filtering on SCI Chal-

1<-ngPs. Thi · allowed us to redu c the trigger rate based on the information from sets of detector 

elenwuts su 'h n · charged track and ertex r construction , particle identification with calorimeter 

Ejp, and muon counter hit s. 

The Level ~~ filt er for our study required thrC'C' reconst ructcd tracks ~hnred n vertex which 

located from 90.0 to 15 .0 meter · from tlw target. 

2.5 Physics Run 

This section describes the data collected in the KTeV-E79DII ntns, which wns tts<'d for pbysks 

analy is of f{ L ---> 1r+ 1r- e+ e- and I\ L 1r ~ 1r 1r?J. 

The data used in this measurement consisted of two runs of KTeV- 79!HI t'XPl riment , wintN 

run and summer run. The winter run was performed belwccn February L niHI [arch 2:~ , 1DD7, 

run 8240 through 8910. The summ r run was between July 24 and Septunber :~, 1997, run 1046:3 

through 10970. 

There were om differences between the winter and the summer runs, as shown in Table 2.!>. 

The main difference between Lhem was the proton beam intensity all( I n<'ulral lwn m si11e. Tht' 

proton beam intensity was lowered during th ummer run due to the sharing of the proton lwam 

in the Tevatron with other experiments. To keep appropriate knon beam int <'llsity, t lw htrg;cr 

neutral beams were u eel in the summer run to comp nsatc for the dcneas< d inf<'nsity of the 

primary proton beam. 

Table 2.5: The KTcV-E799II run conditions. 

Winter Run Summer Ru11 

Run umber 8245-8010 1 04G:l- L OD70 

Proton Intensity(spill) 5.0 X 10 12 3.5x l0 12 

Beam Size at the Csi 10 cmx 10 em 12 cmx12 em 

4 Track L1 Trigger Rates 20KHz 2:3 KHz 

4 Track 12 Trigger Rates 1.5 KHz 2.3 KHz 

The collected data were written to about GOO Digital Lin ar Tapcs(DLT) at the experiment. 

Each DLT stored about 10GB of data. Since they in lud d all physics trigg rs, we split off only 4 

track tagged events into 38 DLTs for the winter and 44 DLTs for th' summer runs. Furthermore, 

the data of 82 4 track triggered tapes were pro ' ssed in a step. This separatPcl and filt rc l the 

4 track triggered events into datasets which were u eel for a different analysis . Th filtering was 

performed with offiine event reconstruction code. This stage reduced the Lotal data s ize to 17 

DLTs . In our analysis, we analyzed events based on this data sd. 
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Chapter 3 

Monte Carlo Simulation 

Tn c'ach phase of this analysis, such as the acceptance calculation in both the signal and the 

normali:-;ation mode, the background estimation, and the sy tematic st udy, we strongly relied on 

thf' Mont<' arlo simulation(MC) to understand the detector performance and particle decays' 

kinematics. Iu the Monte Carlo simu lation , we simulated the beam production, particle decays, 

dctC'ctor rcsponse, signal digithmtion and the triggering. Since output data format from the Monte 

arlo simttlation wa~-; the samc as that from the real KTeV detector , we could analyze real data 

and the' Monte' arlo events with the same event reconstruction algorithm and to make detailed, 

synl h<'Li<' study on both of them. 

The Mont<' Carlo simulation was proce. sed in fiv stages: Knon beam production, decay gener­

ation, tracing in the detc tor, signal digitization, and trigger. We will glance them in thi chapter. 

3.1 Kaon production 

The ucutral l<aons were producPd in the target, based on the measured beam position and width. 

In the gcncra.tion, we u ·cd a parameterization by Malensek [7] for the momentum spectrum of 

[( f- and K producPd by proton ' in id nt onto a beryllium target. In the parameterization, the 

mtmu<'r of i<.:'lons with momentum p into a solid angle dD at a polar ang le e was proportional to: 

d2 fl (l- x)A(l + 5e-Dx) 
dpdn = 4oo · :r · (1 + pZf!IJJ2)4 (3.1) 

where pis the' produced particle momentum and Eo is the beam energy, x = p/ Ea, and Pt repre­

sents lhc lransv!'rsc' momentum of tlw produced particle relative to the incident beam direction. 

The U, , D, aud 1U 2 werC' dC'termin<'d from the cxpNimental data obtained by 400 GeV/c proton 

beam, and their values arc showu in Tabk :3.1. 

The productiou spectrum for the neutral kao11 can be dNived from that for charged kaon . Let 

us ddin<' atl, O"<f, and a 8, ns thC' production probabilities of ttit, dd and 8.~ quark pairs, respectively, 

nnd l<'t us a .'iSUllH' 0" 11 CTd. Tlw production of a J\ + needs the creation of a 8.~. In this case, 
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Table 3.1 : The parameters referred from 1\Ialensek [7] 

]\+ K 

A 2.924 6.107 

B 14.15 12.:~:3 

111 2 1.164 1.09 

D 

since one of the two valence u quark in the proton beam couples to th s quark, tlH' producLlon 

probability of ](+ is proportional to 2a s. We can al ' O consider anothc'r cnsc', wlwrl' a u quark is 

taken from the sea whose probability is proportional to a sO"u· Similarly, 

a(K+ ) 2cr8 + O"sO"u (:3.2) 

a(K- ) O"sO"u (:3. J) 

a(K0 ) 0":; + O"sO"u = 
a(K ) + a(I( 

(:3 .4) 
2 

a(K0 ) asau = a(K- ). ( :3. [)) 

This provides an approximation of the K 0 and K 0 production sp<'C'Lra. Tlw spC'ctrum wns 

tuned further to match kaon momentum m asurcd by K L,S ) 1r -t 1r <'Wlltn in tlH' data.. Th{' 

correction factor, ~(p) was 

((p) = 1 + 10.655x - 55.337x 2 + 60.033x3
, (:3.6) 

where x = p(GeV /c)/1000. This was multiplied as a factor of the generation probability: 

Both J(o and J(o were produced according to Equation 3.7 in om Monte Carlo simulation. 

Figure 3.1 show the momentum spectrum of generat d kaons. 

After the production of a K 0 or J(o, it was propagated to a decay point in the va<'uum volume 

of the detector by taking into account the full amplitude evo lution. The de ay position was chosen 

based on its lifetime and momentum. The distribution of th decay position of K,,s is shown in 

Figure 3.2. 

3.2 The Decays 

After the d cay position was determined, th Monte 'arlo simulation gcuerat d de ·ay products of 

KL. Here, we briefly explain the decay pro ·csses used in the Monte Carlo simulation. 
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Figmc : ~ . 1: Iomentum distribution of g ner­

atcd ka.ons at t.lw targrt . 

Figure 3.2: f( L d cay Z-distribution of Monte 

Carlo generated bons. 

The lllatrix dcuwnL to generaLe the decay]( L - } 1r f-7r e1 completely relied on the equation in 

[kf. [22 , 2:~], as d scribrd in Section 1.3. The direct CP violating effect, however, was liminated 

sine<' t.IH' ffect on this analysis was exp cted to be negligible. The coefficient in the matrix element 

W(H' obtained from PDG [9] and throretical cstimatio11 from Ref. [22, 23]. 

[n addition , W(' also modified the form factor in direct photon emission component gM 1, as in 

the H'<'<'nl study [29, :37, 38], 

gAl 1 ----. .r;Ml · F 

F (3.8) 

wh rc /~"~ * is the energy of the parent photon of the electron-positron pair in the kaon center-of­

nwss syst.c'nt, and !lip is the mass of the neutral p meson. We inclep nd ntly determined ada2 

from tlH' kinemn.t ics of 1\ L 1f 1 1r c+ c- in Chapter 6. 

Tlw K~, ) 1f 1 1r 1r0 decay was simulated with a pure pha · space distribution. Since the 1r0 flies 

too short(cr 25 .lnm) to traet' with the I<TcV detector, it immed iately decayed to 11 or e+e-1 

in th(' Monte arlo simulation . 

In cas(' of the Dnlitz decay, 1r0 - ) c c 1, the generation was based on til<' formulation by Kroll 

nnd \Vada [4:1], including (nf.:i\d radiative corrections by 1Iikadian and Smith [44, 45], and inner 

bremsstrahhmg cmTcdions( 1r0 } c 1 c 11) and virtual-ph ton corrections. 
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3.2.3 Particle Tracing 

After a bon rlecay was generated and 1r0 dccayt.'d into 11 or c+c-1 immcdintcly, cl('cay products 

were boostPd to the lab frame and traced through the del ector. Trncing was terminated if the 

particle decayed, interacted with materials , or went out from tlw df'tcctor. All decay product · 

except n± s were stable so they were propagated without decaying. For charg<'d pions , the proper 

lifetime was assumed and some oft hem decayed into llll in fli ght. 

3.3 Detector 

Charged particles passing through the detector material could bt' s ·attN<'d by tlw oulomh multiple 

scattering according to a parameterization of th<' Moliere the ry [46]. his also accountPcl for a. 

scattering angle distribution of a non-Gaussian tail caused by Uw singk scaLtcring cffe t. For 

electrons, in addition to the scattering, radiative br msstrahlung was allowed ace rcling to I h<' 

Bethe-Heitler cross-section. Radiated photons could be converted iu umterinl with probahiliLy 

1- e- ~(X/ Xo), where X/ X a is the amount of the material in radiaL ion kngths . T'hc (' ll 'rgy sp<'cLrullt 

of the converted electron-positron pair was defined by Bcthe-Hci lcr formula , and routines in EGStl. 

electromagnetic hower library [47] was imported for calculating tlw O[Wlling angle of clecLrou and 

positron pair. 

Generated particles in these interaclions were al. o traced as well as daughter particl<'s of I h<' 

decay. 

When a particle escaped from the fiducial volume of the dcLcct or , ddiucd by Llt< ' outer <'dg<' of 

detector elements, it was not traced further , to save t he processing time. 

3.3.1 Photon Veto 

Charged particles, except electrons, were treated as minimum ioni~iug parLicl<'~'> , wh n they pass 

through photon veto counters, and an energy deposit of the incident parLicl' was smeared wiLh 

Gaussian distribution. The parameter of the energy cleposiL distribution was dctennin d with cal­

ibration constants acquired from calibration runs. Minimum ionizing particles were also scatt r l 

here. 

For electrons and photons, the particle was stopp d when it ent r d a photon v to , and all of 

its energy was deposited in the detector after Gaussian sm aring. 

A trigger was vetoed if the total deposit energy of oue of the counters, x dcd its threshold. 

The energy deposit was digitized to ADC counts bas don a gain deLermln d with calibration runs. 

3.3.2 Drift Chamber 

When charged particles pass through the drift chambers, the incident position was stored and th 

drift distance, which is the distanc b tween the parLicl trajectory and the closest sense wires in 

the chamber plane was calculated. A drift time wa::; translat d from the drift distauce with th 

3 



calibration data, a nd ~meared to the chamber resolution of lOOJ.Lm. The drift time was converted 

into TDC counts with cNtain offsets. Only the first hit on a wire in multipk hits was simulated. 

Tlw 8-ray pffect which canses low-SOD pairs were simulated iu the chamber gas. This was 

trcatC'd as mult iplc hits on lh<' same cell. 

3.3.3 Csl calorimeter 

IH' C:,l calorimeter was ~imulated for all parliclcs entering to the front face of the calorimeter. 

For photous , ('lc'drous , and pions, thP simulatiou dPtcrmined the incident position and generated 

a shower. Muons were treated as miuimum ionizing particles. After calculating deposit energy for 

each crystal in an event , the response of scintillation light was simulated , and its digitization was 

done for ea.ch crystal. The trigger component Etotal and HCC were instrumented in the Monte 

Carlo simulatiou. 

Electromagn tic Shower 

Whc n riPctrons and photons were propagated to the face of the Csi crystal, its extrapolated 

transvorse posit ion at the depth of the shower mean was determined. The depth was calculated 

with: 

Ze(m) 

z,. ( m) 

0.1 L + 0.018 x lnE(GeV) for electrons, 

0.12 t 0.018 x In E(G V) for photons, 

(3.9) 

(3.10) 

whN<' E is tlw incident energy of cl ctron(photon). The Csi calorimeter has 27 radiation lengths 

so that electron or photon showers were well-contained in the calorimeter. Therefore, tracing was 

L<'rminat.ed a.t the calorimder for those particles. 

With the information of the incident position and the incident energy, the energy deposit in th 

crystals was d tcrmined by. ample (shower library) premade by GEANT imulation. Each single 

event in the show r library was composed of energy maps on 13x 13 small (2.5cm x 2.5cm) crystals. 

TIH' la,rg(' crystal(5 .0cmx5.0cm) wa.'l simu lated as four small crystals. 

The events in the library wrrr classified into bins a ording to the incident energy, 2, 4, 8, 16, 

:~2. and 64 GeV. In addition, th incident po ition of the face of the Csi crystal were binned into 

50 x 50 bins, to simulate the position resolution at sub-millimeter with reconstructing an energy 

d ustcr. 

The enNgy dcp sit wen' segment d longitudinally into 25 slices to simulate the light output 

from a crystal with nonuniform behavior. The uniformity was calibrated for each crystal with 

radioactive soun'(' in adva1H't\ and ('Osmic muons during runtime. 

Hadronic Show r 

The hndronic shower ut the Csi calorimetC'r was also simulated in the fonte Carlo. This is 

hocausc the ·hower shape and the energy deposit in the si calorimeter arc used to di tinguish 
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Figure 3.3: E/p distribution of pion shower samples( actual data from J( (<l and Monte arlo sil11u­

lation from hadronic shower library). 

electron from pions in the analyse , and satellite clusters of the hadronic shower can rui 111 ic photon 

clustcrs(Figure 3.4). 

In order to avoid time consuming event by event shower simulation, a large sample' of hadroni<: 

showers was first produced and stored in a library to be used later in the Monte arlo evrnL 

generation. The shower library for the KTeV det ctor . imulation was geueratcd using GEA T 

3.21 with FLUKA for the hadronic interactions. In the generation , a pion was used as an inddenL 

particle and cut oft" energy in the Csi was 0.001 GeV for hadroni and le tromagnrtic inLeractiom;. 

P ions were injected uniformly on t he surface, and its incid nt position was binned into 0.25 em 

by 0.25 em square regions. The incident energy is a lso divid d into 12 bins from 2 GcV to 64 G V 

in the li brary. Each event in the library had energy deposit in 13 by 13 array of 2.50 em crystals , 

and in t he hadron anti counters. The crystals were segmented along b am axis into 25 slices to 

obtain the energy cluster information in depth. The energy deposit in ach slic was stored in the 

library. 

When generating events in th Monte Carlo simulation, if a pion hits th si , a show r sample 

from an appropriate incident energy and position bin is select d randomly from the shower library. 

The energy deposits in each slice in depth arc scaled to the en rgy of the indd nt particle and 

convoluted with measured Csi scintillation respons to cal ulate the total ·harg from PMTs. 

A shown in Figure 3.3, E/p distribution of th Monte Carlo simulation with tb' shower library 

consistent with that of actual hadron show rs from K, :l decay. 
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Hadronic Showers 

Electromagnetic Showers 

Ill > 10.00 GeV 

> 1.00 GeV 

ili~j > 0.10 GeV 

~ > 0.01 GeV 

I• ig m<' :3.<l: Elcctromagn tic and hadronic shower hape com pari on in the Monte Carlo. The 

elcctromagm'tic shower forms round while the hadronic shower has an irregular shape. 

.. u 

For muons, the deposit energy in the Csl crystals was calculated ns a minimum ionizing particle. 

Digitization 

After deciding the energy d posit in each crystal, tll(' l\Ionte arlo simu lation procccdt'd to the 

digitization. The t ime structure of the Pi\IT pulse and the digitizntion at the DP~IT wen' sim­

ulated. These proceclmes i ncludecl appropriate snwaring d 11<' I o simulate photostat is tics pfft'cl s. 

The energy was converted into charge assigned to <'etch DPl\lT time slic<' wit h cons! ants [or c;tch 

crystal. Constants were calculated from electrons in real Kd events. 

3.4 Accidentals 

Actual detectors have accid ntal act ivities, caused by the electronic no is in t ht• dct<'ctor and 

contaminations in the neutral beam, mostly neutrons scattering or interacti ng with nw.tcria ls o[ 

the detector. This section describes how the accidental activities W<'lT simulated . 

3.4.1 Accidental Effect 

The accidental activity faked hits on the detecto rs. For I< L 7r+7r - r+ £' study, t IH'n' W('['t• two 

major effects on the analysis. First , a signal acceptance clecreas d with accidental hit.s. This is 

because accidental hits on the photon veto and muon veto couuters co uld fire t.h<' veto<'S. This d[( ct. 

wa.s also found in the event selection in the analysis. Second, th acri !ental activiti<'S <·ontribut< d to 

the misreconstruct ion of the events. This effect mainly increased the hac kgrol ttHl It-vel. TlH'refore, 

accidental activities should be imulated in the Monte Carlo simulatiou. 

3.4.2 Accidental Overlay 

While the Monte Carlo simulation cannot reproduce such activities precisely, these accidental 

activities are independent of the kaon decay in nature. Ther fore, th Monte arlo simulated 

the accidental activity by overlaying accidental hits coil cted from th a tu l run . The accid 'ntal 

trigger served for this purpose. This trigger was a random trigger, whose rate was proportional to 

the instantaneous proton rate. The accidental trigger was taken during the experiment. 

After the event generation in usual mann r on the Monte Carlo, the accidental overlay was 

performed at the digitization: ADC counts from accidental hits were simply added to t h Monte 

Carlo simulation. The latch hits of detectors were OR-ed , and Lhc earliest TDC hiL was kept. 

Trigger requirem nts were then tested for ea h ompon nt again . 
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Chapter 4 

Event Reconstruction 

Jn Kr, - ) 7r + 7r - ('+(' - analysis, it is important to find charged tracks, the decay vertex of J( L, 

and to identify the particles. Ev nt reconstruction, which gives these informat ion , was done by a 

combinat ion of tra k finding with the spectrometer and the Csi calorimeter. In thi chapter, we 

clcscrilw how events wN<' reconstructed in the analysis. 

The details in th . reconstruction procedure arc descr ibed in the following sections. T he event 

reconstruction sequence i ': 

• Finding candidates of tracks from t he dr ift chambe r hi ts. 

• Ent'rgy clust<'r finding on the Csi calorimeter. 

• Track rrconstruct.ion with the information of the track cand idate and the energy clusters. 

• Vertex finding. 

• Particle' idcutification with the track momentum and cluster energy. 

4. 1 Track Candidate Finding 

Track candidates wer reconstruct d with chamber hits in t his phase [48]. Since tracks were bent 

at the anal si · magnet in X(horizontnl) view but not in Y(vertical) view, tracks were r constructed 

111 and Y view scpara.tcl ·. 

4. 1.1 H it Pairing 

First , hit pnirs ill ('ach plmw of the drift chambers were ·earched for in X and Y planes inde­

pendent 1. . hit pair was ddinr d as a hit 011 a sen e wire and a neighboring hit in the adjacent 

planr. 

The hit pairs WNt' clnssifit'd for their quality. Figurt' 4.1 shows pos iblc cases. The "good SOD'' 

pair was dcfi11cd as the ' 00 close to a half l he drift cell size, [SOD - 6.35mml < l.Omm. The 

'low SOD" pair having SOD less than 6.35 rum wa , also accepted since a hit pair with low SOD 

generally occurred when two or more track , happened to pa:-~s through a cd l. A ·'high SOD' pair 

w di carded in this analy is. Becau c the drift chamlwrs had a small intrinsic irwfiidenc , it is 

a lso necessary to ident ify an ·' isolated hit'' without a neighboring hit , to use t lwrn to form a track 

candidate. 

In order to evaluate the quality of the reconst ructcd track later , a nu rniH'r called ··pa ir \·aluc'·· 

was assigned to the good-SOD, low-SOD and isolated hit pair as .J, 2, and 1, n'spcc tiwly. 

• • • • • 

• • • • • • 

Good SOD Low SOD Isolal d 

F igure 4.1 : Schematic vi w of the classification of hil pairs. D tH indicate the s<'lls<' wires . T he 

solid arrow means the trajectory of a charged particle, a ud a hai r line bet ween a t.raj<'ctory ftnd a 

sense wire shows drift distance reconst ructed from TDC count ·. A good SOD pair could ckfitH' a 

trajectory w hile an i olated hit had a two-way ambiguity. T he evaluat ion valt r<' mlkd "pair vnlu<'" 

was assigned to these hit pair a 4, 2, and 1, respectively. 

4 .1.2 Finding Y track candidates 

After hi t pa irs were found , Y t rack cand idates were searche I for by picking a hit pair in D 1 and 

DC4 each , and interpolating t hem with a straight line. If hit pair· in both D 2 and D 3 lied withi n 

1 em from t his line, t hose hit pairs were fitted for a straight line and th x2 was calculated. In 

addition, t he sum of t he pair values was required to be at least 11 , to select good track candidates. 

4.1.3 Finding X track candidates 

T he X t rack had a kink at the magnet plac din th middle of th spectrometer . For this reason , X 

tracks were reconstructed in upstream and downstream segments of the spectrometer, separate ly. 

T he pair value was also required as greater than 3 in both upstrE>am and downstr 'am X track 

reconstruction. 

The upstream and downstream track segments were th n xtrapolat d to the c nter of the 

analysis magnet at Z = 170 m. If the distan e bctwc n the two track scgrncnb was l ss than 0.6 
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em , and the sum of the pair values of both segments was 11 or morf', they formed an X track 

candidate. 

4.2 Cluster Finding 

In t he Csl calorimeter, the cluster energy was clc•fittPd as a sum of energy deposits in a 7 x 7 array of 

small crystals or :l x :3 array of large crystals centerrd on a crystal with t he local maximum deposit 

<' ll l'rgy, which is callPd ·'s<'Pd crystal.'' EnNgy clusters in the Csi calorimeter were clas ificd into 

two different catcgori<•s; "hardware duster", and "software cluster." The only difference was the 

d tNmination of the s d crystal in the cluster. In t hi analysis, the hardware cluster was formed 

around a seed crystal with the HC bit on. The software cluster had a seed crystal with a deposit 

c•twrgy of J 00 M<' V or 111ore and without the HCC bit , and the cluster energy was 250 MeV or 

tl\01'('. 

Th<'feforc• electromagnetic particles such as a photon and electron must be as ociated with 

t he hardwnH' clusters while minimum ioniz;ing particles such as a pion and muon, which typically 

deposited :~GOMc•V , most ly produced software clusters. 

After clustering, a sequence of corrections wer made to the cluster energies. This included 

dust Pr owrlap c·orrectiou , boundary correction between small and large crystal region , missing 

nyst a l correction around th beam holes a nd the outer perimeter. 

In order to determine the X(Y) position of the cluster , the sum of energies in t he central col­

umn(row) and the adjacent ·o lumns(rows) were calculated. T he energy ratio between t he adjacent 

column(row) with larger <' twrgy nud the entral column(row) was used to get the cluster position 

within tlw c ntral block, hy looking up a table generated with GEA T . Typically, the position 

r<'so ltt t ion for clertrom ngnetic dusters was 1 mm. 

4.3 Thack-Cluster Matching and Vertex Finding 

AfLm cluster fimling, the correct combinat ion of track candidates in X andY views was chosen by 

matching the clustN to a track p iLion n th Csi calorimeter. T he distance between the track 

X-Y position at the howcr ma.ximmn and t he cluster was required to be les than 7.0 em. The 

combination of t he X and Y view tra ks with the smallest track-cluster separation was considered 

as the correct matching. 

T'hc momentum of a ITcoJtstructed track was measured by u ing the track bending angle in the 

X view and the p1 kick of the a nalysis magnet. 

We procc•t>d<'d to the vNt ., finding if four well-defined tra ks were found. To obtain the vertex 

position , we looke I at th Z position of the intcrse tion of X-t ra k and Y-tracks , a nd then we 

evaluatc'd th wrtc'x quality with \ 2 calculation. 

Oncl t IH' vc'I't('X po ' itiou was confirmed to be inside the decay volume various corrections were 

mnde on the hit posi tions in each chamber , in order to measure kinematic variables precisely. 

These included the fringe field of the analy i , magnet. chamber rotnt ion , propagation tinlC' devi­

ation by the hit position. The vertex position was finally determined from the fit with dwrgPd 

tracks weighted accord ing to their multiple scattering angks and the l'rrors in the hit position 

mea urement in each chamber. For sonH.' events with multiple vertex position cnndidntPs. n proper 

vertex wa chosen by looking at the fit quality of tlH' vertex and tracks . Tn this analysis, the 

four-track vertex resolution was about O.G m in Z. 

4.4 Particle Identification 

Particle discrimination of charged pion and ele trans arr cr iticc I in th<> as nunetry st ttdy oft he 

decay KL _, 1T+1T- e e- . The ej1T cparation was done by using t he information frotn tlw clus­

ter energy E and the t rack momentum p. Ele Lrons deposited most of Lh ir Pncrg in t iH' si 

calorimeter while pions deposited a part of their nergy. T his is becattsl' the 'sl calorinwt.<•r had 

27 radiation length , enough to contain all oft he electron energy, hut on ly J .4 int<'Hld ion ]pnp;Lhs 

for pions. 

Figure 4.2 hows a E jp di tr ibu tion for electrons and pious of IC :l decays, whNc part ides 

were ident ified by transit ion radiation detectors(TRDs). Electrons haw a sharp pc>ak at unity, 

while pions have a peak around zero with a gentle tail. A small peak at zero for elect ron wa.o.., 

due to pions and muon misidentified by TRDs. In t his analy. is, we required the Ejp to he• unit y 

within ± 10% for electrons, and less t han 0.9 for pions. In Llw elect ron ide ntifi ·ation , 9!) .() % of 

lectrous were accepted while 99 .3 % of pions were rejected after this cut . T his nH'alli'i t hf' parti('l<' 

misidentification rate was on ly 0.7 % level with the Ejp particle identification met hod. For furl ltN 

improvement of the particle identification , the KTeV detec tor was instrument ed with transition 

radiation detectors(TRDs) , although we did not usc it for om analys is s ince we did not have any 

significant background originated from the particle misidentification . 

Muons were vetoed by MU2 counter at the trigg ring level. No further suppression of muons 

were necessary because there was no significant background due to muons . 
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Elp Comparison 

F igure' 4.2: E /p compar ison betwe n ele 't rans and pions of ]( e3 decays. Particles were identified 

by transition radiation dctedors(TRDs). Electrons have a sharp peak at unity while pions have a 

P('ak around ~cro with a g<'ntlc tail. A small peak at zero for electron was due to pions and muons 

misidentified by TRDs. 
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Chapter 5 

Event Selection 

This chapter describes the event select ion to suppress various types of backgrounds. 

First, we ummarize potential background source remaining in t he datcu.;cl after Lhe trig,epring 

phase. Next, an event selection scheme to uppress backgrounds while keeping signal events is 

described. Finally, to estimate the ab olute background leVC'l from each source, we cxph.in LIH' 

normalizat ion procedure, which includes J(L flux measurement by using the decay J\L ~ rr-t rr rr?)· 
In this chapter, to estimate the background level and signa l acceptance, we ust>d Lhe Monte Carlo 

simulation described in Chapter 3. 

5.1 Background 

Here, let us classify background sources potentially contaminating t he signal rc•g ion. T his helps 

us to decide a policy to reduce each background effect ively. Generally speaking, backgrounds arc 

complex compositions caused by a kinematical similarity, a lack of inform ation from the dct ctor, 

a finite resolution and smearing at the detection, accidental act ivity, aJLd misreconstru tion itt the 

analysis. They should be suppre ed with appropriate constraints. 

The main background sour es are classified into three grou ps: 

1. Dalitz background. Charged t racks are reconstructed while one or more phot ns arc miss d. 

J(L ---* rr+rr- rr~ 

KL ___. rr+7f-7f~o(1f0 

S ___. A( ___. p1r - )1r~ 

2. Conversion background. A photon from d ay products ·onvcrts to au electron-positron pair 

at material. 

J(L ___. rr+ 7f - 7fo 

J(L -* 1f+ 1f -')' 

3. Double decay background. Two or more simultaneous decays in t he detector happ n to be 
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consist nt with thr signal. 

SimultatH'ous d<'cays of Kt. ~ 7r + c v and K 1, 

Thcsr background sources are dassifi<~d wit h tlw distinctive features of decay kinematics and 

topology from t hos{' of the signal. Tlwrdorr, different treatments arc rcquirrd for them. Here, let 

us considN how to su pprrss those hackgrotmd d cays. 

• J(,_ ) 7f 7f 1f?) 
This backgro und was most s xious in this study siucr it has a large branching rat io ( 1.5 x 10 - 3) 

compared with the signa l(:! x 10 7 ). Especially, the event topology is exactly the same as the 

signa l if the photon is missed or rscapcd from the detector or overlapped Oil t he other cluster. 

Th<' diff<•rrnc<' from the signal s hows up in a finit transverse momentum squared of the four 

charged tracks, the invariant ma~s n•constructed with charged tracks, and an existence of a 

photon- likr energy d<'posit in the Csi calorimeter. For further suppression, we introduced a 

<'Oils! rai nt on a kinematical variabk, named "PpOkine", described later. 

• l<~, -. 7r+7r - 7r~Jo(1r0 ) e 1 e- c 1-e - ) 

Althoug h this decay moct ha..s small branching ratio(4 x w-6 ), this mode is a lso a potential 

background, since two slow electrons in the products of 1r 0 -+ e+ e- e+ e- could easily be 

kick d out from tlw fiducial volum , by the analysi magnet. The ex istence of two missing 

partlcks means that the invariant mas. ' cut around kaon mass can limit this mode. 

• K,, ~ 7rt-7r - 7ro 

This dcmy will g ive the samr decay topology of J( L -+ 7r+ 7r - 7r~ if one of the photons from 

1r0 decay converted at material such as t he vacuum window. This kind of background is 

named a.c.; a 'conversion background ." Fortunately, material up tream of the DCl was kept 

very little, etJI( l the opening angle of t he converted electron-positron pair is small enough 

so !.hat we can ideatify and reject those effectively. Beside , this background has similar 

chnmcLt•ristics of the decay J( 1. 

• K,. '7r1 7r - / 

AnothN convrrs ion background is from the decay J( L -+ 7r+7r I· This is potentially a 

background s ine~ the track topology is identical to the signal when the photon converts. As 

well a.-; tlw othc•r c nvcrsion backgmuml, th is a lso h a small opening angle between the 

d rc t.ron-positro11 pair so the same cuts to reduce the convor ion background will work well. 

• ~ /\( 'p7r )7r~ 

Sinn' the' KTt' detector could not distingui 'h 1r± from a proton, t hi decay could be a 

backgrou11d sour<'('. This drcny mode wa~ dmracteriJ.rd with a large momentum of the :=: and 

HI! offsd V<'rtt'x of 1\ p1r from :=: ~ A 1r?J· A vcrt<'X qua li ty cut and a constraint on the 

X L mom<'ntum can rej<•ct this background . 

• J( -+ 1r±e=Fv simultaneou ' doublr decays 

5.2 

Simultaneo us double decays of ]( rr ± e=r 11 gives thr smnt' charged track topology of the 

signal. Since their two vertices havr no correlation , wr ca n rcj<'<'l these events by looking at 

the vertex quality as well as other kinematical constraint s. 

Basic Constraints 

Before proceeding to t he specific background rrjcction , we will a pply basic const mints to th<' 

dataset , in order to verify the trigger con traint, and to d fine thr fiducial vollltW' of lhc KTeV 

detector. This reduces the uncertainty from the KTeV dct ctor and the' backgrounds , causul by 

the discrepancy between the dete tor imulation and the real detector. 

5.2.1 Fiducial Volume Cut 

In order to certify events from proper J( ,_ decays, we r quircd fiducial volttm ' ('OllsLraints for ;til 

events. The constraints should be made not only to define thp decay volum and cl<'trrtor sensitive 

materials, but also to reject mi r constructed cvrnts. 

• X-Y Vertex Constraint 

The X-Y position of the reconstructed vertex project ed onto t h c;dorimct<'r front t h<' t.mg<•t. 

should be within the squares of 14 em x 14 em c ntcrcd at t h hmm-c('llln, regardless of 

the beam size. Thi reduc d events caused by interactions at mnt<'rinls, such a.'> phot < 11 wt.o 

counters. 

• Z Vertex Constraint 

The vertex must be between Z = 95 m and 154 m. At Z - 160 m, thc vacuum window 

was placed and it could cause backgrounds from photon conversion and b am interaction. 

Around z = 90 m, th sweeper magnet and the dcfming collimctpr were located, so this cut 

reduced events wit h products originating in them. 

• Track hit position on the Csi calorimeter 

Wh n photons and charged tracks hit near the p rim ter of th si a lorim ter , the deposit 

energy of a particle would leak outside of th calorimeter. This caus d an inaccurate nc rgy 

cluster reconstruction. This means that the energy deposit calculation, track-clu::;tc r associ­

ation, and, E jp might be unreliabl around the perim ter. For this reasoa , t he co llar a11ti 

was served to veto hits around the beam holes. We made a verification that tracks did not 

point to the collar anti. In addition, we vetoed events with hiLs withiu 2 em from th out r 

edge of the calorimeter. 
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5.2.2 Trigger Verification 

Constraints wcr<' mack on t hc data sample to 0nsurc that events should sat isfy the Level 1 and 

Lrv<' l 2 trigg r. This rejects the 0vent which passed the trigger with extra accidental activities in 

thc det0ctor , 0v0n if the ewnt could not have by itself. These ·'volunteer" events could not be 

simulatcd <HT llrat<•ly in th0 :VIont0 'arlo, so they should be removed from the data sample . The 

triggN vrrif1cation was applied to th< Mont 'arlo events , a lso. 

The trigg<'r requir<'tn<'nts W<'t'<' shown in S0ction 2.3 . The rcquirecl trigger ver ificat ion was: 

• T her wer at least three in-time hits in both V and V' banks which were associated with 

tracks . The iu- timc hi ts in t IH' counter were ident ified with TDC t iming. 

• 'I'hc minimum enNgy of I h<> hardware cluster was required to be at least 2Ge V. This sup­

pressed th<' dFcct from the fluctuation of t he HCC thres holds. 

• 'I'wo cl<'c t rons shou ld have a total energy deposit in the Csi calorimeter of more than llGcV . 

This verified t lw Etotal trigger processor. 

• T lw de posit Pncrgies of the photon vetoes were required to be below their online thresholds. 

• T he muon veto counters wer required not to have any in-time hils. The in-time hit was 

ident ifi cl with TDC timing. Also, the threshold of counters was set the same as the onlin 

trigger. 

5.2.3 Con i -tency Check 

As fmtlwr bas ic 'Ills, W<' checked that th' events were consi tent with the KL ~ 1r+1r - e f-e- signa l, 

as follows: 

• T he mimlwr of charged tracks was rPquired to be exactly four , and all the tracks should share 

tlH' same' vert Px. This requirement r jected any background with accidental hits or tracks. 

• :Fhm dtargPd tracks should point to the Csi calorimeter. This gave us well-identified tracks. 

• Events with extw hardwarc clusters, whi h had a d posit energy of 2GeV or more, were 

rcjecLc I. uch extra clu ters were iclentifted as photons. 

• o clustC'r s har ing was allowPcl . Since the particle ide ntification was made with a cluster 

energy and a tra k momentum, a shared cluster gave wrong information of the deposit 

PIINg'· Tlw dista nce lwtwccn two tracks at the shower maximum in th calorimeter houlcl 

lw H em or mon', for t lw s<:uue reason. 

• Particles should he idl'lllifit•d as 1r 1r - r+ r - , including the charges. A half of J( e3 double 

clcca ' bnckgrouncl would be reje ·ted with this cut. 

• Sinn' the rtconstructul K1 lllOllll'Utum of · ignnl wn · most ly populated over 40 GeV jc, we 

reject (' <'11ts with a 1110111('11! um below 40 GeV / . 
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5.3 Event Selection 

After applying t he basic constraints, we turn to background suppression against tlw individual 

background ources. Some backgrounds haw been already suppressed with t lw basic cuts, but sti ll 

background events were dominant in the data sample. T ht' background f('aturc \Vas. imulat <'d wPll 

by the fonte Carlo in t his phase, so that we compnrPd tlw f.Iontp Carlo to t lw data samplP, in 

order to understand the kinematic feature of backgrounds . 

Au accumulation plot in Figur 5 .l showt-> th ' backgrou ncl contr ibu tion from nch solll'CC' overlnid 

onto the actual data. Note the plot was made of events with only Pt < 0.000 lGeV 2 jc'2 , to t'lllphasiz 

the signal peak and clarify the background contribu tion. Mo ·t of the C'V<'Ilts in Lhe lower tail 

M1rrree < 0.4 GeVjc2 , was from J( L ~ 7r+7r - 7r~o)· At the I<r, mass rcgion, lll(' backgro und was 

from J(L 1f+1f-{, under the clear peak coming from tht' signal , ]( r., • 1r1 1r (' t r . In spit e o f 

their sma ll contributions, the:=: decay and t he simultatwous doubl decays \V<'n' sti ll populated in 

higher mass tail. 

We made further backgroun I reductions desc ribed in the following srct ions. 

~ 104 • Dolo 
~ fjjl!J ) II( ) pn )n°0 "' 8 l\\\\1 K, > 11 'r1 y 

~ L .. :-1 Kc.l Double DPc:ay 
c > rr'n 11° ~ l!ilmll K, 
w 

11111111111 K, ) 1\ ~11. 7\oo 

/O J -K, > rr•n'n°00 

Mnrree(GeV ) 

Figure 5.1: Mass distribution after t he basic cut. To clarify th, backgro1md contribution and th . 

signal , transverse momentum quared was restricted to be I ss than 0.0001 GcV 2 jc2
. 
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5.3.1 Nf K Invariant Mass Cut 

First, WC' dC'finC'd the invariant mass window for four charged tracks. The window width was 

/M7r t 1r r t AI}~/ < 0.005GeV jc2
, where J\[Ko = 0.4978GcV /c 2 [9]. As described in Section 5.3.7 

this width corresponded to 2.9i7 of the signal distribution. 

5.3.2 Total Momentum Cut 

ThC' :=: was produced at 1'1H' target and had higher momentum of around 220 Ge V / c at the peak. 

This is a striking cont rast to the Kr,, whos average momentum was 70 GeV jc . Figure 5.2 shows 

the momcnttun distributions of t he signal and the hyperon decays. To rejectS~ A(~ p1r -) -rr~, 

we required the total momentum to be below 200 GeV /c. As shown in Figure 5.3, we can reject 

72 % of the cascade decays, while kr~eping 90.6% of the signal. 

5.3.3 Vert x :\ 2 Cut 

For S - ) i\( ]nr )-rr~, sine£' the A has a fini te lifetime(cT = 7.89 em ), t h vertex position of 

i\ ) JYTr he s a <'r'rtain ofl'sct frotn the primary vertex of S ---+ A-rr~, which can be detected with 

thr KTcV spectrometer. Similarly, in the case of K e3 simultaneous double decays, both K e3's 

decay independently so that the vertex positions of them generally have a dispa rity. If we t ry 

to reconstruct them with a ommon vertex, the quality of the vertex reconstructed from these 

backgmt ttHls were expected to he po r. 

F'or exalllple, let us define (xa2, Z1·a2) as the space point in the X view at DC2 for track a, 

a nd cr.ra2 as th<' uncert ainty on J'u2, due to the chamber re olution and multiple scattering at 

th upst ream tnatc ria ls. Let us assume that tracks are straight lines coming from the vertex, 

(.ru, Yv, zu), with s lopes, S.ci and Sy1 , in x andy views, respectively. We can then form the vertex 

\
2 using the distance bC'tween the st raight lines and the chamber hit , as: 

4trnchi)(.: J,2 [( 
'(2 _ L L Xm 

( 5.1) 

Here WP sulltlll<'d over four tracks, and D 1 and DC2. 

Figure 5.4 shows vertex \' 2 distribution for KL ---+ -rr+-rr -e+c-, 2 ~ A( -+ p1r-)1r~, and K e3 

simultaneous double decay genrratc l with the [onte Carlo imulation. The signal has a sharp peak 

around the origin, while backgrounds do noL. In order to reject 2 and double I< e3 backgrounds, 

the vNtex \ 2 wns rcquired Lo be l('Ss than 50 . After a ll t he previous cuts, the signal acceptance 

\-VH.,'> 9 .9 % with the vPrtex \ 2 cu t , while the a cep tanccs of :=:s and the K e3 double decays were 

:3G.H o/c and :36.0 %, rc 'P divdy. 

5.3.4 Afc(' ut 

For the couvcrsion backgrounds, such as I\ L -rr+-rr-7r0 ('y), the invariant mass of clectron-po itron 

pair originated from a real photon is smaller than that from a virtual photon in K r, 

]/}()() 

6000 , 

JIJ()t) f-

1000 

1000 -

Figure 5.2: Total momentum dist ribution of 

four charged tracks , est imated with the Monte 

Carlo simulat ion. ote that each distribution 

is plotted with an arbitrary seal . The decay 

:=: ~ A( ---+ p-rr -) -rr~ dominated in the momen­

tum region above 200 GeV jc, while the sig­

nal was in lower momentum region. A small 

peak around 60 Ge V / c was an effect of the 

interaction at materials such as the defining 

collimeter. The J( e3 simultaneous double de­

cays also have higher total momentum than 

the signal. After introducing a total momen­

tum constraint of less than 200 Ge V / c, 72 % of 

the cascade decay was rejected , whereas 99.6% 

of the signal was kept . 
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Figure 5.4: Vertex\ 2 distribution for Kr. + - t- ~ A( ) o . 7r 7r e , .::. ~ ~ pn- 7rD ,anciKe3 simultaneous 

doubl<' decay generated with the Monte Carlo simulation after basic cuts. The number of events 

for t he decays arc not normalized. The signal has a sharp peak at the origin while backgrounds 

do not. . Tlw cut for the vertex y 2 was introduced at 50. After all the previous cut , the ignal 

acccptann' was D~UJ % with thb cut while the acceptances of 2s and the K e3 double decays were 

:35.8 ~ and :Hi .O %, res p ctivcly. 
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This means that the electron-positron pair have a very small op0ning angle. This i:s a promi1wnt 

feature to eli tingui h a virtual photon conversion from a real photon conversion. 

Figure 5.5 hows Afee distribution ' for Kt ~ 1r 1r c+e and KL • 7r+7r 1r0 generated with 

the Monte Carlo simulat ion. The conversion background is populntcd in a ver.Y low invariant 

mas region while the signal has a very long tail. The cut at fiiu > 0.002GeV jc 2 gave a V('ry clear 

separation from t he conversion background . This cut rejected 96.4 Yo ofT\ L ~ 7r+7r rr0 backgro und 

and 97.7% of]( L ~ n+n-1 background , while kC'cping () .6% of the s ignal. 

In addition, even in th signal mode, t he electron- positron pair has a very small ang le lwcausc 

they are the virtual photon conv rsion product. T his implies that a.L t bc upstrNUll ('nd of t lH' 

spectrometer, the two tracks are still close together, so D 1 has to identify thos dose hiLs. 

Because simultaneous hits in th same drift cell aggravated t he precision of the tracking , the 

M ee > 0.002GeV /c2 cut assured the track separat ion at DCl is greater than 0.7 em equivalent. to 

one drift cell separation for the decay within t he fiducial region . 
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Figure 5.5: M ee distribution after all the pre­

vious cuts for KL ~ 1r+1r-e+e- and KL 

7r+ 1r- 1ro generated with the Monte Carlo sim­

ulation. 

5.3.5 Pt Cut 
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Figure 5.6: M ce di trihution from each back-

ground ourc The onvcrsion backgrounds 

such as J(L 1r n -1 and J(L 1r+1r n° 

w re populated in th r gion of M ee < 

0.002GeV /c2 . 

The total momentum of decay products must be the same as that of the d cay particle. For this 

fixed target experiment , it i. useful to define PZ , the transverse mom ntum squared of the decay 

products, relative to the straight line between the target and decay vertex. 

Generally speaking, the Pt is exactly zero for ]( L 1r+n- e+ e-. How •ver, pf has a a uniform 
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distrihution for the d<>cay with mbsing particles as shown in Figure 5.7. In our analysis, we usc 

this differrncc to rcj<>ct the background, which mirnick<>d the ignal with some mis ing particles. 

A constraint on Pt will be dctC'rmi11ed in the following section. 
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Figllr(' 5.7: pf distribuLiou for [(L 

rr-lrr ('t(' and K~, ~ rr+?T-rr?J· The PZ 
disLribut iou for tlw signal has a sharp peak 

nL tht' origi11 whil(' it is almost uniform for 

K1, ) 7T ~7T rr7J. We introduced a cut at 

Cl.00004G V2 jc2 to separate the background 

contribution as liscu sed in th following sec­

t ion. 

5.3.6 PpOkine Cut 
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Figure 5.8: pt 2 distribution from each back­

ground source . Most of residual background 

in this plot was from J(L ---+ rr+7r - 7T~. 

Aftrr all th(' above cuts, the r<>maining background to [( L ---+ 7r+7r - e+e- came from J(L ---+ 7r+7r-7To 
j D 

dPcays wlwr<' an ('Xtm photon was not dct cted. To rcdtJ<'e this background , we used a kinematic 

variabl0 call cl " PpOkinc" [5 1 52J(Appendix D). 

Th(' parameter PpOkiuP shows a v0ry unique feature of t he kinematic relation in the mode 

wht>re om' particle iu lhc final ::-;t aLc was either mis eel or ignored . In our case we assumed 

that the Pvent is J( L rrl-rr rr0 and we missed the 1r0 in it ' final state. The rr0 longitudinal 

momc11t lilt I is n const rttd(' d from the gi vcu informat ion , rr0 mass, 7T± momenta and their mas ·, 

and t lw l\L direction vector t>xtrapola.ting from thC' target to the vertex po ition. We then look 

at the· square of rr0 longitudinal lllO!Il(' lltum in the fra.mP boosted a long the J( L flight direction , 

where' the lougitudiunl motuPnt.um of th 7r+7T- s stem is equal to zero . Thi · is the definition of 

PpOkine. 
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The exact formulation i a follows : 
2 2 2 2 2 2 . (MJ<- 11 / 71" 0 - AJ1fn) - 41\11["1\Jrr.,.. 

PpOkme = 4[(P}) n + 11/;rr! 
(5.2) 

where !l.f7f1f is the invariant mas of t h 7T+7T - system, J/.,..n is tlw mass of 1r
0, Jlir\ is the mnss of 

J(L and (P:j,)7f7f is t he square of the transvece monwntum of tht> rr+rr system with respt>ct to 

the kaon flight vector. Figure 5.9 s hows a sclwmatic virw of the s ituation . 

Target KL Flight Direction 

.~ .. .. .. .... .. .. .. .. 

no 

·" Vertex ••• • j p Ok. #...·····-·····-·.,.. p me 

Pn+/l \ Pn-

( PT)1t1t 

Figure 5.9: Schematic view of PpOkine. PpOkine is a longitudinal ntOlll('nLum sqttar<'d of 1r
0 in the 

kaon rest frame reconstructed with ]( L flight dirc<'tion a nd momenta of two clmrgc'd pions. 

The Monte Carlo predictions of the distribution of PpOkitw for t llC' sigwd and /( r, 7r r 7T rr7> 
background are shown in Fig ure 5. 10. For J( L ---+ rr+rr 1r?J, PpOkiu is positiv('-def1nit.e b c<utsC' 

the momentum of 1r0 must be a real. On the other hand , PpOkinc of the s ignal pvent. dot's not 

a lways take a positive value. 

We will dete rmine a constraint of the combination of PZ and PpOkinc in the next section. 

5.3.7 Optimization of PZ and PpOkine Cuts 

Based on the Monte Carlo simu lation, optimum cuts for PZ and PpOkinc arc consider d by looking 

at a matrix in Table 5.1, with an invariant mass window l fin d in section 5.3.1. Since Lh' 

background is expected be dominated by J( L ---+ 7T+ 7T rr?J, th numb "' r of b ckground cveuts was 

estimated by ](L ---+ 7T+7T-7T~ Monte Carlo simu lation . 

In principle, there are three constraints to dot rmin the optimum cuts configuration: 

1. At least 1000 ignal events a rc required to evalua.t Lh' theoretical pr dictions in the a ngular 

asymmetry measurement with a good confidence kv JC!a- or la rger). 

2. umber of background events is sm all enough o ignore its effect in th form factor and 

asymmetry measurements. Since w plan to in ludc the backgro und ffect in o syst ematic 
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F'igtln' fi. tO: PpOkin cli~Lrib u tion for t h sig­

nal Kt ~ 1r+ 1r (' 1- e a nd th background 

l\1. ) 7r-f 1r 1r7J after basic cuts. The back­

ground is populated tnost ly in the po 'itive, 

physically nll wed region, whit£' tlw signal can 

he in ll<'gat iw n'gion. A small smearing into 

lh<' H<'gntivc region of K~, 7r+7r 1r7) is due 

to rt'sol uti on effects. 

59 

10 ' 

w' 
r 

/U 

t 
t 

t' 

u 

.... 
• 

OOJ OOJ 001 0.0 / 

• Doto 
r:zzzij "':" -). !I( -)o PYI .,"·· 

~ )> n' n y 
<e.3 Do~...b e Oecay 
<l ~ 11 :n:n: <. ,,,0 
<.. .,·n-n1

1111 

00 1 001 00.1 004 

PpOklntH;e\ 11 

Figure 5.11 : PpOkine distribution from each 

background ource. In the negat ive-definite 

region, an excess over the background was ex­

pected to be KL ---7 1r+-1r - e+e- signal. 

uncertainty, number of background events should be less than 1 /~~ of the uncertainty from 

the statistical fluctuation of the signal. 

3. Since PpOkine cut directly change · 1U 7T1f distributions in KL -) 7r+7r e+c decay, this cut 

may affect the acceptance calculation. Tlwreforc , PpOkinc rut should be loost'. 

From constraint 1, we should pick set of constraints with mor<' than 1000 signal <'Wills . The 

con traint 2 requires that the number of background should be less thnn 10 <'Wilts if W<' assume 

1000 signal events. If we requi re Lhe constraint 3, only a s<'t of ctlls of pf < 0.00004C<'V2 j c'2 ami 

PpOkinc < - 0.0025GeV 2 /c2 meets all of our constraints explaim'd abow. Therefore , we obt aiiH'd 

1173 events in the signal region and 9.03 xpected background c cnts. The final acceptanc(' of t.hc 

sigual was 1.392 % for th signal event , stimat.cd with th 1\1, 1r 1r t- c Mont.<' .arlo. 

After all the cuts , th signal window was xp ctcd to bC' domina! C'd by l he /\. L ) 1r 1 1r e -1 c' -

signal. In Figure 5.12, a sharp peak from the signal is shown while the cv 'nts in tlH' towN IIH'I.HS tail 

were mostly from KL ---7 1r+1r- 1r~ decays. The window width l•l\!7r t7r 1.1 e .AIJ\1 < 0.005 :cv / (' 2 

corresponds to t he ± 2.90' of the signal distribution. 

~) < 20 < 1 [) < 10 < 8 < 6 < •l < 2 
) 

/A 181:3 1778 17:1 1 167fl 16'.20 I 'IH f> 11fl1 
199.4 188.6 169.:2 16'.2.5 I·IH:o 1:2 1 .. 7 HH .Ii 

< - 0.00 L498 1467 1•12H 1:387 1:1·11 1'.2:12 !182 
63.1 57 .86 46 . 1 'iiT.T :35.:1 :10.'1 Tifi) 

< - 0.025 141 ,1 1387 l :l 52 1:315 127•1 I 17:1 lJ :HJ 
35.5 31.3 19 . ."i 15.6 12 .5 !J .O:l rn 

< - 0.05 1380 1355 1322 1287 1:2•16 1150 !J21 
3[0 25:8 15.0 12.5 10.5 8. 00 :niT 

< - 0.075 1330 1306 l274 12·10 1202 1108 .!1§1. 
25.4 21.2 10.5 8 .72 7.70 5.2:3 •1.51 

< - 0.100 1266 1242 1212 1180 1 1•1:2 105 1 8•11 
20.6 16.4 8.'12 6 .68 5 .65 3 . 19 2 .47 

< - 0.125 1173 1151 ll22 1093 1057 971 776 
16.7 l2.5 5 .95 tJ .21 :3 . 19 1:"74 1:02 

Tab le 5.1: Signal to background rat io matrix table. ( umerator: number of events a.ft<~r t he c u t~. 

Denominator: number of estimated background events from K L 

5.4 Acceptance and Data After Final Cuts 

The previous section described the event selection to suppress backgrounds to a sufficicut 1 veL 

Here , we t urn to summarize the signal acceptance in each analysis phase. Table 5.2 shows the 

estimated signal acceptance at each analysis phas . With th basi cuts , we lost n arty 3/4 of 

events: the requirements for four tracks hitting the si calorirn ter with a shared vertex, and 

identified two pions and two electrons, lost 66% of th signal. The oth 'r loss by the ba~ic cuts was 

due to the fiducial volume cuts and the trigger verification. At the nd, the signal effici ncy was 

1.39 %, and from data, we accepted 1173 events as signal candidates. 
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Fignrc 5.12: lnvnriant mass distribution after final cuts. The mass window is defmed a 

IM1r 1 rr r •t· M? I < 0.005GcV/c 2
, which corresponds to the ± 2.9a- of the signal distribu­

tion . In this plot , the number of events in the signal window is 1173 events while the expected 

n~unbcr of backgrounds is 9. Thf' rC'siclual backgr unci in thP signal region was mostly from 

l\ L 7r+ 7f 1r?) · Tllf' norm·llization of the signal Monte Carlo is based on the previou publi-

cation, flR(J\r. 1fl- 1f e+ - ) = 3.2 X w-7 [L2]. 
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Table 5.2 : The estimated igna l acceptanc~ a t each analysi phase from K /, ----1 7r+7r c+ e ~Ionte 

Carlo. 

Analysis phase 

Level 1 trigg~ r 

Level 2 trigger 

Level 3 trigger 

Basic Cuts 

0.493 <!IlK < 0.503GcV jc2 

P1r1r ee < 200GeV/ c 

Vertex x2 <50 

G 2 M ee > 0.002 eV j c 

p~ <0.00004 (GeV 2 / c2 ) 

PpOkine <-0 .0025(GeV 2 j c2 ) 

5.5 Background Estimation 

Efficiency 

12.8% 

9.08% 

8.40% 

2.18% 

2.07% 

2.06% 

2.05% 

1.7 % 
1.49% 

1.:392o/c 

Since background contaminating the signal region causes s st matic unccrt aint y in the analyses, 

we have to understand it, and certify that it is ignorable. In this chapter , we sunutHtri~c the 

background level from each background source with t hc fitlx-uorrnali~t'd Monte Carlo simulation . 

In addition, w fit the sideband of signal region to cstimatc the background, nnd cOlll)H\n' it with 

the estimation from the 1onte Carlo prediction. 

5.5.1 Background Level from Each Source 

Here, we estimate the background by using the Monte Carlo imnlation except for the simultan ous 

double decays. We generated the same number of events as the J( L flux for I< L -+ 1r+ 1r 1r?J 

because of its huge statistics. The number of generated event with the Monte arlo simulation 

correspond d to thr e times the I< L flux for the other backgr unci sourc s. 

For I<e3 simultaneous double d cays, the background 1 v I wa."i evaluat d from the real daLa. 

amely, we looked at another possible final state , 1r 1r± 'f from the K pa double decays , and 

calcu lated the number of events in the signal region by applying the analysis cuts explained above. 

This obtained number of events was considered to be the same as the numb r of ba ·kground events 

from I<e3 double decays, (KL ----1 1f+e- v) + (I<L -+ 7f - _+ v) . 

Table 5.3 shows the efficiency of each background source and th estimat d numb r of back­

ground events , which was normalized with the measured I< L flux. The most prom in n background 

was from I<L ----1 7r+ 7r- 1r~. Some backgrounds did not app ar in the background estimation so that 

we set the upper limit at the 90% confidence level. 

We determined that the number of background events wa.s 11 .3 -±: :Ls . 
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Table !J.:3: The estimated background acceptance of each background source generated with the 

:Mont r Carlo. The rstimat<·d background levds were normalized to th(' J{ L flux, so the s um of 

them is the final number of background events in tlw signal region. 

BaC"kground some'<' Efficiency Background events 

Kr, 11'+ 71' r.?J 2.4 x 10-R !J.O ± :3.0 

K" __, 71' +71' 71'
0 < 1.2 x w-" < o.s(90%C.L.) 

J(L -) 71' I 7r 11'?)[) 2. 7 X L0 - 7 0.3 ± 0.2 

K,J 71' !· 11' I < 3.0 X 10- < 0.7(90%C.L.) 

1( .. 1 dotthl d<·cay 

:=: ' A7r9) 

Total 

< 8.3 X 10- 9 

2.0 J: 1.4 

< 0.7(90%C.L.) 

5.5.2 Background estimation with sideband fit 

Sine·£' the bnckgrouud was mostly from J(L 11'+11'- 11'~, the background level was also estimated 

by rit.t ing liH' sid<'band with the distribution of KL 1r+1r 1r~ Monte Carlo, in the region of 

0.45 < M7r7r((' < 0.4 GeV /c 2 after th final cut. The estimated number of the background events 

in LlH' signalrcgion by this method was 10.6 ± 3.3 events, consistent with the background estimation 

from t h ' flux uonnalization. 

5.5.3 Sumtnary of Background Level 

Tlu• nti!IIIH'r of background evenLs estimated by the flux normalization and sideband fitting indi­

cated approxinmtdy 11 <'Vents. This gives the signal to ba kground ratio of over 100. Comparing 

to thc Htatist.ieal tmn•ttainty of tlw signal, 1173 ± 34.2 events, the background was small enough to 

lH' ignorahl<• in both Lhe form factor measurement and angular asymmetry analysis. Hence, in the 

following rhaptN, th contribution from the background was treated ati a systematic uncertainty, 

and not. subt.racl<•d. 

5.6 J( L Flux Calculation 

In the previous H<'ction, we utilized an estimated K r., flux in the collected data to normalize the 

Ionte arlo <'V( nt gell<'r<l.tion for background. The measured K L flux was u eel for signal normal­

ization, to optillliZ<' the cut ' to Hllppress background, and to estimate the background level in the 

signal n•giou. 

Sinn' lh<' normalization Illude wm.; n'quircd to have a similar feature as th signal to reduce 

n systematic lltH'<' rtninly, W<' tts<•d tlw decay Kt. -t 71' 11' - 11'~ for the normalization in our study. 

K,_ ~ 1r+1r rr~\ has four charged tracks, including two electrons from internal conversion of a 

virt unl photon , two charged pions, and an <'Xtra photon. 

Here, we explain the ]( /, flux measurement iu our analy is. 

5.6.1 Acceptance and Flux Calculation 

We defined the ]{L flux as the number of l\ r., decays in the fiducial volumt' in tlw lmon <>nergy range 

of 20 to 220 Ge V and decay position lJClwcen !)0 and 1()() m downstn'alll frow t h<' targ<'t. TIH' 

Monte Carlo ]( L -t 1r+1r 11'~ decay was generated within th<' fiducial volume and <'n<'rgy d<'finPd 

above. 

The event selection for the norrnalization mode , K L -> 1r 11' - 11'?), was performed b. using Lhc 

exactly same tracking, clustering and vertexi ng algorithms as usC'd for t h<' signrtl mod<'. 

The basic constraint was the same as for the signal described in 'cct ion 5.2 exccp for a 

photon identification. The same fiducial volume cut wa.<> mad(' for a vert<' position sharPd with 

four tracks. In addition, all four tracks were requir d to hit the HI calorimct c r, to id<'ntify two 

electrons and two pions, which ar consistent with ]( L 11'+ 1r 11'9J · Only one cxl ra photon was 

required in the calorimeter with at least 2 GeV energy cl<>posit . Tilt• extra pholon wn:·; requirPd to 

be more than 0.4 m away from pion energy clusters, in order to avoid tnisid<'ntifkat ion from pion 's 

satellite clusters. The identified photon cluster and th two electrons w<'H' r('qttin'd to form tiH' 

1r0 invariant mass; 0.127 < Me~ e 7 < 0.143GcV jc: 2 . Finally, K1, invarin.n1 mass <'ttl was rnack as 

0.492 < Mn +n e+e 7 < 0.504GcV jc2 . Th summary of cuts is shown in Tahl<' fJ.4. 

Table G.4: 

Cut 

95m < Zvert ex < 154m 

Photon Cluster Energy > 2.0GeV 

Minimum Cluster Sep> 0.4m 

4 tracks hit the Csl 

Vertex x2 < 50 

Charges consistent with 11'+11' - 11'~ 

M ee > 0.002GeV /c2 

0.127 < M ee-y < 0.143GeV jc2 

0.490 < Mneq < 0.506GeV /c2 

Fiducial volume ut 

distance from 11'± Lo a photon 

Verify PID, R j ct Hyper ns 

K 3 Double de ays and Ilyp rons 

Ke3 Double de ays 

The possible background source in the normalization mod was K L 

converted at the vacuum window, since they had th same topology as fom charg d trackH ami 

a photon. The reduction for this background sourc was mostly done by invariant ma.<;s cut for 

two electrons, M ee > 0.002GeV jc2 , as described in the signals l ction. Other background source 

was the :=: decay, but expected to be a very small contributi 11. The result of background study is 

shown in Table 5.5. The background level its If, which wa.'3 evaluated to be only 0.4:3% of the flux 

of normalization mode, was found to be smaller than the other systema.Li · unc rtaiutics. 
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The acc0ptanc<' of normali~ation mode was calculat d based on the ratio of the number of 

accqJtcd 1IontP Carlo events to the number of gcnerat cl events. The result wa..'i (0.6065±0.0005)% 

for the winter run and (O.fJ8fiO 0.0005) % for the ·ummcr run, where errors arc statistical only. 

The tuunber of accepted events wm; about 2.12 millions after subtracting 16000 background 

events showu in Tabl(' [).."). Using the branching ratio llr(KL - 7r+7r-7i~) = (0. 151±0.0047)% [!J], 
thr K~, flu x was estimated as (2.:34:3 0.0016) x 10 11 K 1, decays. 

Fig ure fi.l:3 shows tlH' invariant mass distributions of data and the ~Iontc 'arlo imulation 

a.ftC'r all c1 1ts W{'r<' applied. The eli. crc•pancy at higher mass rcgiou between data and Monte Carlo 

simulation was of 0.:3%, as dcsnibed lat«:'r. 
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Figure 5.D: Distributiou of mass of 1r f-n-e+e-r after a ll cuts. Dot shows data and histogram 

shows the Monte• arlo simulation in upper plot. Lower plot show ratios b tween data and the 

~Iontt' arlo. The dit->crt'p;wcy nt higher mass tail gave the flux un ertainty of only 0.3% level. 
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5.6.2 Systematic Uncertainty 

We now consider sy tcmati uncertainty in th<' normalization. 

Particle Data Group [!J] reports KL - 7r+7r - 7io branching ratio as (12 .fi6 1:- 0.:20)%, ami n° Dalilz 

decay branching ratio as (1.198 ± 0.032) %. These cause' the relntivc flux uncNlainty of l.Go/c and 

2.7% respectively, and the quadratically combined error is :~.14%. 

no Form Factor 

Another possible error source was an uncertainty of the 1r 0 form factor in the• Dalitz decay. vV(' 

parameterized the form factor as 

F = 1 + aJ 

with a = 0.032 ± 0.004 for the s lope [9], wher x = (nLcc/m1fo ) 2
. The form factor causes t.he 

enhancement at high mass tail of Nfec· Thi uncertainty to the flux meas mcm nt was wry small 

as expected from Equation 5.3. The error was evaluated as 0.046%, so the t'tTor could be n gkctc d 

in the flux measurement . 

Background Subtraction 

As shown in Table 5.5 , since the fraction of background was as s mall as 0.1:3% of Lite f L 

7r+ 7r - 7r'b decays, the expected uncertainty from background subtractiou was ouly 0.0019%. Thus, 

we concluded that the uncertainty from background subtraction was neglig ibl '. 

Table 5.5: Summary of the background level at the flux mcasurcutcnt. 

Source Exp cted l3G events 

KL 1r+1r - 1r0 (16001 ± 75) events 

~ An~ 

K e3 Double decays 

Drift Chamber Inefficiency 

( 1.5 J: 0.8) events 

(62 ± 7.9) events 

A tracking inefficiency was found in neutral beam r giou of upstream drift chamb rs. Th detail 

will be described later in each signal analysis, so we give a short explanation and systematic study 

for the normalization mode here. 

The discrepancy betw en data and the detector simulat ion in the total tracking inefficiency in 

upstream chambers was reported to b 5% in th worst case. To study the effect, we r ·duccd the 

tracking efficien y by 5 % in the beam region in the Monte Carlo simulation. This d -rcascd the 
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accC'ptaiH'<' of normalization mode by 1.8.5 %. Hence, we included this in systematic uncertainty. 

Howf!ver, this error is almost cancelc•d out when taking t h ratio in the branching ratio measurement 

1r + 1r e+ e , so wc will study this effC'ct agaiu in the branching ratio measurement. 

Energy Cluster Threshold 

For clw;tering of photons and C'lectrous. we utilized the hardware cluster counting(HCC). The 

threshold for the crystal at the lo<"almaximum of the cluster was approximately lGeV. Howeve r, 

the thr<'shold l<'vel of C'ach crystal in th MoutC' Carlo did uot agree well with data. Figure 5.14 

s hows data and lontc' Carlo comparison of HCC threshold distributions of 3100 Csi crystals for 

both th winter and summer run. Obviously, the threshold level of Monte Carlo was higher by 

about 5% in thC' winter run and 10o/c in the summer run , than the actual data. This effect in 

the Monte' 'arlo could dC'crc'a.se the trigger efficiency of HCC requirement, especially for the low 
<'nergy electrons and photons. 

In order to evaluate' this cfrect, WC' artiflcially shifted the threshold for all crystals to agree with 

data. This only changed 0.1 %of the number of Monte Carlo events. This is because that electrons 

w<·re requirrd to solely satisfy Etotal and hardware cluster threshold at the trigger verification: 

sum of two •lcctrou cnergi<•s should be 11GeV or more, and each electron must have a momentum 
of 2 ;C'v /('o r higher. 

Therdorl', W<' a.ssigurcl 0 .1 % as Lhc syst matic uncertainty from this source. 
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Figlll'<' 5.1•1: H ~ threshold distribution. Solid histograms are from data, clashed ones from Monte 

arlo. op plot is taken from the winter data and bottom is from the umm r data. The peaks of 

data were shifkd by about 5 to lO %, compared to the Iontc Carlo. 
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Mass Resolution 

As shown in Figure 5.13, tlw comparison of Hnc q distributions between data and tlH' Iont<' 

Carlo was almost consistent. However, there was a small dLTrcpnncy nt highN and lowe r mass 

·egions. This came from a photon reconstruction accuracy, such ns the accid<'ntal overlay and 
I . . 

· 1 · l t' 1 To see the effect of discrepnnn', we changed t ll<' mass cut posttton to p1on s 1ower Simu a 101 . • . . 

0 492 M < 0.500G('V /c2 ami compared it \vith the samp le with JJominal cut. Applylllg 
· < nee"( · 1 ) ·3% r · 

this mass cut, we found that the I\L fiux was chang<'d by O..lo/c for the Wlllt<'r run HIH ( ·• 01 

We 1·11tr·odtl cd a 11 <'C\Veragcd error of 0.:3% as a systt'mal.ic uuccrtainty from this the summer run. . 

source. 

5.6.3 Summary 

· 1 1 I ' 1 n° 1\.lost part of uncertainLy i11 We summarize the flux measuremcnt w1th t 1e c ecay \ L * 1f 1f n· 

this measurement came from the branching ratio mea.surcmcnt of this mode , :3. l ·l%, and the total 

uncertainty is 3.7%, as shown in Table 5.6. Total I L flux was (2.:343+0.002(slat) O.OR5.(.'>yst)). X 

11 h · T bl 57 s1·nce the tatistical error wa.<; 0.07% lcvd in the flux calculn.tlon wluk' 10 , as s own m a e . . . 

the error from the branching ratio uncertainty wa.<; approximately 3% lcvf'l, tlH' Nror was nat mnlly 

sy temati dominant . As describe I above, some systematic source's will lw cancc•hl out wh<•n W<' 

proceed to the branching ratio measurcrncut. 

Table 5.6: Summary of systematic uncertainty in the flux mea.smellll'llt. 

Source 

K L -t n+ 1r - 1r~ Branching ratio mea.surcm nt 

Drift chamber ineffici ncy 

M 7r7req mass resolution 

Cluster energy threshold 

K L - 1r+ 1r- 1r~ Monte Carlo statistics 

1ro form factor 

Background subtraction 

Total 

6 

UncC'l'tainty 

3.14% 

1.9% 

0.3o/c 

0.1 % 

0.06 Yc 

0 .05 o/c 

0.002% 

:~.66% 



Table f> .7: Summary of the flux calculation with J(O 
L 

alr<'acl y subrmct<'d . 
1r+ 1r - 1r~. Expected background was 

~~~~~~~============ Datas<'l" # Event.s(Data) K L flux 

Wi11tcr 1301650 1.421 x 10 tt 

SttllltlH'r 814227 0.922 x 10 l1 

Total 21L5877 (2.343 ± 0.002(stat.) ± 0.085(syst.)) x 10 11 
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Chapter 6 

Forlll Factor Measuren1ent 

In the decay matrix element of K L ---> 1r+ 1r- e+ e- , there it> an ambigttity in th(' form factor me• a­

sur ment for the gM 1 magnetic dipole transition. Recently, KTcV collaboration has n•porlc·d n 

preliminary result on this mea uremcnt through a photon spectrum in the• ckcay f{ 1, ~ 7r + 7r ')'[50]. 

Since we can make a precise measurement of the form factor through I L ~ 1r t 1r (' +- (' , W<' in­

depcndcntly determine the form factor here ano com pan' distributions of chn.rnctNisl i<' variablc•s , 

especially the pion invariant mass, M n· 

6.1 Formulation 

Th matrix clement of KL ---> 1r+1r-e+e- described in Chapt<'r 1 matched the data wdl in most 

of the kinematic variable distributions. However, M.,...,.. distribution for the data shifted higher 

than t he Monte Carlo with a constant gM1, as shown in F igure 6.1. This is phenomenologically 

understood as an effect of vector-meson dominan e in the Ml direct mission amplit ude. This 

suggests that the photoemission in this kind of d ays is also intermediated by a vccLor meson, p, 

as shown in Figure 6.2. 

This effect was already pointed out in Ref [22, 29] and observed through K 1, 1r+ 1r 1 in 

Ref. [37]. The data and Monte Carlo comparison with and without th form factor inK L 1r+ 1r 1 

are shown in Figure 6.3. The effect makes the structure fun tion of the form of 

gMl ______, gMl · F, 

F at[ ( M; - M'f) + 2M KE-rr 1 + a2 , (6.1) 

where Mp is the mass of p vector meson , M K is the mass of kaon, and E"'l is an energy of th' 

photon in the K L rest frame. 

For the decay KL - 1r+1r-e+e- , it was natural to modify th form factor by r placing th 

photon in the decay KL ---> 1r+ 1r- 1 by a virtual photon which converts to c e . We used a 
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Figure 6.2: Contributions to the vector-meson intermediate model of the direct emission in t h 

decay K L 1!'+11'-f: (a) contact terms and (b) pol (p propagator) terms [29]. 
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FigurC' 6.:3: TIH' gM 1 form factor efft>ct in the decay ]( L - 7!'+ 7!' - /. E-y distribution with and 

without a form factor. a) With a form factor taking account of vector meson intermediate. b)With 

a c·onst<mt g/lf 1. 

st I'U('t me fllndion : 

(6.2) 

where E"'' in Eqllation 6. L i substituted by the virtual photon energy, E'Y* = Ee 1 + Ee . 

Tbt' prc'cise mcasurcmeut of the form factor will allow us to determine the angular asymmetry 

and brunching ratio accurately. 

6.2 Maximum Likelihood Fit 

[n this St'ction, we extrnl'l the constants in the form factor term , a11a2 and a 1 by fitting the data 

('V<'Ill hy C'VC'Ill , using five inclepC'ndt'nt variables, ¢, AI 7r 7r , !vice' cos e-rr+ ' and cos e e j . The definition 

of tlw likelihood function with floating variables (a 11a2 ,a 1) is 

ln L(a 1 l a2 , a 1 ) 
LIn dl'( ¢ L, !11 rrrr L, !II(' (' Ll cos e-rr t i, cos ee f i ; a I I a2, a I) I d¢dlvfndMee d cos e7r + d cos Be+ 

1 
(Averaged Acceptance( a 1 I a2 , a 1)) ' 

(6.3) 

when' elf( cPt, ill rrrr I' [\[, l L, cos e.,.. I' cos(}( f I; a tl a'2 , a l) I dcbdAindAieed co ()1r f d co Be+ is a differen­

tial cross-section for the set of kinematical variables (¢ i,Afu i, Afeei ,cosBrr+ i , cosBe+ J for each 

event calculated with llw matrix dement, Equation L .2:3 , described in Chapt r 1. "Averaged Ac­

ceptance'' is an averaged ow'rall acccphmcc of K 1, - 7r+ 7r - e+e- decay in this analysi . This 

acceptance is a function of (a 1 I a 2 , a 1) , which depends on the detector trigger , and analysis cuts. 

The detailed formulation and fitting procedure are explained in Appendix A. Tabk 6.1 lists the 

fixed physics parameters in the fitting. 

Table 6.1: Fixed physics parameters in thr maximum likelihood fit . Values are reported by the 

Particle Data Group(PDG) [9] and the theoretica l prediction [22]. 

Phy ics parameters values 

11+- 2.285 X 10 1 

<P + -l.J .Go 

gEl 0.03 

gP 0.15 

The fit used the 1173 signal events de cribed in the event selection. [n addition w<' prepan'd 

0.5 million Monte Carlo event of J( L 7!' + 7!' - e+ c- with the paratHetNs of a 1 I n2 0. 70 and 

a 1 = 1.0 after a ll t he cuts, in order to calcu late th "averaged acceptance'' in Equation 6.:). For 

different a1la2 and a 1, the "averaged acceptance" was rew ighte 1 accordingly. Th<' maximi~":ation 

of the likelihood function and the error estimation were performed with U ~ H A I a.nd LIN OS 

subroutines in MI UlT package in CER program library [49], and lh<' fonn factor was l wtluated 

by floating aLfa2 and a 1 simultaneously. 

Figure 6.4 ·hows a contour plot of the result from t he maximum likc,lihood fit. TIH' IH'st vahws 

were determined as 

with statistical errors only. 

- 0.684 ~g: gJ~(stat.) 

1.05 ± 0.14(stat.) 

6.3 Data and Monte Carlo Comparison 

With t he new form factor, we regenerated the Monte Carlo K r. 

(6.4) 

(fUi) 

kinematical parameter distributions with the data. The distributions ar shown in Figur 6.5 . 

In general, data and the Monte Carlo agree well, and we conclud cl that the n 'W form fartor 

constants can reproduce the signal. Especially, the new form fa tor improv s the agreement in 

1\.fn distribution between data and Monte Carlo imulation as shown in 'igurc 6.6. 

6.4 Error on the Form Factor 

We will next describe the systematic uncertainties on th form factor m as urcment. In this form 

factor measurement, the systematic uncertainties may arise from four points: l) fitting procedur , 

2) theoretical ambiguity, 3) understandings of the dete 'tors , and 4) residual background. 
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Figurc 6. •1: Fit rTsl tl L of a1 /a2 and a1 from two dimensional maxim um likelihood method. The 

errors were statistical ouly. The statistical errors were determined with widths of t he lo- contour 

proj 'C t ion on t.hC' axes of a 1/ a 2 and a 1 respectively. 
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In t lw following sect ions, we will exa111ine uncertainties from each source. 

6.4.1 Fitting Procedure 

T he acc ura!(' form factor fit t ing i ' a critical part of this measurement. In order to find the 

sysL('IIlalic ('!TOr du(' to fi tt ing, we examined the following: 

I. lonl (' arlo sample stat isti ·s in the "averaged acceptance" cal ulation in Equation 6.3, 

2. Whcth('r th fit gives the correct values, 

3. uy [H ssibk bias cause I by the fitting procedure. 

In or(k r to n'd ucc the statistical UIH'ertainty in each rror estimation, we generated t he Monte 

arlo c'vents and usPd them as "pseudo data" for the fit , instead of the actual data. 

First , W(' st udi('Cl whetll('r t h 0.5 million fonte Carlo events we used to calc ulate th 'averaged 

acc('ptnHC't'" wa.-; sufficient or not . In order to study this, w' calculated the "averaged acceptance" 

with four difkreut saruples ranging from 0.05 million to 2 million event . These Nioute Carlo events 

wen' gc tl<'fatcd with the paramPtcrs of a 1/ a2 - 0.70 and at = 1.0. The fit were performed on the 

actualll7:l ·ignal event -. The fit rc:->tdls for a 1fa2 and at arc shown in Table 6.2. In addition , in 

order to look at the fit tHTuracy, be ·ide - the actual data, wp fitted two sets of" pseudo data", which 
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were 25000 ~lonte Carlo signal event gcnC'rated with the paramctns of (a 1 / a2, at) = ( 0.70 1.0) 

and ( - 1.0, 0.70) , respectively. The e results are also shown in Table (i.2 . Obviously, all tlw fit 

resu lts were well-converged and stable ill the range of the 0.05 million thro ugh 2.0 million 1-Iontc 

Carlo sample events in the "acceptance calculation." The rpforc , we concl ude that the 0.5 million 

sample event , in t he "acceptance calculation" was sufficient . vV<' a.-;sigm'd tlw largest deviations 

of t he fit results from the results with 0.5 million sa111pl(' ('vents i11 Table G.2 <ll-l the syst('llHttic 

uncertaint ies; 0.002 for at/a2 and 0.01 for a,. 

Table 6.2: Sample size dependency in t he ''acceptance' calc ulation .' T his t.nble shows the ckp('ll-

dency between the number of Monte a rlo sample events in t he "acceptance cnku latio n'' and fit 

results. The fitted result for each dataset was well-converged and stable . 

Inputs for pseudo data (Actual data) at/a2 - a 1/a2 i.O, a , 0.70 

Ace. Calc. ada2 ar a1/a2 a t at/a'2 a, 

2.0 millions -0.684 1.06 -0.702 0.07 -1.00 0.7G 

0.5 millions -0.684 1.05 -0. 7o:3 0.07 -1.10 0.75 

0.2 millions -0.682 1.06 -0. 701 0.97 - l.09 0.7G 

0.05 millions -0.683 1.04 -0. 70:l 0. !)(j - t .on 0.7'1 

Next, we looked at whether the fitting procedure gives correct n'su!Ls. In this study, W(' g(' tH'r­

ated sets of "pseudo data" of abo11 t 25000 events with parameters ranging 0.80 < a 1/ n·J. < O.GO 

and 0.9 ~ a1 ~ 1.1, and then we looked at the fitting results for those datasets. The' results arc 

shown in Figure 6.7. W conclude that the fitting procedure gives a correct r sult , in th range of 

- 0.80 ~ ada2 ~ - 0.60 and 0.9 ~a t ~ 1.1. 

We also looked for an intrinsic bias in the fitting proc dur which may ause a systemat ic offs('t 

of the paramet rs. To estimate this , we fttted ten indep nd nt "pseudo data," generated with 

ada2 = - 0.70 and a 1 = 1.0. Each sample had 0.2 million signal events, in order to redu <' th(' 

statistical uncertainty. The two-dimensional di tribution of results is shown in Figure 6.8. Total 

stat istical uncertainties of the ten amples for ada2 and a 1 are O.OOl :l an 1 0.0044, respectively, 

while the systematic shifts between fit results and input valu s ar 0.0005 and 0.0026 , respectively. 

Therefor , we could not find any fitting bias within the statist ical uncer a inty. SincP the bias w<:ls 

limited by the statistical uncertainty in this study, we assigned systematic uncertainties for a 1/ a2 

and a 1 from this source as 0.001 ~~ and 0.0044, resp tiv ly. 

Thus, we assigned combined rrors, 0.0024 for arfa2 , and 0.011 for a1, into systematic uncer­

tainties from the understandings of the fit procedure. 
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6.4.2 Smearing by Detector Resolution 

Th<· sm0aring of any kinrmatic variablrs could occur since detectors, especially the spectrometer , 

had a ftuite precision and inefficiency. This effect could ause the deviation in the momentum 

and track hit. posit ion me a..sttr('lllrnts(i.c. , the cleca,y topology), and give ambiguities in the fttting 

proced mr. 

In principle , thr matrix drment in the numerator in Equation 6.3 should be calculated with 

the tme valu s of tlw five kinematic variables, whereas we could on ly obtain the reconstructed and 

smrmcd vahtf's from data. ThL means that t he difference b tween true and reconstructed(smeared) 

valu<'s in the numf'rator may give some uncertainty. 

In order t.o clarify Lhis issue, we fir t fit a dataset of 25000 events generated by the Monte Carlo 

simula1 i n, by using reconstructed variables as usual. We then fit th same dataset by using the 

t.ruf' five variab les, and look d at the difference betwe n them. 

Tabk 6.:3 : 'mearing eff0ct by detector rc elution in determination of the form factor parameters. 

T h(• matrix d mrut was calculated for th am Monte Carlo dataset by using both true and 

rceonst ructed variables . The diff<'rcllce between the the true and reconstructed variables results 

wns small enough. 
============================================== 

Fittc 1 data 

1ht<' -0 . 70:~( 16) 

Hrconst rueLPcl -0. 70<-1( 1 7) 

0.971(53) 

0.969(53) 
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-1.10(11) 

-1.09(11) 

0.743(61) 

0.743(61) 

-1.05 ~----­.. 
1.04 

1.03 

1.02 

1.01 

0.99 

0.98 

IJ.97 

0.915 

Figure 6.8: The fit results of ada2 and a 1 for the ten p eudo data amples including 0.2 million 

events with ada2 = - 0.70 and a 1 = 1.0. Each data p int represents the fit result of a 1 /a2 and 

a1 . The resulting statistical uncertainties are 0.0013 for a1/a2 and 0.0044 for a,, respectiv ly. The 

averages of fit r su lts were -0.7005 for a1/a2 and 0.9974 for a1. 

0 



Tabl0 6.:3 shows th0 r('sults of thc> fittings. In this study, we also exami ned two different sets of 

pammctf•rs in fittPd dataset. Tlw difference betwc> '11 the true and reconstructerl variables results 

was very small. Hrncc, wr conclude that the snwaring effect by the detector resolution i negligible. 

TIH' rrrors from t hr sn1('aring ('ffC'ct were d('tNmined to he 0.001 for a 1 I a2 and 0.002 for a 1 , around 

the n'gion of o1la 2 - 0.7 and a 1 - 1.0. 

6.4.3 Vcrtexing Quality 

Tlw uudcrstanding of the f[ltality of v rtcx reconstruction wa..c:; a critical issue to determine the 

kinC'ntatics in Kt _, -rr+-rr - e+e- . A:-; shown in Figure 6.9 for f{L - -rr+-rr-e+e-, the distributions 

of wrt ex \ 2 of thC' data and Monte Carlo simulation did not agree well. This difference could cause 

tlw ambiguity ill the form factor mrasuremcnt . 

Iu order to cstimat(' the tlllC('rtainty, we fir st compared the vertex x2 distributions between data 

and Mont£• Carlo simulation for J( L -rr+-rr--rr?J decays. Vve then took the ratio between data and 

the foute 'arlo in (•ach vt'rtex x2 bin, and modified the event weight of J(L - -rr+-rr- e+ e- Monte 

arlo by Lhc differenc(' in the "averaged acceptance" calculation. The vertex X 2 distribution after 

th(' modification is shown in Figme 6.l0. 
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Figure ().9: Data an l lonte arlo rompari on 

in wrt l'X \ 2 for ]\. r, -rr+ 1r e 1- e . Top plot 
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arlo(histogrum). Bottom shows the data to 

Iontp arlo ratio. Thr same df rt wa ob-
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Figure 6.10: Data and the modified Monte 

Carlo com pari on in vertex x 2 for K L -

-rr+-rr- +e-. The modification wa performed 

with event weights evaluated from the com­

parison between data and the Monte Carlo of 

J\.L 7r+7r- 7r~. 

13~· using t lt<' modifi I weight , v c obtained the fit result of a 1 I a 2 = - 0.6 6 ± 0.036 and a 1 = 
l.O.J l O.ll. Then' fore, ·.vc assignc l systrmatic error' of 0.3 % for a 1 I a 2 a nd 1.0 o/c for a 1 to the 

uncertainty in t lw undt'rstauding of vf'rtPx \ 2 di:tribution. 

6.4.4 Drift Chamber Inefficiency 

As shown in Figure 6.1 L, the Afu distribution originated from a virtual photon was well simulat('d 

in J(L - -rr+-rr--rr~. This is a supporting evidence that the ('hnmbcr wsponsc for clos('d two ckctron 

tracks was well understood. How vcr, although track illumination in the chamber matcl1('cl bctwecll 

data and the 11onte Carlo in most of the regions, t her(' is a stn<1ll discl'('pancy i 11 t lw IICII t ral lwam 

regions of DC1 and DC2 , a shown ill Figlln' 6.l2. This was caused by a surplus in highl r side in 

the drift chamb r SOD distribution in data, which kad to extra los:-;. The higher tail is thought 

to be caused by the radiation damage on th(' s<:>ns<:> wires which lowcn'd the gaill. 

In the form factor mea. urement, the inefficiency may cause the acccpt<HH'(' deficit in somt' 

charged track configu rations and change th kin mati parameters. o t'stimat.e Ullccrta.int.y from 

this source, the inefficiency for DC1 and DC2 was artificially added to the t-.lontc Carlo simulation. 

Adding 5% inefficiency changed ada2 and a1 by ().~3Yo and O.oYo, rc>sp('ctively. Ilene<', we det<'nnitH'd 

them as a systemati . uncertainty in the tracking. 

6.4.5 Momentum Scale 

Momentum scale in the spectromctc>r wa..s a critical part in the fonu factor mensur<'ll1C'llt, :-;i n<'<' 

the accurate mornelltum reconstruction of charg cl tracks dirPctly changed t IH' topolog of l\" 

1r+1r - c+ e-. This uncertainty could b a used front unc rtainty iu tlw <il'L<'cl or a! ignnH'Ilt HJicl 

magnet field measurement. 

In order to evaluate the mom ntum scale in tho SJH'('lromcter, we looked at th(' diffNt'tJ< '< in t li<' 

distribution of M1r1ree from KL - 7r+7r - 7r~ between data and Monte 'arlo, sine' the (•t-ror in Lh<' 

momentum measurement is proportional to the error in the measurement of ( !vf nee 2Af 1r 2A/,). 

Figure 6.13 shows the invariant mass distributions of the four tracks for data and Monte Carlo 

simulation. The difference between data and the M was l('ss than 0.01 o/c in mean value of the' 

distributions . 

In addition, Figure 6.14 shows the averaged Mn as a function of (E1r1 + E1r2) for Kr, ~ 1r 1 1r -rr7; 

data and Monte Carlo simulation, in order to evaluate t he mom .ntum dcpc>!Hiency. The error in 

the momentum measurement is also proportional to the error of (M n 2M7r ). A drop in lvfn 

lower energy region is caused by the detector acceptance. The ratio was perfe ·Lly flat in th whole 

region. 

Therefore, we conclude that the fluctuation from the momentum s ·ale was negligibl 

6.4.6 Physics Input Parameter 

In this study, the physics parameters in the matrix 1 m nt alclllation wNc Lak n from Ref. [9], 

which have their own errors. The deviations of su ·h parameters may vary t h fit results. In order 

to evaluate this effect, we produced ''pseudo data" of 25000 even s by independently varying the 

physics parameter , T] _, <I> +- , gEl and gP, within a r ( sonable rcwg0, and fitted thos datasrts. 

For TJ+-, <I>+- , we independently varied the values within r l(), quoted in R f. [9]. For gEl , thcr' 
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Figure 6.11: Datn and fontc Carlo comparison for lvfee distributions in the de ay KL -t n+n-n~. 

Upper plot shows the lH c(' distributions of data( dot ) and Monte Carlo( histogram) in the decay 

1\1, 1r 1-n n?)· Lower plot ·hows the data to Mont Carlo ratio. The distribution of t he Monte 

Carlo agr('{'d well wi th that of data in a whole distribution. 
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ratio. A drop in Mn lower energy region is 

caused by the detector acceptance. 

is no expcri nwnt nl rcsulL aucl it is only t heoretically predicted as gEl < (0.15 x gMl). For gP, 

t lwrc is no cxpcrime11La l result on the charge radius measurement for K 0 , and no valid calculation 

on this. Thcrcforc, we looked at fit results from the z ro contributions of gEl and gP, respectively. 

Fit t.ing result s arc shown in Table 6.4 with t he variation ra nge of the parameters. We quadrat­

ically st uHm<'d t.hose errors and included 6.4% for a 1 ja2 and 12.4 % for a 1 as the sy tematic 

unC<'rtni nt.y. 

6.4. 7 Background Uncertainty 

In this st udy wP have ass umed the background level i, ignorable since the signal to background ratio 

is cxp<'dcd to be about LOO . To conftrm thi , we al ·o tested t he contribution from background 

uncrrtnint.. 'Y.le made a dataset with 117:3 Monte Carlo signal events, and added 0, 12, and 

2:3 back~rouud <'vent . from J\1, > 1r l-1f - 1f?> Mont<:> Carlo events surviving all the analysis cut . 

Table 6.5 shows tlw variation of the parameters obtained by the fit . The hift cau eel by the 

bnckgrouud is eomparabk to the statistical error from the additional 12 events, 0.006 for a J/a2, 

nnd 0.05 for a 1 • Th('rPfor , we include' 0.006 for a 1 ja2 and 0.05 for a 1 as systematic uncertaint ies . 

5 

Table 6 . ...1: Stability to parameter fluctuations. 

Variation a 1 j a2 Ot 

Input value -0 .700 1.00 

1f+- la -0.7 14(17) 0.9 (5) 

17+- - la -0.6 5( 17) 1.0~~(5) 

<I>+- + la -0.705( 17) 1.0 (5) 

<I>+- la -0.709(17) O.D (5) 

gEl = 0.0 -0.692(17) 0.94(5) 

gP = 0.0 -0.744(22) 0.87(5) 

Table 6 5: Backgrou nd uncerta inly 

DaLa set a1 /a2 a , 

Input value -0.700 1.00 

Signal MC only -0.694(39) 1.05(14) 

+ 12 BG events -0.688(38) 1.00( 14) 

+ 23 BG events -0.690(3 ) 0.97(14) 

6 .4. 8 Analysis Dependencies 

The cut dependency in any kinematic variables is often examined iu Lh ' syst ' llH1Lk st udy of high­

energy physics analysis. This is an easy way to look aL Lh cliscr<:>pancy b0tw<>cn data and om 

understanding of the detector and signa l. Here, we exhibit the cut ckpendencies for the' form 

factor a na lysis in Table 6.6. We ass igned errors of 4.2% for a 1 /a2, and lJ .7 % for a1, r sp · ivcly. 

6.4.9 Systematic Uncertainty: Summary 

So far, we evaluated the systematic uncertainties from various sourc s. W ' summari~c the system­

atic uncertainties in Table 6.7. 

6.5 Form Factor Measurement: Summary 

We conclude that the form factors for KL --) 1r+rr- e ar 

- 0 .684 +g:g~~ (. tat.) ± 0.0.5:3( sy8L.) 

1.05 ± O.l4(stat.) ± 0.18(sysl.). 

6 



Table 6.() : DC'viations of analyslli cut dPpendC'ncies. 

PpOkinc cut 

Ejpcut 

PZ cut 

Total 

0.:3% 

3.8% 

1.2% 

0.:3% 

0.:3% 

0.9% 

4.2 % 

2.4% 

8.5% 

4.7% 

3.8% 

0.9% 

4.5% 

1 L.7% 

- 0.0025 - 0.075 feV 2 jc2 

± 0.06 ± 0.10 

PZ < 30 60MeV2 /c2 

T, blc 6.7: Sy tematic uncertainties 

Sources ada2 at 

Fit proc dure 0.35% 1.0% 

Detector sm aring 0.1% 0.2% 

Vertex quality 0.3% 1.0% 

DC inC'ff. 0.3% 0.6% 

Input Param. 6.4% 12.4% 

DG subtraction 1.5% 4.8% 

Analysis dep. 4.2% 11.7% 

Total 7. % 17. % 

7 

Chapter 7 

Asyrnn1etry Measurement 

As described in Chapter 11 CP violation in K L arises from the interference of tlw 

CP conserving direct emission(DE) and CP violating inner bremsstrahlunp;(II3) of I\ L • 1T 
1

1r , . , 

resulting in the angular asymmetry between normals to 1r 1 1T and P 1- (' decay planes. 

An a ymmetry between the number of events obs rved in particular nngk r<'giom; may clifi"N 

from the theoretically predicted asymmetry, because tlH' measured asyuuu<'l ry depends on t h<' 

detector 
1 

trigger and analysis acceptances. Therefore, thr asymmetry should I><' cmTcctcd for 

th acceptance. We will work on different levels of asymm tri 'S in this t.IH'sis , so w' clarify a 

terminology of these asymm tries here. 

• Intrinsic AsymmetnJ True asymmetry defined by Lhe nature. Thit-i is what W<' htw pmsuC'd 

to measure from data and compare to the theoretical pre liction. The intrinsic a.c;ymrn tr·y is 

given a priori. 

• Input Asymmetry: Input value of the asymmetry into the Mont arlo event generator. In 

principle, the input asymmetr-y is equivalent to the intrinsic asymmetry but it was given by 

us. 

• Raw Asymmetry: Measured asymmetry with the KT V dct tor and certain analysis cut~. 

The mw asymmetry is not equal to the intrinsic and input asymmetry since th d t ctor 

and analysis acceptance affect on the distributions of kin malic variables r lat d to the 

asymmetry. Therefore, the mw asymmetry is a KT V- and analysis-~p cific variable. 

• Acceptance Corrected Asymmetry: Asymmetry of r constructed 'V nts after correcting for 

the acceptance. The acceptance correction was done by th Mon c arlo simulation. Th 

acceptance corrected asymmetry is directly comparable to the intrin.r;ic and input asymm -

tries. 

In this chapt r, we first explain the raw asymmetry m asur m nt, and clarify its origin. Next, 

we show how the acceptance correction was done to stimatc th acceptance corrected asymmetr-y. 

Finally, we summarize th systematic uncertainti s in this study. 



7.1 Raw Asymmetry 

7.1.1 Raw Asymmetry Calculation 

first we start by the ddinit ion of raw asymmetry in this asymm try st udy. The mw asymmetry 

was defiuecl as a simple counting asymmetry of cp distribution. Figure 7.1 is ¢ distribution of data 

and ~Iont e Carlo, after applying all the cuts as explained in Chapter 5. Dots a rc from data while 

a solid histogram is from Ii:~, • 7T+7T - e+e- . with input asymmetry of 0.14. The raw asymmetry is 

calculated by 

A NI,ll t - Nu,1v 
SY11L = , 

NI,lll + Nn,Iv 
(7.1) 

wlwre N, c·orn•spouds the numb ' r of events in I, I I, I I I , and IV angular quadrants in the plot. 

The asyuuuctry lwC"omes more apparent when they arc shown in 2 cos¢ sin ¢ instead of ¢, as shown 

in Figure 7.2. R('gions of I and III in F igure 7.1 correspond to sin ¢cos¢ > 0 region , while II 

and IV correspond to sin¢ cos¢ < 0 region. Therefore, the raw asymmetry was evaluated from 

the positive-negatiw m;y mmctry in sin¢ cos¢ distribution : 

(7.2) 

Th<' a.•.;ymmclries defined here arc clearly observed in Figure 7.1 and 7.2. 

Of the' L 17~J event · observed ill our analysL (Chapter 5), 719 event were observed in in ¢cos¢> 

0 n'gion, a nd li>·1 <'Vl'tlts wNc observed in sin ¢ cos¢ < 0 region . The resulting raw asymmetry 

calculated w ith Equation 7.2 was: 

Asym. = 0.237 ± 0.029(stat.), (7.3) 

with sta.tislical Nror only. Note that this asymmetry is not directly omparable to the theoretical 

prediction, as mentioned before. For example, J( L 7T+7T - e+ e- Monte Carlo events generated 

with the inpu t asyrnrnrtry of 0. 147 gave the raw asymmetry of 0.258. This implies that there is a 

mechan ism to enhance t.hc asymmetry, or some systematic bia in the asymmetry measurement . 

Ilc• ncc, the origin o f his discn'pan y will be exam in d in t he following sections. After this issu 

is dean'd, we' wil l movr on to the accepta nce corre tion on this raw a. ymmetry to obtain the 

acceptance carT rted asymmetry. 

7.1.2 Ias from D t ctor and Event Selection 

D ·fore proc·c•Pding to t lH' acceptance corrC'ction for the raw asymmet7y, we verify that t he raw 

asymmt'l1"JJ actually cauw from the 'int7·insic asymmetr·y in K D ----t n+n- e+e- kinematics, a nd not 

front the• detector a lignment or analysis cuts. If the asymmetry i cau d by detector mi alignment 

or analysis cuts. the asymmetry will a lso be pas ·ibly introduced tooth r decay mode with imilar 

cieca.y topology. 
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First . wr examine thr raw asyrnrnrtry in th<' decay J(L 7r + 7r - 1r~ , sincr its decay topology is 

similar to tlH' signal modo, a nd thcro is no corrrlation between decay planes of 7r+7r - and e+e­

from 1r?J decay. IoroovC'r , this modo had enoug h events to drtect a small amo unt of the asymmetry 

in th ll)('a.c.; urcm nt . Fig tm' 7.:l shows the¢ distribution in the 1r+1r - e+e- center-of-mass frame 

frotn data samplr of l million evrnts, positiv0ly ident ified as ]( L 1r + 1r - 1r~. T he raw a ymmetTy 

of this mode was cakttlated to be -0.0001~ 0.00051 . It is consistent with zero raw asymmetry 

with a very good precis ion . This mean!) that a ny raw asymmetry ind uced by t he detector or event 

selection is twgligihl<•. 

W<• also looked at. t h asymmr t ry for events inside or outside of t he signal region in 1r + 1r - e+ e­

invariant mass. As shown in F igure 5.12 , t he s ignal r gion(0.493 < Muee < 0. 503GeV /c2 ) a nd 

adjacent wg ions(OA~:~ < !vl ncc < 0.4D:lGcV /c2 a nd 0. 503 < Mnee < 0.513GeV /c 2 ) were domi­

nated by t hr signa l, while t he outsid r gions (M71' 71' ee < 0.483GeV /c2 and M71'7T' ee > 0. 513Ge V /c 2 ) 

werr dominated by K r, ) 1f+ 1f - 1f?) · Since the intrinsic asymmetry of J(L ~ 7r+ 7r- 7r~ is consist ent 

wit h zrro, we ran a lso exr)('ct a fini te raw asymm try in t he ou tside regions if analys is cuts induced 

a mw asymmetry. 

Table 7.1 and Figure 7.4 s how t he mw asymmetry for different invariant mass regions. In order 

to inn<•as<' numhN of events in t hr sideband region , a n event sample without ppOkine cut was a lso 

<'xamined . For bo th samples wit h and wit hout ppOkin cut, prominent raw asymmetries a ppear in 

t.IH' signal regio n , whereas no s ignificant raw asymmetry is found in the outside region away from 

th <' kaon mass. We thu can conclude that t he v nt selection did not indu e the raw asym m etry. 

From n. bow studies, we conclude t hat bo th detector and event selection do not spontaneously 

caw.;<' a finit e mw asymmet1y from samples wit h :;,ero intrinsic asymmetry. In t he next ec tion , we 

will support. t his a rgument by a Monte Carlo study. 

Tabl l' 7.1: Raw asymmetries at different mass regions. In our study, signa l region wa defined 

as 0.1193 < M11' 11' ('( < 0.50:lCeV /c2. To increase numbe r of events in the sideband region , a event 

sampk wit.hout ppOkinc cut wa.•;; a lso examined . o ignificant asymmetry a ppea red in the outside 

n•g ion, in rontrast. to t hr s igna l regio n a nd it adj acent region. 

Tnvari a nt Raw A ym . R aw Asym .(without ppOkine cut) Descript ion 

0.0066 ± 0.048 0.0027 ± 0.0051 outside 

0.25 ± 0 .15 0.0027 ± 0.031 outside 

0 .483 - 0.493 0.:35 ± 0 .11 0.077 ± 0.034 adj acent 

0.<193 - 0.[)0:3 0 . 2~37 ± 0. 029 0.1 5 ± 0.025 signal 

0.50:3 - 0.51:3 0.0 1 0.21 0.15 ± 0.19 adj acent 

> 0 . 5 1 :~ - 0.0():3 ± 0. 1 0.0 ± 0.16 outs ide 
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Figure 7.3: ¢ d istr ib\l t ion of icl ntifiecl J(L 

7r+ 7r - 7r~. The cuts for the normalizat ion was 

applied to collec t events. The ¢ asymmetry 

is equal to zero wit h a ve ry good precision , 

so that the detector-induced asymmet ry was 

negligible. 
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Figure 7.4: Raw asymrnct1·ics a t diff<• n •ut 

m ass n•gions. Iu our stud y, the s ip,nal n·­

gion waB defined withiu 0 .49 :~ < !vf rr 1T'(' ( < 
0 .503GcV /c 2 whil e tlw out s ide regio ns were 

defined as M7T'71'(' <' < 0.48:lCeV /r 2 and 

NI71'7T' c > 0.513CcV /c2 . To iucrease ntunber of 

vents in th sideba nd rt>g ions, a even t 'amplr 

w ithout ppOkinc cut wa.'> also examined . o 

signifi a nt asymmetry was found in the out­

s id region , in cont rast to t he sigua l region. 

In signal region, because of background con­

t a mina tion , t h rawasyrnm eLTy is dilut d for 

th event, set wit hout PpOkine cut. 



7.1.3 Origin of Raw Asymmetry 

So far, we have considered a sourc: of the raw asymmetry other than the intrinsic asymmetry, and 

concluded that the mw a.c;ymmetry is not ccwscd by systematic uncertainties such as the detector 

misplacement or cvrnt s lect ion . Here, we turn to look at the behavior of the raw asymmetry 

and tiH' reason why tlw asymmc try is rnhancf'd by the mcasmement. We will use the Monte 

Carlo simulation of J( /, rr+rr r t- r , sinrr it C"an reveal the relation between the input and raw 

a.'iyrnmrtry, and it allows liS to do a detailed study on the kinematical acceptance. 

First , a relation between the inp1d and raw asymmetry is examined to identify the source of 

such ~ ~uhaucrment. Siner the input asymmetry is a function of the relative phase between the inner 

bremsstrahlung and M1 clir0ct <'mission amplitudes, various Monte Carlo samples were generated 

with input a.'iymmetri s ranging from zrro to nominal(0.147) by changing the indirect CP violating 

pha.'>e, cp + , from 0 to 7l' /4. 
Tablr 7.2 and Figure 7.G show the relation between the input and raw asymmetries in the Monte 

Carlo simulation. The raw asymmetry is nearly proportional to the input asymmetry. Therefore, 

we C'an C'Onnect th<' input and mw asymmetry with one constant; 

RawAsym. = 1.75 x InputAsym .. (7.4) 

The C'odfidl'nt greater than 1 indicates the raw asymmetTy is enhanced than the input asymmetry. 

Also si iH'(' then' i · n offset to this linear relationship, it supports that the raw asymmetT·y is 

produced by Lhe input asyrnrnPtry. 

Table 7.2: on1parisou between th input and raw asymmetry. The all analysis cuts were applied 

to Moute Carlo da.La samples. Errors are tatistical only. The resul t means that the raw asymmetry 

is cut cuha!lcenH'Ilt of the input asymmetry. ============================ 
Iuput Asymmetry 

-0.048 

-0.00215 

0.022 

0.047 

0.070 

0.090 

Raw Asymmetry 

- 0.085 ± 0.0060 

- 0.00933 ± 0.0060 

O.OG1 ± 0.0060 

0.077 ± 0.0059 

0.128 ± 0.0059 

0.146 ± 0.0068 

0.124 0.212 ± 0.0068 

0.146 0.245 ± 0.0067 

0.147 0.25 ± 0.0067 

0.15:3 0.260 ± 0.0066 
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Figure 7.5: Relation between the input and raw asymmetry. The raw asymmetry is almost propor­

tional to the input asymmetry. 
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NPxt , we explore' why tlw raw a.c;ymmetry is enhanced than the input asymmetry. 

The KTcV detector was not sensitive to low momentum charged particles , especially the mo­

mentum lrss than 2 GcV jc in th lab frame. This wa because the analysis magnet in the pec­

t romctcr kick0d out those low mo1nent tun charged particles. Such particles we re mostly electrons 

siucc C' l<'ctrons had relativdy small momenta. In this a.naly ·is we lost approximately 70% of signa l 

c•vpnts by this rc•ason. 

Figlln' 7.6 show:-; tlw situation . The O[)(' tl histogram is a ¢ distribution of K L -7 n +n - e+ -

Monte Carlo , h<>f(m• any d(•tector , trigger , or analysis cuts . The hatched histogra111 is t he distribu­

tion of Monte 'arlo ( wnts which has at least one low momentum electron with less than 2 GeV /c 

in the lab frame . As m ntion0d , we lost the hatched part in t he plot, and only the remainder 

was accC'pted in this analysis. Sine the lower part has a relatively small angula r asymmetry, t he 

remaining has a.n enhanced asymmetry, 0.229 in this plot. This enhanced asymmetry is compa­

rable to the observed mw a.'iyrnmetry. This exp la ins the origin of the enhancement in t he raw 

asymmetr·y. 

IlNc, we summarb~c th ' mw asymmetry enhancement study in t his sect ion: 

• I\[ •a.<;un•d raw asymmetry of data is 0.237 ± 0.029(stat.), while the Monte Carlo with the 

input asymmetry of 0.147 gave t he mw asymm try of 0.258. 

• TIH• clctector or <malysis did not induce t he raw asymm try. This is also supported by the 

signall'vlontc Carlo with zero input asymmetry. 

• T he inpu t a nd mw asyrnrneby lmvc the simple linear relation which sugges ts the asymmetry 

nh, ncenwnt . 

nly ac 'Cptcd events with high momentum electrons. Those events 

s howf'd t he large nsy mmct ry. 

7.2 Acceptance Corrected Asymmetry 

In this ·cction, we de.'cril)(' the measurement of t he acceptance corrected asymmetry. Since the 

(U'ccpfancc cm.,·ccted asyrnmetr"J) i evaluated by converting t he raw asymmetry as described before, 

W(' discus , the acceptance correction first. T hen , the acceptance corrected asymmetry is examined . 

ln 'cetion 7.1, we ·how d that t he mw a ymmetr'I.J i enhanced becau e the events with low mo­

ment <I \.vh irh haw• a small r asynwtctr ' arc lost b the detector ac eptan c. In actual measurement 

of tlw data, \\'{' have to nutke the acceptance corrcct ion with a proper Monte Carlo imulation to 

c nlu at c l he acceptance corrected asymmeh·y. hc acceptance correction was done in t he following 

steps: 
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F ig ure 7.6: Distributions of J(L -7 n+n- + - with r sp t to ¢. T h op n histogram shows 

generated signals with input asymmetry of 0.147, before any detector, trigger or a nalys is cuts. The 

hatched histogram is the generated events which has at 1 ast on ele 'tron with mom ntum I ss 

than 2 Ge V / c in the lab frame. In our analy is, we h t a ll of the hatched region, a.nd we only 

accept the rem ainder, which have the raw asymmetry of 0.229. This is onsid r d o b Lh rigin 

of the enhancement in the raw asymmetry. 
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1. Make cp distribu t ion of th ~ ignal, and divide it into 32 bins. 

2. Evaluate accepUuH ·e~ for each bin, by comparing th number of generated event and accepted 

events after all the analysis cuts using the ::VIonte Carlo imulat ion . 

:~ . .\Iak(' an acccptcuJc<' correction to tll<' ¢ d istribution from data bin by bin by using t he 

<tccept ancrs calculated in 2. 

tl. 'ak1 datc' thr attf'ptancc tonecletl asyrmnr>try fro m t he acceptance corrected ¢ d istribut ion. 

In th is rn ethod , t he accept a ncc was averaged ov r ot her ki nematical varia bles in each dJ bin . Al­

t hough t lw mw asymmetry also d pends on t he ot her kinematic parameters, t he averaged accep­

Uutce works w<'ll since ot h r kinematic parameter distributions a re well reproduced by t he Monte 

'arlo simulatio n as shown in F igure 6.5. 
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Figm<' 7.7: S igua.l acceptance as a function of 

¢. In t.!tis plot , we can o bserve a ma ll hift of 

p('aks and va lleys from t he origin. This is orig­

inated from the ineHic i(' IH'Y in t lw low morn n­

t um d ('ctrou, a.<> described in Section 7. 1.3. 
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Figure 7.8: The ¢ distribution of acceptance 

corrected data. Dots represent th acceptance 

correct ed asymmetry from da t a, while the his­

togram shows the the Monte C a rlo events with 

i nput asymmetry of 0.147. 

Fig m e 7.7 shows t.lw a · pta n a,s a fun ·t ion of ¢ in the Monte Carlo simulation. In t he plot , we 

<'all ohserv<' a sma ll shift in JWaks and vallcys from 1r /2 x n. This originat ed from the inefficiency in 

t he low momc> ut um d cct ron , a.s desc ri bed in Sec tion 7. 1.3. vVith this s t of acceptances, w applied 

th<' <t('(.'<'p taucc correction to Lhc ¢ dist ribution o f th signal events. The result of t his acceptance 

correct ion is shown in Figure 7 .. Dots show the numbcr of event after the acceptance correction , 

whil<· the histog ra m shows the' l\Io ntc Carlo distribu tion with the inpu t asymmetry of 0.147. The 

¢ d istrib ut ion from the .1\Iontc Carlo agreE:' \.Wil wi t h t hat of data. We obtained the acceptance 

COI'J-ecl( d a8ynu11cfr7J of 0. 127 -±. 0 .029. 
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We can cross check th i value' by LJ..'ing t hc linear relation between input asymmetry and m w 

asymmetry in Sect ion 7.1.3. By div idi ng the raw asymmetJy b. t hc linear slope of 1.75 , wc ob­

tained 0.135 ± 0.029. Since these two estimat ions arc consist(' nt to each ot her , w<.' cert ify t hat the 

accep tance correct ion i a proper proced ure to extract t lw acreptance coiTerff'd asymmetr·y. 

Therefore, we conclude that t he acceptance co1Tcctcd asyrnmetT ~!J is lllC<i.."i lll'Cd to bc 0. 127 -0. 029. 

As a consistency check , we div ide thC' ignal into severa l c'vcut scts . In this study, we us<'d two 

neutral beams of + X( west ) s ide and -X( cast ) side. In addition , we took da t a in '97 wintcr(J an ."-'Ma r.) 

a nd '97 Summer(July"'Aug.). Thi · makes fo ur different datasPts , Willl <' r / W<'st , WintN / East , 

Summer / West , and Summer/ E ast. We looked at t he c data sampl s to ('Xa.minc t il(' !)('am and run 

period dependency. Ta ble 7.3 how t he resul ts of t lw cuynunctrks in K L 1r t-1r - e+ r of fom 

datasets . Both raw and acceptance r orr-ec ted asymmetTics h w no significant divcrgcnc<' fr m thP 

nomina l value in each dat a sample. 

Ta bl 7 3· Asymmetri s of various data sets • v . "'" 
Data Set Signa l R aw Asym. Ace. Corr . Asym. 

Winter / West 348 0.172 ± 0.053 0.06!) j_ 0.01J 

Winter / E ast 360 0.261 ± 0.051 0.1 )[) O.OS2 

Summer/ West 241 o .~H1 0.06 L 0.200 0.06:} 

Summer/ E ast 224 0.161 :±- 0 .066 0.062 0.067 
-

West 589 0.227 ± 0.040 0.12:3 J- 0.04 1 

E ast 584 0.223 0.040 0 .125 0 .041 

Winter 708 0.216 ± 0.037 0.117 j_ 0.037 

Summer 465 0.239 ± 0.04 5 0.135 J: 0.046 

Total 1173 0.237 0.029 0.127 0.029 

7.3 Systematic Uncertainty 

Generally, the source of th system atic uncerta inty in the ru y mm try rn asur ' Ill ' nt is common to 

the form factor measur ment. We will fo llow t he eva luation of syst matic uuccrla inty in the form 

factor meas urement here. As we saw in Section 6.4 , t he accep tance correction could be affect d 

from the imperfectness of the [onte Carlo simulation. T herefo re' , we will discuss i hn eva lua tion 

of the uncert ainty for both raw a nd acceptance corrected asymmetry lw rc. 

7 .3.1 Smearing by Detector Re olution 

The smearing by t he detector r solu t ion was cri t ical for t he asymm try m asm cmen . Th asym­

metry can be dilu ted by t he following me ·ha ni. ms. 
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Th(' first mPrhanism is a r0solution ('ffect at the siu rjyco cp rv 0. Around such a crit ical region, 

the ambiguity from a fiuite d<>tector resolution easily gives th event transition from the positive 

to negative sin¢ cos¢, or vic0 versa. This kind of event swap possibly dilutes the raw asymmetry. 

This situatiou is shown in Figure 7.!). The plot shows the sin cp cos¢ distribution from the 1lonte 

Carlo simulation of [( L _, 1r 1r r+ r . The hatched region around the origin shows the wrong sign 

C'VC'nts: thC' rc•constntctf'd s in rp cos ¢ had a clifferC'nt sign of real sin cp cos ¢ . Figure 7.10 shows the 

di stribution of 6..¢ between ·real ¢ and reconstructed ¢ for wrong sign events. The 6..¢ plot shows 

a sharp peak at origiu and s ttggests that the dilution i caused by the resolution effect. 

Second me ·hanism is X track swapping at the track reconstruction. As shown in Figure 7.11 , 

two close X tracks cau be swapped when connecting upstream and downstream tracks at the 

analysis magnet. This track swapping kept the momenta and flight directions of the charged 

particles in the X vi w, whil' th' reconstructed charges were exchanged. T his also causes wrong 

sign ('V<'nts. his wrong r('construction give a striking effect for events with a close electron­

positron pair of M 1.e < 2 leV jc2 , as shown in Figure 7.12. The hatched histogram in Figure 7.12 

shows the distribution of wrong sign events in the [( L 1r+1r - e+ e- Monte Carlo event with 

!lf,.c < 2Mc V / c2 . Since the wrong sign events arc caused by the X track swapping, the wrong 

sing <'vents distribut0d uniformly. We also plot the 6..¢ between the real and reconstructed ¢, in 

Figmc 7.13. Th wide distribution, in good contrast to the distribution in Figur 7.10, suggests a 

poor <'vcnt rccowtruction accuracy for events with Mee < 2MeVjc2 . The X track swapping also 

appeared H.'i a small uniform distribution of wrong sign events in the datas t with nominal cuts of 

lH1, > 2Mt'V /c2 , as shown in Figure 7.9. 

Thcs(' effects described above arc mostly taken care of by using the detector simulation with 

a prop<'r resolution effect in thc acceptance corre tion. The only is ue about the smearing is 

if t.hc drift chambcr rcsolution wa.s well-understood or not. We u ed two configurations of th 

Mont.(' arlo simulation for the acceptanc correction to evaluate th('se uncertainties: t he Monte 

'arlo events W<'rr grtwmted with the perfect resolution and 1.5 times worse resolutions for the 

drift cbamhNs. The a<:ccptanc<' correction with t he perfect chamber resolution gave a rcltive 

difh H'tH'<' of H.5% to the accfptancc rorTccted asymmetry, and a differ nee of 2.3% for the worse 

case'. TlH'rrforc, wr indudcd 8. 7% for the systematic uncertainty to be conservative. 

7.3.2 g!lfl Form Factor 

ThC' tUH'Prtainty from the form factor of M1 direct emi ion was also considered. The ambiguity 

from thi:-; sotu-n' could affrct thr ac .eptan c orrection by changing the distribution of kinematic 

variabl<'S. 

Thi · fonn fnctor hns been measured in Chapter 6 to be a 1/a2 = - 0.6 4~8:8~~(.stat.)±0.053(sy.st.), 

and at - 1.01 ~ 0.14( stat.) + 0.1 ( sy. t.). Recently, Lhc measurement of this form factor has been 

improvPd by /\. ' 1r l-7r r analysis at l 'D V, whi h obtained alja2 = - 0.729 ± 0.026(stat.) ± 
O.Ol5(sy. ·t.) (preliminary) [50] . !though the obtained values from both K --+ 1r +1r - 1 aud [( --+ 

1r+ 1r + c nua.lysPs arc consistent, we took the diff ren e bctw n those center values as the 
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Figure 7.9: The resolution effect cau ing 

wrong sign events . The plot shows the 

sin ¢ cos¢ distribution from the Monte Carlo 

simulation of K L --+ 1r+ 1r - c-1 c- . T he 

hatched and solid region around origin shows 

the wrong sign events; the reconstructed 

sin¢ cos¢ had a different sign from the real 

sin¢ cos¢. 
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Figure 7.1 J: X track swapping mechanism. a) a track reconstruction in X view. b) an alternative 

track reconstruction . The r constructions a) and b) kept the momenta and flight directions of th 

charged particles in the X vi w, while the reconstructed charges were exchanged. 

unc<•rtninty. 

To cvaluaL(' the deviation from the uncertainty, the acceptance correction was done with the 

MontP Carlo generated with al/a2 - -0.73, which was measured by J( - 1!'+1!' -"'f analysis . The 

nsymnl('t ry was changed from 0.127 to 0.124, so the relative difference of 2.4%, wa..<> included as 

tlH system a tic unccrt<tinty. 

7.3.3 Vertexing Quality 

The undt'rstctncling of vertcxing quality can be important for the asymmetry measurement, since 

tlw accPptnncc of a certain do ay topology might be changed by the vertexing. 

In ordN to valuat th un 'rtainty, w also u ed the event weighting method with K L -

7l' t 7l' - 7l'?J events, introduced at ceLlon 6.4.3. This changed the recon tructed asymmetry of the 

25000 signal Monte Carlo by 0.8 %. Therd re, we assigned 0.8% as the ystematic uncertainty 

from this source. 

7.3.4 Drift Cha1nb r In .fficiency 

As mt•ntiont>d in , t'ctiou 6..!.<1 , there was an ineffi icncy in the drift chamb rs around the neutral 

beam region . This partly rhauged the acceptance of detector-dependent event topology. We added 

au artificial itwftic icncy for D 1 and D 2 to be 5o/c total and obtained 25000 M nte Carlo signal 

events . The impact 011 the rccou,' tructcct ru ymmetr w le 'S tha11 0.1 %, :owe oncluded that the 

chnmb<'l' indfici 'ucy did not affect the asymmetry. 

700 
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}00 
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Figure 7.12: The resolution effect causing 

wrong sign events with Mee < 2MeV jc2 . The 

open histogram shows the sin¢ cos¢ distri­

bution from the signal Monte Carlo. The 

hatched and solid histogram indicates the dis­

tribution of wrong sign events. The wrong 

sign events distribute uniformly and it was 

caused by the X track swapping. 
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and reconstructed ¢ for v ·nLs with lvl 1 e < 
2M V j 2 . The wide distributiou suggests 

that it was not caused by the simple detec­

tor smearing but the track swapping effect. 



7.3.5 Other Physics Parameters 

Tahir 7.4: Experimental Inpu t Parameter. 

PararnrtN Exprrimental Input Desc ription 

gEl 

gP 

O.o:3R 

0.15 

El Coupling constant 

Charge Radius effect 

ExpNillH'tlt al input param ters other than th' gNJ 1 form factor are listed in Table 7.4. In 

th(' gcrwration of the fontc Carlo events for the acceptance correction, these parameters were 

chaugcd to zero to check t he stability of reconstructed asymmetry. T his is because t here is no 

decent experimental and LhcorC'tical measurements of gP and gEl, as described in Section 6.4.6. 

Th<' d<•viation of the acceptance corncted asymmetnJ was 6. 1% for gEl = 0.0 and 3.2 % for 

gP 0.0. Therefore, the combiHecl error of 6.9% was included in the systematic u11certainty. 

7.3.6 Background Subtraction 

Backgro und in t il(' signal region is estimated to be 11 .3 ± 3.5 events. Instead of consider ing 

backgrou nd subtraction, w ass umed that all 11 v nts wer in the positive region of the sin <P cos <P 

disLribution . T his gave a cliffcrcnc of O.!J % of th acceptance corrected asymmetry. We considered 

it as t hr systematic uncertaiuty. 

7 .3. 7 Analysis D pendency 

WP cxamincd cu t dependencies of t he asymmet ry just as in the form factor measurement. The 

r('const.ruct<'d asymmetry was very sta ble against the cut position so that the deviations was 

rrlativrly s m< 11 compared with th stat i tical unce rtainty. We included the deviation of 4.7% as 

the syst('matic uncertainty. 

Tabl<' 7.5: Deviat ions of analys is cut d 

uL Variatiou 

Z vertex 1.6% 

lus ter Threshold 0.8 Yo 

Ilfc 1 cut 0. % 

II [ 1r1rC< ut 0.8% 

PpOkint' cut 1.6% 

Ejp cut 2.3% 

pf cut :u % 
Total 4. 7o/c 

Description 

110m < Z < 154m 

Shift HCC threshold by 5 10% 

Ilfec > 2.0 4.0 MeV jc 2 

± 6.0 ±14.0MeV jc 2 

- 0 .0025 - 0.075MeV 2 jc2 

± 0.06 ± 0.10 

PZ < 30 60McV2 /c2 

7.3.8 Systematic Uncertainty: Sun11nary 

The systematic uncertaintie in the asymmetry measurement is st tmnmrized in Table 7.ti. 

Tabl 7.6: Summary of systrma.tic UIIC('rta.inti('S. 

Source U nccrta.i nty(Absolu t<' llliC<'rtaiut y) 

Detector resolution 

Ml form factor 

Vertex quality 

DC inef[ 

Input parameter 

Background ubtraction 

Analy is dependency 

Total 

.7%(0.0 1 1) 

2.4o/c (0.00:3) 

0.8 1C (0.001) 

< 0.1 %(0.000) 

6.9% (0.007) 

0.9% (0.001) 

4. 7% (0.005) 

12.4% (0.0 L6) 

7.4 Asymmetry Measurement: Summary 

The angular asymmet ry measured in J( L 

er/2 d[' d¢ - J7r <ir.d¢ 
.Jo d¢ 1rj2 d¢ ()( ) Asym. ;:::_ 1 - 0 .1 27.1 0.02. stat. 
[ 1r 2 df' d"' + J 1r dl ' d "' 

.Jo d<P 'P 1r/2 d¢ 'P 

good agreement with the theoretical prediction 

Asym. ~ 0.14 

O.OW(syst .), (7.5) 

(7.G) 

in Ref. [22 , 23]. An alternative way to calculat the reconstru t d asymmetry which utilit~es the 

linearity between raw asymmetry and input asymmetry gave 0.135 ~ 0.02!J( stat.). This is a lso 

consistent with the experimental result and the theoretical prediction . 
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Chapter 8 

Branching Ratio Measurement 

In this chapU•r , we describe how we measured the branching ratio of K L 

th<' forut factor and a..."lyrru uetry mt•asurements , background contribution to the branching ratio can 

IH' easi ly unclcrstood sine we only have to know the number of background events in the signal 

n•gion. T hen•fon, we here try to relax cuts and enhance the number of signal events in order to 

make the statistical rror lower, a lthough it will increa e the number of background events. 

• irst , w<' hri<'fly describe the event selection along with above strategy and background esti-

mation. ext , studies of systematiC' uncertainty wi ll be explained. Finally, we summarize this 

branching ratio mrasurcmcnt. 

8.1 Event Selection and Background Estimation 

In order to inn('HSt' the IHtmbcr of signal events, we chose a set of constraints of PZ < 0.0001GeV2 jc2 

and uo ppOkinc cut , from the signal to background ratio matrix table(Table 5.1). The other 

constraint s, such as Atfe(' cut, were kept the same as the asymmetry study. This was actually 

looser than the original cuts used in the form factor a nd asymmetry measurements which were 

pf < 0.00004GeV 2 jc2 and ppOkinc < - 0.0025GeV 2 jc2 . vVith this configuration, we obtained 

l7:H ·lUi events in the signal region of 0.493 < Mnee < 0.503GeV/c2 , including about 170 

background t'V<'nh; <'xpcctcd from K L -. 7r+7r 71'~. 

Figur<' H. l s hows the invariant mass distribution of the data and expected background with 

the Ionte arlo simulations in t IH' vicinity of the signal region. The background Monte Carlo 

simulations W('t'C normalized by lll<' K L Hux calculated in t he Section 5.6 and generated three 

timt's mon• statistics than the KL flux. We can s c that the backgro und is well-under tood in 

both lower and hight>r mass regions of th<' distribution . Dominant background was from the decay 

l\. f 7r + 7r 71' ~), and th 'r w<.t.'> some contam ination from other sources. umber of expected 

background t'V('nt b 255.-! ± 1:3. 7, a · shown in Table .1. A a consistency check, we looked at the p z 
sideband, 0.0001 < PT < 0.0002 ,p 2 /c2 , instt'nd of applying the nominal ut , PZ < 0.0001GeV 2 jc2 , 
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a shown in Figure .2. The 1Ionte Carlo expectation also agrees well with data. 

Thus, the munber of signal events above background was 1475.6 -!6 . l(stat.) , whNc the statis­

tical errors were ummed quadratically. Y'Vt' show the data plot after t ht' background subtraction 

in Figure .3. A clear peak indicatt's thc signal. The Ionte Carlo simulation agrees well with daL< 

in the whole region. 

The signal acceptance wa also calculated with the ~Ionte ar lo simulation, as shown in Ta­

ble .2. The acceptance iucrcased from 1.:302%(Tablt' f>.2) to 1. 775 % by rdaxiug the p~ and 

PpOkine cuts . 
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Figure 8.1: Invariant mass di. tribution after final cuts. The upper-right plot is an mllargc•ment of 

t he signal region. The backgrounds est imated with the Monte arlo simulations were normalized to 

t he J(L flux. The residual background in the signal region was mostly from K L 7r+7r 7r9J· Tn this 

plot , number of events in the signal region was 1731, while the number of estimated backgro und 

events were approximately 255 . Thus, the number of expected signal vents a fter back~roulld 

subtraction was 1475 .6. 
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Figur 8.2: 'Th<' PZ sidcb~ ud. Invaria nt ma ·s distribution after final cuts with 0.0001 < Pt < 

0.0002GcV2Ic2 . T he distributions of the Monte Carlo simulations were normalized to the J(L flux. 

T he whole distribuLion was dominated by KL ---+ 1r+1r- 1r~. 

Tnbk 8.1: The n umber of background events from each background so urce, estimated with the 

Iontc arlo after final cu t. T h number of e timatcd backgro und events were normalized to the 

K L flu x, so t.lH' sum of Uwm gives the number of final background events in the signa l region. 

Background ource # Ba kground events 

KL 169.2 ± 13.0 events 

KL } 1rl-7f - 7f0 46.7 ± 2.0 

K ca double' cl('cay 

~ A1f9) 

Total 
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32.2 ± 3.2 

3.3 ± 0.6 

3.0 ± 1.7 

0.99 ± 0.1 4 
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Figure 8 .3: Data and Monte Carlo comparison a fter background subtrncLio n , ('SL imatcd wit h Ta­

ble 8. 1 a nd Figure 8.1. Dots arc data, and a histogram is f{ L t 1r l7r r 1 e Monte ar lo wit h area 

normalization within t he signal region, 0.493 < .l\1[.,. +.,. + e < 0.50:3GeV I c2 . In the who[(' r<'gion , 

distributions of both data and fonte Carlo arc in good agreement. 

Table 8.2 : The estimated signal acceptance at each analysis pha...c:;e. The stirnation waH dou<' by 

K L ---+ 1r+ 1r- e+ e- Monte Carlo. 
======================= 

Analysis phase 

Level 1 trigger 

Level 2 trigger 

Level 3 trigger 

B asic Cuts 

0.493 < Mg < O.G0:3GeV lc2 

Pnee < 200G V IC 

Vertex x2 <50 

M ee > 0.002G V lc2 

Pt < 0.00010 (G V 2 lc2 ) 

10 

Efficiency 

12.8% 

9.08o/c 

2.18% 

2.07% 

2.06% 

2.05% 

1.78% 

1.775o/c 



8.2 Systematic Uncertainty 

Sources of systf' matir nnccrtaintics a rc mostly common to the form factor and asymmetry measure­

ments. Possible source's of tt!lrertaintiC's described here arc. detector simulation, analysis constraint , 

nonnali~~;ation , a nd tlw d0cay modf'ling of K !, 1r 1r p+ e . 

For the' uncertainty from the normalization , W<' have already estimated it from the source of 

tiH• dc1C'ctor r<'sponse , K L 1r 1r-1r?J decay modeling and the branching ratio in Section 5.6. 

However , most of the uncertainti<'s from the detector response would be canceled out by taking 

the ratio of a<TC'ptance. bctwc0n sigual and normali:.r,ation modes, since the uncertainty affected 

both modes similarly. Th n' fore , we will redo the systematic uncertainty study for t he detector 

respons< he re' , as wC'll as the KL .; 1r+1r- e+e- specific uncertainties such as t he ada2 form factor 

uncertainty. 

The major systematic uncertainties on t he branching ratio measurement discussed here a re a 

follows . 

• Drift chamber in ffi ien y in the beam region. 

• ormnlizn,t ion ambiguity. 

• MontP Cnrlo statistics. 

• Background subt ractio n. 

Afl<'r th<' <'xplanation of C'ach is~ntc', we will summarize the uncertainty study. 

8.2.1 Drift Chamber Inefficiency 

T he drift. duunhcr incffi.ciency in t he beam region was a major systematic uncerta inty in the 

nonnaliutt ion. However sine the inefficiency wa. aL o applied on the signa l mode in the branching 

rat.io nH'<t.•mn'm 'nt , this C'ffccL almost can eled out. In fact, although adding the inefficiency of 5 % 
iu thf' b alii rc'gion in D 1 , 11d D 2 changed t he J(L flux measured with J(L 1r 7T - 7r~ by 1.9%, 

it changed th(' branching r, tio of KL 7T + 7T - r e- only by 0.17%. Therefore, we determined the 

uucert.ai ut y frmn drift chamber i neffi.ciency to b(• O.l7%. 

8.2.2 V rtexing Quality 

s shown in Fi)!;ure 6.10, the understanding of vertex x2 distribution might affect the branching 

rnt io nwasttn' llH'llt. Ilow<'vcr , this (~ffect is also canceled wh n taking t he acceptance ratio of K '--

7T + 1r e 1 c to [\,_ 7T 7T- 7T~J · T h un ertainty from t hi ource was extracted with weighting 

Uw t-.Iont<' arlo events, same a:> t he othN lllf'asurcments. The modified Monte Carlo gave t he 
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difference of 0. 7% on the branching ratio. Thf'rC'for<' , WC' assigned 0. ' 7 % as tlw uncC'rtainty from 

the understanding of vertf'x quality. 

8.2.3 Normalization Ambiguity 

T he uncertainty from the flux normalization with K L ~ 7T 1 7T 1r~\ b :~ . 1[) %, which is dominntcd by 

the uncertainty from the branching ratio mcasurcment of I\ L --1 1r I-7T 1r?) of :u -1 %, ns cxpln incd in 

S ction 5.6. In order to clas, ify th ~ ur"CC'S of syst('llUttic ttHcertaiHtics into insidP nnd out:-;idc of thc 

analys is, we separate t he uncertainty in thc branchiug ratio measurPnH nt of J\' ,, 1r + 1r 7T~> and 

other small contributions. t h rcforc , t he total ttnccrtainty from the normal iza.t ion was <lPt.cnn inC'd 

as [3.14( external) EB 0.33( internal) ]% from the uormalizatiou study. 

The uncertainties related to the Monte Carlo ' imulation is exp laincd h<'l"<' . 0H<> possibl<' uucNt.ainty 

source is physics input parameters in the matrix clement, such as a 1 /a2. his kind of uncNt.a int y 

was evaluated by varying the parameter within the probab le regiou. TIH' otlwr uncwtainty is t.lw 

statistical error in t he s igna l Monte Carlo. 

Monte Carlo Statistics 

In order to evaluate the acceptance, we generated 9.0 millions /( L ) 1r 1 1r c· 1 (' Mont e Carlo 

events and we accepted O.lG milli n events after all detcctor s imulat ion and Ute ana lysis c11ts. This 

caus d the systematic uncertainty of 0.25%. 

Parameters in the Matrix Element 

We a lso introduced the form factor for the acceptance calcu lation. Si ne<' fi tted form facto rs a. 1/a2 

and a1 show a strong correlation between them, as shown in F igm e 6.4, we checked variations 

of the signal acceptance along t he one standard deviation contour of t h s values. Th largest 

difference was 1.06%, so we included it as the unc rtainty due to a 1/a2 and a 1 . 

Since the other physical input pa rameters in th matrix clement ar a l ·o dcfiuf'd wit h som un­

certainties, we have to take t hese uncertainties into accou nt. The variaLionR of physics paramC'ters 

and the uncertainties are shown in Table 8.3 . We quadratically summed these errors and obtaiucd 

an error of 2.60%. Therefore, we assigned 2.6% as a systematic ttn<'ertaiuty due to the physics 

parameters. 

8.2.5 Background Subtraction 

Here, w xamine the background-related uncertainti<'s. 
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Ta ble 8.3 : Sta bility to parameter fluctuations. Expected error from the :Vlonte Ca rlo statistic was 

0.28%. 

Panun<'ter variat ion Acce ptancc U ncertainty 

a1 / a2, a 1 la contour 1.06% 

7)+- la -0.29% 

TJ t - l a + 0.63% 

ci> + + la -0.24% 

ci> +-- La -0.79% 

gE L= 0.0 -0.39% 

gP - 0.0 -2.11% 

Total 2.60% 

Sta ti tica l e rror 

Major background sources and expected contamina tions are listed in Ta ble 8.1. The background 

was mostly from [( L 1r + 1r - 1r?J, a nd t here was a small cont ribu t ion of conversion backgrounds 

from [(" ) 1r t 1r 1r0 . T h<' uncertain ty from statistic fluctuat ion of the background is est imated as 

l :J. 7 l'V('nts, corresponding to 0. 93% of uncertainty in t he signal. 

Sideband comparison 

[n onlcr Lo confi rm th ex pect 'cl number of background events, we compared t he Monte Carlo 

<'X[WC'tntions wit h t he data in t he sideband of t he signal. A shown in Figure 8.4 , the est imated 

bn.ckgro und level agr d wit h the data. The uncertainty was taken from t he la rgest discrepancy, 

7.:37%, between data a nd the Monte Carlo es timation. 

We determined tha t the uncerta inty in t he number of background events was 18.8, which is 

7.:~7% of 255.4 background even ts. This corresponds to 1.27 % of uncertainty in the branching 

ra tio mcasurem ' llt. T hus, we included 1.27 % a the systematic uncertainty. 

Misce llaneou Sources 

T h(' bnwching ra tio m c surcmcnts in othe r back round events are also related to t he uncertainty. 

T he <' tTors w(' r<' take11 from PDG [9] . T his gives total 0.43% of the uncertainty in the branching 

rat io IJH'a.s tin'li H'lll . 

Sumnwry 

T he tl!HTrlaiuty from the bn ·I gro und estimat ion i ·, t hu , 1.6 % in t he bra nching ratio measure­

ment . 

111 

X 10 

} 0.3 

;;. 

~ .... 
0: 

0.25 

0 .2 

Data Data Data 
734 i 27 .1 81 I 9.0 25 f 5.0 

0. 15 MC MC MC 
787.1 I 25.0 87.0 1 5.8 20.5 I 3.7 

0.1 

Data Data Data 
1760 J 42.0 173 1 I 41 .6 45 I 6.7 

0.05 MC MC MC 
1861.9 ± 36.3 173 1 1 20.3 42.4 I 3.7 

0 J l l _l I J I J I .. l j I I I I I I I 

0.48 0.49 0.5 0.51 0.52 

lnv. Mru.•(GeV) 

Fig ure 8.4: Comparison between data and t he Mont Carlo est ima tion in the sid band . T he Monte 

Carlo was normalized to t he K L flux a nd included t he sig nal Monte Carlo. T he la rgest discrepa ncy 

was 7.37% in this plot. 
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8.2.6 Analysis Dependency 

As in tlw fonn factor and asymmetry analysis , consistency ch ck in the analysis dependency with 

various cuts was C'xamin0d h rc. TIH' results arc shown in Table 8.4. The total uncC'rtai nty, 0. 7o/c 

was assignrcl to t IH' systPmatic uncC'rtaiuty. 

Table' .4: Summary of analysis dependency. 

Cut Normalization BR mea urcmcnt Estimation Method 

Z VC'rtex 

Cluster T hres hold 

!I,[<< cut 

Min. lust rr Sq>. 

A111 .'Y cut 

Ejpcut 

pf C' U t 

Tota l 

0.09% 

< 0.1% 

0.07% 

o.:~% 

0.4% 

1.8% 

0.6% 

8.2. 7 External Systematic Sources 

0.2% 110m < Z < 154m. 

0.1% Shift HCC t hreshold 

< 0. 1% Mee > 0.004, 0 .008GeV jc2 

0.3% Min . C luster Sep . > 20 em 

0.4% 0.130 < Meq < 0.136GeV /c2 

0.3% ±0.06 ±0. 10 

0.4% Pt < 60 100McV2 jc2 

0.7% 

So far, W(' have co nsidrrccl t he systematic uncertainties originated from both a nalysis-induced ( inte rna l) 

and cxtC'rn a l som ces. To clarify t lw respo nsibili t ies of t hose uncertain t ies, we spli t off t he external 

system ati c uncertainty her . We class ified the branching ratio of K L ~ rr+rr- rr~(3 . 14%) and t he 

inp ut. paramct rs fo r f( L rr+rr - e+e- Monte Carlo(2 .60%) a..c; t he external uncer tain ties. 

8.2.8 Sy t matic Uncertainty: Summary 

W(' sum uutrize t he syst malic uncertainty in the bra n hing ratio calculatio n in Ta ble 8.5 . The 

largest uncer ta in ty was the r rror in the branching ra tio of K L 

uncert ain ty is split off here. 

rr+ rr-rr~. T he extem al syst em at ic 

8.3 Branching Ratio Measurement: Summary 

We detcrmiued Lhe bra nching ratio for t he decay K L 7r-l 1r c 1 c - , based on 1475.6 signa l events 

as: 

7f 1-7!' c t ('- ) 0.55 ± O.ll(stat.) ± 0.07(syst. mt rna/)± 0. 14(syst.externat)) X 10- 7
. 

Th<' ra.t io lwtw('C'Il tlw signal nncl t IH' normalizat ion mod s, which i not affected by the er ro r 

on tlw branching ratio 11 H'<1Sllrruwnt of 1'~.-L + - 0 . 
7r 7f 7!'/), LS: 

BR(K~, ) rr+1r c +- e ) 

B R(I\. L · rr-1 7f rr?)) 
(2.3() ..l 0.07(stat.) ± 0.05(. y. t·intcrnal) ± 0.06(syst.exterrwt)) X 10- 4

. 
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Table 8 5· Summary of uncertainty in bra nching ra tio liH'ns un'nwnt .. 

Source A eptaucr Uncertainty 

Sta tist ical error 3. 1:3% 

BR(K L ~ rr+rr- rr~) :3. 14% 

MC K L ~ rr+ 7r- e+e- in p ut param. 2.60o/c 

ormalization ; other so urces ().:3:3% 

Detector (Drift cha mber In ff.) 0. 17o/c 

Vertex Quality O.H7% 

K L ~ 1r+1r-e+e- MC stat . 0.25% 

B ackground-originated l.G o/c 

Analysis dependency 0.7% 

Total (3.13( stat .) (I) 2.00 (syst.intC'maL) CD 4 .08(syst.externat)) Yo 
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Chapter 9 

Discussion 

So far , W<' dc•riv<d physics parameters from KL 7r+n - e+e- data sample. In this cha pter , using 

the resu lts , w disc uss t he implicn.t ions of t he res ul ts . 

9.1 Form Factor Measurement 

The• H direct emiss ion(DE) for m fa tor was determined as 

-0.684~g:g~~(stat.) ± 0.053(s yst .) 

1.05 ± 0.14(stat .) ± 0.18(syst .). 

(9. 1) 

(9.2) 

This result eon1parcs well wit h a pr liminn.ry result of }( L --+ 7r+1r - 1 performed by the KTeV 

('O lin hora.t.ion [:U], 

0.729 ± 0.026(stat .) ± 0.01 5(syst. ). (9.3) 

From thr thcorrt ical point of view, a 1 and a2 dcp ncl on the mixing angle, 011 _ 17 , , between the 

' (3) nonct. members 11 and 11' , and the fl n.vor SU(3) breaking parameter, ~ · 

Figure !). l shows < ur resul t n.11d results on a 1la2 direct measurements from the KTeV n.nd 

prcvious(Fcrmila.h E731)'" 1 expNiment in t he J(L 1r+1r - 1 [31 , 32]. T he direct mea urements 

wit. h K~, ~ 1r + 1r 1 were made by direct ly fi tt ing the E1 spectrum in t he center-of-rna s frame. 

Wr obtained ronsistC'nt resul ts of nL/a2 f'oJ - 0.7. 

Ion'o <'r , the for m factor a 1 I a2 can be a lso cxtm ted from the DE branching ratio measurement 

through (),1 ,,, dct rmination in t he cbira l Lagrangian framework by Lin and Valencia [29, 30]. Their 

lllOdPl pred icts t lH' ntixi ng angle to be e,)- 1)' = - 20° from t he experinw ntal DE branching ratio , 

DR(I\1- 1r+1r "'t )vJ~· f'oJ :3 x 10 \ ancl the SU(3) breaking pamrrwter , ~ = 0.1 7, as shown in 

"' 1'Tiw J.;"Y spcct rum from En I d <tta was rpanalyzcd and clirC'ct ly fitted [:32], and the fi t resul t is different from 

tlw puh lish('d nNII t of 11J/n 2 l.tl ± 0.2 [:37]. This is bccau th pub lished resu lt assumed the L in and Valencia 

mocld to cn lculat tlw form factor with thl' DE branching ratio. 
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Figure 9.2 [37. :3 ]. The form factor can then be evaluated with the obtained mixing angle and 

the SU (3) breaki ng parameter from a rdation shown in Figure 9.1. This gives the form fact or of 

a1 l a2 = - 1. ± 0.2. 

T he predicted value, a 11a2 = 1. ± 0.2, docs not agn'c' \\C II with the din•d mca:·mremcn t 

re ul ts, aL i a2 rv - 0.7. Convcr ·cly, this means t hat in our configuration of a 11a'2 "" -0.7, the 

Lin a nd Valencia model pred icts the DE branching ratio of BR(K 1, 1 rr-t 1r r ) < 1.0 x w - 5, in 

cont radiction to t here ent experimenta l resu lt , BR(K1, 1r 1r r) - (3.L9 i 0.09) x 10 5 [:H ]. 
T herefore, our resul t related to t he 817 _ ,.., , mixing a ngle and t he SU(3) breaking param<'tc•r dc)('s 

not support t he Lin and Valencia model. 
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Figure 9. 1: Results on t he DE form fac­

tor, al/a2 . The horizonta l axi means 811 _ 17 , , 

and t he vertecal axis means the direct a 1 I a 2 

measurement results from KTeV [31] and 

E731 (aL/a2 rv - 0.7) [32], and t he model­

dependent result from E731. T he model­

dependent result (al/a2 - 1. ± 0.2) was 

extracted from the SU(3) breaking para m­

eter , ~ = 0.17, a nd e rJ - 17 ' - - 20° ± 1° , 

which was calculated wit h t he DE branching 

ratio(3 x 10- 5 ) by using t he Lin and Valcn ia 

model [29] shown in F igure 9.2. 
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F igure 9.2: Relat ion lwtwC('Il Or, - n' a nd the 

DE bran hing mlio. The mix i11g parameter 

811- 11 ' is rela ted to the DE brauching ratio 

in t he Lin and Valencia model [29] , which 

predicts B f'oJ - 20° 1 o fro m E7:31 rrs ult , 

BR(K L 1r 1r 1 )/)/~ - (:u u ± o.H)) x 

w- 5 [37]. I is for ~ O.OO(non-hrcn.king 

li mit) , and II is for ~ - 0. L 7, t he n~ason n.blc 

value referred in Ref. [;w]. In the Liu a nd Vn.­

lencia model, t he a 1 la2 was extmctcd from 

e f'oJ 20° 1° a nd ~ - 0.17 as compa r d with 

F igure 9.1. 



9.2 Asymmetry Measurement 

Vle have mc•asttr<'d thr angular asymmC't ry in K L rr rr - c+ e with a good pre ision: 

r rr / 2 rlr 1 Irr dl' d¢ 
Jo dcbup- rr / 2 d¢ = 0.127 ± 0.02D(stat.) ± 0.016(syst.). 
f rr / 2 rif ' Jrr d[' , I 
)() d!J> d¢ ~ rr/2 riq/-~,¢ 

Asym . 

We he'H' disl'liSS any possibk contributions to the angula r asymmetry. 

Ouc possihh· contribution to t he angular asymmet ry is the fiua l state interaction. However , 

this contrib ution cancels within t he highest order of t he electromagnet ic interaction , since a) an 

int(•raction b<•twc•cn rr + and 1r (e + ami e- ) docs not contribute to the angular asymmetry, and 

b) t lw ang l ¢> could ))('shifted by the electromagnetic interaction between rr+ and e+, but they 

arc distort<•d sy tllllletrically around ¢> - 0. Therefore, the final state interaction does not affect 

t he angular asy mmPt ry. A theoretical calculation with the chiral perturbation framework supports 

this cl<'HCription [26]. T herefor , we conclude that the contribution from the final state interaction 

is ncgligibiP. 

At one point , th('n' was an issue on the angular asymm try, whether this indicated the T 

v iolation di<·ct or not. Whil revers ing the momenta of the final state particles change the sign of 

¢(T-odd ), the initial and final stat s in the decay have not been interchanged . Therefore, strictly 

speakiug, this obs<' rva tion is not direct ly connected toT violating interaction . 

How< ver, if Lh 'PT theorem would not hold , we could onsider a different scenario in T and 

C PT violation. Rel'cut. discussions ·uggcst that CPT violation may be responsible for the whole 

n.ngula.r asymnwtry in f(L f 1r+1r- c>+c - [41, 42]. Thi assumption needs an unnatural parameter 

configuration, but wr cannot rcjcct t his possibility at this time. 

ThP orthodox intNprctation of the asymmetry in [( r, -t rr+rr - e+ e- is tha t CPT in variance 

holds , but. tlw P violating effect is responsible for the whole angular asymmetry. In this context, 

t.hc Lh<'Orelical prcdl tlou agrc · well with the experimental result . In addition, the asymmetry is 

cxtractl d only with natural and well-known CP violating parameters. This is the most preferable 

int.crpr<'Lation which is consistent with the currcut knowledge of CP violation. 

9.3 Branching Ratio Measurement 

The brnuching ratio !llPasurl d in this analysis is 

[Jr(Kt ~ rr 1 rr c 1 ( ' ) (:3.55 j_ 0. Ll (, tat.) :L 0.07( syst.intemad ± 0.14(syst.external) ) X 10- 7 ,(9.4) 

which agrees \ it h t lw previous pu blicati n [ 40], 

7r f rr l ' I P ) (:L2 1_ 0.6(stat.) ± 0.4(syst.)) X 10 - 7
. (9 .5) 

Iu Lhis analysis, we impro cd t lw precision ( f the branching ratio by four tinws than of the previous 

mea 'U!Tllwnt . The largest :yst t' llHttic uncert ainty in the previous analysis was clue to the lack of 
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knowledgf' of gAfl form factor. In our analysis. wt' haw rt'ducecl tlw tlllC'Prl ainty with a bPI tN 

understanding of the form factor. 

9.4 Remarks and Future Prosp cts 

These measurement rcprc'cnt the first 'tep in ou r und<•rstancling of tlH' clc'ca.v Kt rr-1-rr rf-c - . 

The operation of fixed-target experiment E7~)9-II conti11ucs for 1999 nnd Wl' piau to co llect two 

to four time the stat ist ics u eel in this th s is. In bra11ching ratio mca.<.;ttn'mPnt tt s ing the• tcclmiqll<' 

described here, we have already achievPd the systematic limit by the uncertainty in the rr 0 Dalitz 

decay branching ratio. The accuracy of the angular asymmetry and the yAI 1 form factor can he 

improved in 1999 run because our error , a r ·till dominat cl by stat is tics. 

This mode is also being tudied at CER A4 and th<'ir n'sult is t>X]Wctc'd to emil<' out soo n. 

They have reported preliminary result on the branching ratio and asymmdry IIINI."\ Ilf<' IIH'Ilt.s hHs<'d 

on 458 ±22 events [54]. The branching rat io were presented as (2.9~ 0.1 5) x 10 7 . Til<' e~X JH'ritll('ttl.­

dependent(i.c., the raw asymmetry for A48) wa.."l (20 ± 5)% and their Mont.<- Cmlo n.nd detector 

simulation predicted that the input asymmet1y f 14 % wa.s m dificd to the mw asymmet ·ry of 

22 %. Those results ar in good agr cment with our results. 
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Chapter 10 

Conclusion 

We measured the CP violating effect in the decay f( L --) 7r+ 7r - e+ e- with 1162 sig11al events. The 

acceptance cor·n 'cted asymmetry i 

J·rr / 2 dl~ fA' _ Jn dr d"' 
0 dq/"f' 71" / 2 d<P <p 

A8ym. - 12 . , = 0.127 ± 0.029(stat.) ± 0.016(syst.) . 
r rr ill..d"' f J71" ill..d"' 

Jo d<P '+' n/2 d</J '+' 

This rcpr<'sents a first CP violation appearance in a kinematic parameter and the larg st CP 

violating l'ffcct observed in the world , as well as the fourth appearance of the indirect CP violating 

C'ffcd . 

The lmtnching ratio of KL 

I'('SIIlt is 

1r t- 7f - +e- was also measured with 1475.6 signal events. The 

B1· (1(~, • 7f+7f (' 1 e ) - (:3.55 ± O.ll(stat.) ± 0.07(syst.intemal) ± 0.14(syst. extemal)) X 10- 7
, 

which agrct's with the previous publica.tio11, 

If we split off thl' uncertainty from the branching ratio measurement in the J(L --) 7r+ 7r - 7r~, the 

ratio of tlH' branching ratios becomes 

BR(I<~, ·~ 7rt 7r e te - ) . . r:: - 4 

nR( 
r. · f- 0 ) = (2.36 ± 0.07(stat.) ± O.Ou(syst.internad ± 0.06(syst. exter-nal)) X 10 . 
I\J, ; 7f 7f 7f/) 

The g 11 direct (:'llli sion form factor was determined as 

- O.G 4_g:g:g(stat.) 0.053(syst.) 

1.05 0.14(. tat .) ± 0.1 (sy t.). 
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This result compares well with a preliminary result of J( L 

ration [31], 

- 0.729 0.026 (stat .) ± 0.015 (syst. ). 

Our results 011 the gAJ 1 form factor measurements in !\ L 

do not support the Lin and Valen ia model. 

In conclusion, this experiment found the largest indir ct CP violatio11 t'ffect in n kiHC'IllHJic vari­

ab le. This result is consistent with any other related mcasurC'ment and the tlworc'tical predict ion. 
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Appendix A 

Maximum Likelihood Method 

This describes how the form factor of gAI 1 direct emission was determined with t he maximum 

likelihood method. This is the explanation to the application for the form factor measurment, and 

does noL intend to show a general formalism of the maximum likelihood method. 

A.l D finition 

L('t tts con::;ider to dcLcrruine n set of physics parameters a from measurements of a set of certain 

observable:-; .r. Assume that we hav a collection of N signal events corresponding to the inde­

prndC'nt Ill< asun'tn('nt o[ variable sets xt, where i runs 1 Lo N. We wish to obtain the parameter 

sd a of a fitting function y(.rJ - y(x,; a) from these data. For each event, we convert y(xi) to a 

nornmliJI,cd probability d nsity fun tion 

(A.l) 

<'valuated at the obscrva.bks Xi· The likelihood fu nction is sim ply multiplying Pi event by event: 

N 

L(a) =IT Pi. (A.2) 
i = l 

quntion A.2 shows a probability to realize the sets of ob ervables Xi with a configuration of 

pluamdcn; ct. \ can consider that these observabl would b given with the most possible 

valu('S of parameters n. Therefore, the maximum- likeli hood value of parameters is obtained by 

nnLXillliJI,ing L(n) wilh respect to the parameter a. To maximize Equation A.2, we sometime take 

a lognlit hm for both sides < f t h<' equation , in order to maximiz<' it easy, 

logL(a) = L Pz. (A.3) 
t= l 

1n addition, n dl'lN·tiou dfkicnc' of the signal is crucial to the 'Olution of the problem. This 

is both d<>tcdor- nnd observabl('s-deprndcnt. The detection cffi iency would give a certain weight 
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to the probability density function P1 • o the probabilit~· to observe a single event with a certain 

observed variables .r 1 is obtained as 

P, - Norm · A, · P(.r,; a) (AA) 

where Lhe factor A 1 is the detection efficiency and the factor 7'(.r 1 ; a) is n probability to <kcay 

a particle with the variables 1· = 1·,. In our case, P(.r 1 :o) corresponds to 1\·L JT +rr ( ' 1-(' 

differcncial cro s section with related to .r 1 . onn is the normalization factor calculated later. 

For the de ay of J( L - 7r + 7r - +e - at th KTcV dt'tcctor , the probability <knsity function P1 

with normalization become 

a 

df(.r 1; a) 
ann · A · · ---'-----'-

~ d.r 
(a J/ a2, a 1 , 17+ , <P + _ , g P, g E 1 ) 

where dr(xt;a)/dx is a d ifferential cross section f J(L } 7r~7r r 1 r with rrsp<'Ct t.o .r. 

To normalize Pi, we integrate Pi over phys i a lly possibl value of .r. 

Norm· j dx(A(x) · df(x; a)) 1, 
d.r 

so the normalization factor for Pi is obtained as 

onn - rl ll ''(~·n\ . J d:r:(A(x) · ~) 

F inally, the probabil ity len ity function Pi, and the likdihood fun('Lion L br<'Ollll's 

A · . d l' (x, ;a) 
t dx 

J dx(A(x) . dr1:;a))' 
A . dl (x,;a) 

"' l n P = "' In t dx 7 t 7 J dx(A(x) · d l '~;;a)). 
In£ 

(A.G-a) 

(A.G-b) 

( A.G-c) 

( A.6) 

(A.7) 

(A.H) 

(A.9) 

In following sections, we can assume that the dete tion effi ncy Ai is indepcnd nt of parameter 

a so that Ai can b written as Ai = A(xi)· 

A.2 Use of Monte Carlo 

Since it is impossible to give an exact analytic form of th d t ction offici 11 y and the normal iJI,ation 

factor, we here use t he Monte Carlo simulation to d tcrminc them. [n this section, the parameter 

a is fixed as a = ao , to make the problem ca.<;icr. 

First, we consider the simplest case. the detection efficiency is unity ov r any x, i. . A(x) -

1. When the Monte Carlo simulation is perform d a· ·onling to the diffi rencial cross section 

df(x; ao)/dx, a relation to a variable n(x; ao), which i~ the number of cvenls in an iufinitcsimal 

phase space dx, becomes 
df(x;ao)d 

dx x 
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n(x;ao)d 
N X (A.10) 



if the number of genera ted r vcnts ~ , goes to infinity. 

Wr havr to consider the normalization to cl rivr th equation. Integrating both sides of Equa­

tion A.lO, we obtain 

for t hL' left side and 

J dx df( x ; no) _ r(ao ) 
d.r 

J d 
n (:r ; ao ) 

.r N 

for the right siclr . Ther{'forc, quation A.lO becomes 

dr(1·; ao) d' _ n(x ;ao)r( )d 
dx x N ao x 

(A.ll) 

(A.12) 

(A.13) 

1 ext, W(' take the drtection <'fficiency into account. The detection efficiency in dx is defined by 

thr rntio oft he munb<'f of survivals through all detector simulation and cut to that of generated 

<'Vents in d:r:. 

A(x) . df(x; ao) dx 
d:r 

n' ( x; ao) n ( x; ao) r ( ao) dx 
n(x; ao) N 

n'(~ ao) f(ao)dx 

wlH'rc 11'(x; a0) is the number of events in dx after all cut . After integration , we obta in 

(Ov('ndl Arc('ptanre)(ao) 

j dx n'(~ ao) f(ao) 

( Ove1·all Acceptance) ( a0 ) · r ( ao) 

N'(ao) 
N 

wlwrr '(no) is the number of events after a ll cut. 

(A.14-a) 

(A.l4-b) 

(A.l5-a) 

(A.15-b) 

(A.l5- ) 

Finally, Wl' c·nleulntc A(xi) forth numerator. Assuming that the acceptance is constant to the 

dctc<"tor resolution, 

(A. l6 ) 

wlww m(.rt) is the total number of 0vents of Monte Carlo generation with Xi and rn/(xi) is su rviving 

<'vents after nil the detector simulation and analy is ut with Xi· 

We' ra.n writ<' Llw Pquation A.!) ru 

(A.17) 

A.3 Reduction of Mont Carlo Generation 

We t'onsidcr here to reduce the ~Iontc arlo generation again t arbitrary a for t he economy of 

time nnd JH·occs · ing powc'r. \V(' just want a general form of 

dr(1·; a) dx = n(.r; a) r(a)dx. 
cLr 
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(A.l8) 

First , we can write the left side of above equation with the fa tor .A(.r) 

A( )
df(x;a )d , _ df( .r;a) j d.r A ) df(1·; oo ) 

.r .r - · ( .r · rl.r 
d.r df(.r: no) / d.r d.r 

(A . 19) 

T his lead to 

A ( ·)dr(.r;a)d . = df(.r;a) j d.r . 11
1(.r;ao) ( )d x 1 n0 .r 

cLr df(.r ; ao) / rl1· 
(A.20) 

This means that the number of event from gC'JH'ral form is giv0n as a wPightL'cl number of 0vrnts 

generated with a parameter a0 and weight ~~~/ :c ;a)/j~x . 
x;ao .r 

JdxA(x). df(:r:;a) = l')n' (.r1 ;a0 ). df(.r:J;a) j d.r). r(ao) 
dx . df(x1 ;ao)/rf:r 

J 

(A.2 1) 

Finally, we can give the general form of the likelihood function as 

m'(xi)/m(.ri) . di ' (T , ;a ) 
lnL(a) = ""'ln J..r 

~ "' .(n' (x 1 ;ao). d~ ' (.r 1 ;a) /clx) ·l (a ) 
t ~) N di (.r J ;a o)/dl' 0 

(A.22) 

In our study, we do not have to calculate 1n'(xi)jm(1·i) and r(a0 ) since th<'ir contributions are 

only constants. So we maximized this ln L(a); 

d i ' (T ,;a ) 

ln L(a) = ""'ln d x + Con:;t. 
~ "' (n'( x 1 ;ao ) . di'(J· 1 ;a )/dr ) 

t ~j N dl'(.cJ ;ao)/dx 

(A.2:n 

A.4 Fit Example 

In this thesis, we generated 30 million Monte Carlo events of I< L -t 7r + 7r - ('+ (' with the parnnwlc'rs 

of ada2 = - 0.70 and a 1 = 1.0 for the acceptance calculation in the cl nominator of Equa ion A.2:3. 

After all cut , we obtained about 0.5 million events of the signal and utili~cd in the study. The 

maximization was done with MIGRAD and MI OS in MI UIT . ince we obtained analytic form 

of the likelihood function. Figure 6.4 shows a result of maximum likelihood flt. The fit results 

based on 1173 events of the signal are 

- 0.6 4 +0.031 
- 0 .013 

1.0.5 ± 0.14 
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(A.24) 

(A.25) 



Appendix B 

PpOkine: Kinematics with 

a Missing Particle 

Somf't.imcs one particle in LhP final state of a decay was either missing or ignored in this experiment. 

In f(L ) 1T+1T (' c- analysis, the K L 1T+1T - 1T~ with the 1 missing is the largest background. 

Hen', wp extract thf' us<'fttl kinematical relation to handle the event with a missing or ignored 

particlP [51 , 52 , 53]. 

1n g<' ll<'ral , a~suming that a partide of mass M and four momentum P = (E, P) will decay 

into a sd of particles which can be observed and recoustructed and one particle which cannot . 

For a missing part.iclC', WC' define' LlH' mass and momentum as ffimis and Pmis - (Emis,Pmts)· For 

rcconst ructC'd particles, we treat them as a single ystem with a mass mobs and a momentum 

Pobs - (Eobs, p'ohs)· In Lhis dmpt r , a ll of the quantities with a n aster isk(*) refers to quantities in 

th0 CC'BLcr-of nut.:;s-systcm of the d cay particle. 

From the invariant mass squared 

(B.1) 

p . Pmi .9 - !I [ E~t1S - m~is + EobsEmis - Pobs . Pmis' (B.2) 

>Vt' obtain 

41\P 
(B.3) 

Ln n fixed tnrgt't t>xpcrimC'nt, th<' decay particle · arc b o·ted along the line spanned between 

the targ('! and decay vcrtcx point. In this context, th0 transvcrsf' momentum Pt of the observed 

particlc(s) can detPrmin<' tlte magnitude of longitudinal momentum of the ob ·crved parti le sy tem. 
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Thi , thu., is equivalent to measure the longitudinal monwntum of the unob:scrvcd particl(' in t lw 

decay rest frame. 

4JI.J2 

pf 
<!i\/2pf 

(D.-l) 

We have obtained the magnitude of the longitudinal component of tlw monl('ntmn in t.hc ic'cny'. 

center-of-mass frame. 

Historically, a quantity "PpOkine" has been often u ·eel for the analys s with a missing particle 

instead of p~~sll. To examine this, consider the product PPobs 

E Eobs P · Pob.• 

EEobs P·Pobsii· 

Regro uping and quaring, we hav 

Solving for P, and substituti ng m~b + p~ for E~1)8 - IPo1MIII 2
, we obtain 

1fJM 

(E~bsiPobslll ± Eobsl~bsiii)M 
2 + 2 mobs Pt 

IPobsii i(Nf 2
- m~bs + m~1is) ± (IPobsl 2 

0. 

When we ass ume IPobslll = 0 in Equation B.7 , we obtain a variable called "PpOkine": 

(13.5) 

(B.G) 

(B.8) 

The quantity "PpOkine" is connected with a square of a longitudinal mom ntmn shown in 

Equation B.4 as follows: 

P Ok
. *2 M2 

P me = P obs II · 2 2 · 
mob.9 + Pt 

(13.0) 

PpOkine is equivalent to p~~sll with a rescaling factor, M 2 /(m~bs + pf), which boosts to the fram 

of IPobslil = 0. This is invariant in the sens that the distribution in PpOkine is independent of th 

decay particl 's momentum. 

In this thesis, we refer PpOkinc as the relation iu ]( 1- + 1T+ 1T - 1To a.ud a missiug par tiel as~Signcd 

to the 1r0 . 
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