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Abstract

The aim of the research is to reproduce collisionless shocks observed in supernova remnants and to find the physics of collisionless shocks. This also aims at the physics of particle accelerations relating to the origin of cosmic rays. In the present thesis, I would like to show a part of the whole story by mainly focusing on the electrostatic (ES) shock formation in counter-streaming plasmas [T. N. Kato and H. Takabe, Phys. Plasmas 17, 032114 (2010)] produced by a high-power laser irradiation without external magnetic field.

Nearly four times density jump observed in the experiment shows a high Mach-number shock (chapter 3). This large density jump is attributed to the compression of the downstream plasma by momentum transfer by ion reflection of the upstream plasma. Particle-in-cell (PIC) simulation shows the production of a collisionless high Mach-number ES shock with counter-streaming interaction of two plasma slabs with different temperatures and densities, as pointed out by Sorasio et al. [Phys. Rev. Lett. 96, 045005 (2006)]. It is speculated that the shock discontinuity is balanced with the momentum of incoming and reflected ions and the predominant pressure of the electrons in the downstream with PIC simulation. We also observed collisionless shocks generated by a collimated plasma jet (chapter 5). The jet formation has been investigated by Kuramitsu et al. in the same experimental setup [Astrophysical Journal Letters, 707, L137 (2009)]. The shock formation is confirmed by a sudden emission change at the shock discontinuity in the time evolution of self-emission measurements. It is found that the shock is created due to counter-streaming collisionless interactions and no shock is created without a counter flow. This shock affects plasma expansion and is essential for plasma jet collimation. The plasma temperatures and densities at the shock surface are evaluated by the emission from plasmas. Plasma temperatures were measured with optical pyrometer systems which is based on the self-emission measurements: Gated Optical Imager (GOI) and Streaked Optical Pyrometer (SOP). In both detectors, the intensity of the self-emission from laser-produced plasmas at the
wave length of 450 nm was measured. They were calibrated to determine the brightness temperatures and electron temperatures with different methods and both results agreed each other within 30% (chapter 4). Using the jump condition in densities and temperatures at the shock and evaluating the emission intensity from bremsstrahlung radiation, we obtain the plasma temperatures and densities at the upstream and downstream regions of the shock.
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Chapter 1

Introduction

In this chapter, we show the motivation of the research on collisionless shock formation using high-power laser systems. First, we explain the particle accelerations and their relation to collisionless shocks in the universe. The physics of particle acceleration is not studied experimentally in this thesis but the author’s final target is to clarify such physics experimentally. Therefore, we need to keep in mind such physics during the present research. Second, we show possibilities of collisionless shock formation without magnetic field, and the experiment in laboratories using high-power laser systems. Third, we have an overview of previous experiments in laboratories. Finally, we show the goal of this research and future work.

1.1 Particle acceleration in the universe

High energy nuclei (cosmic rays) such as proton, helium, carbon, and iron are observed by balloons[1, 2] and satellites[3, 4], and on the earth[5, 6, 7]. The reason why cosmic rays are accelerated up to high energy is still a major unresolved problem in astrophysics.
1.1.1 Observations of accelerated particles

Figure 1.1 shows the energy spectrum of cosmic rays of all kinds of nuclei[8]. The flux of high energy particles does not depend on the direction and time, and it can be expressed as a function of only energy and the kinds of nuclei. The energy spectrum is expressed with a simple power functions as \( dN/dE = E^{-\alpha} \). As shown in Fig. 1.1, the power \( \alpha \) changes at...
\(E \sim 5 \times 10^{15} \text{eV} = E_{\text{knee}} \) and \(E \sim 6 \times 10^{19} \text{eV} = E_{\text{ankle}}\).

\[
\frac{dN}{dE} \propto \begin{cases} 
E^{-2.5-2.7} & (E < E_{\text{knee}}) \\
E^{-3.1} & (E_{\text{knee}} < E < E_{\text{ankle}})
\end{cases}
\tag{1.1}
\]

In the energy range below \(E_{\text{knee}}\), primary cosmic rays are detected by balloons and satellites. The origins of cosmic rays are thought to be shock waves in our galaxy because the Larmor radius in magnetic fields (\(B \sim \text{a few } \mu \text{G}\)) in interstellar spaces is less than \(\sim 1 \text{ pc}\) which is much smaller than typical distance between the earth and supernova remnants (SNRs) (\(\sim \text{kpc}\)) and cosmic rays can not travel to outside of our galaxy. This Larmor radius \(\sim 1 \text{ pc}\) is comparable to the typical size of SNRs, and this means that the energy \(E_{\text{knee}}\) is nearly the maximum for acceleration at SNRs in our galaxy. At the energy above \(E_{\text{knee}}\), the flux suddenly decreases. This is probably due to the effects of escaped cosmic rays from the galaxy. In the energy range larger than \(E_{\text{ankle}}\), the Larmor radius is comparable to or larger than the scale of the galaxy, and cosmic rays can not be confined in the galaxy any more. This indicates that such extremely high-energy cosmic rays come from the external objects. However, such high-energy cosmic rays reduce their energy due to interactions with cosmic background radiation\[9,10\] (\(p+\gamma \rightarrow p+\pi_0\) and \(p+\gamma \rightarrow n+\pi^+\)). Therefore, their origins should be located within \(\sim 50 \text{ Mpc}\) from our galaxy. Cosmic rays which have energies of around \(E_{\text{ankle}}\) have been observed by detecting cascade particles caused by a primary cosmic ray with the Haverah Park surface array in England\[5\] and AGASA in Japan\[6\], and by detecting fluorescence photons produced by shower particles with the Fly’s Eye fluorescence detector in Utah, USA\[7\].

### 1.1.2 The origin of Cosmic rays

Though cosmic rays were discovered about 100 years ago, the origin of cosmic rays has been a longstanding problem in astrophysics. As we described in the previous section,
the acceleration mechanisms for cosmic rays whose energies are below $E_{\text{knee}}$ is thought to be shock waves in SNRs. This idea was first proposed by E. Fermi (section A.4.1). His idea is based on the particle acceleration by scattering by magnetized clouds. However, multiple scattering by magnetic field in SNR shock is more efficient mechanism[11] (section A.4.2). Recently, alternative mechanisms for particle acceleration have been discussed: direct acceleration due to the energy release by magnetic reconnection[12] and the electron shock surfing process. Energetic particles are often observed in magnetotail by satellite observations[3, 4], and it suggests these energetic particles are related to magnetic reconnection. The possible causes for acceleration of extremely high-energy particles ($E > E_{\text{ankle}}$) are relativistic shocks produced at gamma-ray bursts (GRBs), active galactic nuclei (AGN), and cluster of galaxies. In many cases, collisionless shocks are essential for particle acceleration.

1.2 Collisionless shock formation in the universe

In this section, we show some examples of collisionless shocks in the universe which play important roles in particle acceleration, and especially explain collisionless shocks produced by SNRs due to the interaction between exploding supernova (SN) and interstellar medium (ISM).

1.2.1 Observations

In interplanetary shocks, energetic particles which have energy of 1 keV to 1 MeV are often observed by satellites[13, 14]. They are accelerated at collisionless shocks. Figures 1.2(a) and 1.2(b) show the counts of accelerated ions and phase velocity densities for accelerated electrons, respectively[15]. These results clearly suggest nonthermal particle accelerations at the interplanetary collisionless shocks.
Collisionless shocks in SNRs are clearly observed with X-ray by satellites. In the subsection 1.2.3, we will show the clear X-ray images by the satellites XMMS-Newton and Chandra. Observed shock structures in SNRs are thin and such filamentary structures show the collisionless shock generation.

GRBs are flashes of high-energy gamma-rays which last only for a few minutes and arrive about once per a day at random times from different directions in the sky. They were first detected by a Vela satellite[16] in 1967. The sources of GRBs are not known well, however they are related to some relativistic explosions which is result from collapses of neutron stars or so-called hypernovae. If their source expand with relativistic velocities, relativistic shocks are produced in ISM. Astrophysical jets observed at such as AGNs and protostars also generate collisionless shocks in ISM. Their velocity is relativistic and they might be sources of high-energy cosmic rays.

1.2.2 Supernova explosion

SN is one of the most brilliant phenomena in the universe. In the last 2000 years, SNe which were bright enough to be seen from the Earth have occurred at least 7 times[17]. According to records in China, Egypt, Switzerland, and Japan, a brightest star appeared in
the constellation Lupus, on 1 May 1006, which can be seen with the naked eyes (SN1006). On 23 February 1987, a SN has appeared in the Large Magellanic Cloud (SN1987A).

There are basically two types of SNe known as type Ia and type II[18]. SNe are classified with their emission spectra, for example, SN1006 and SN1987A are classified as type Ia and type II, respectively. In type Ia SNe, there are remarkable lacks of hydrogen in their spectra. The emission intensity rises quickly in ∼2 weeks and decline exponentially with a time scale of ∼55 days. In type II SNe, the emission increases slowly, and they keep the maximum emission intensity longer than type Ia. These differences come from the mechanisms for SNe and their progenitors.

In both types, the explosion can be caused because of the energy release at the end of the life of a star. When a white dwarf, in which the mass is as much as that of the sun and the size is as much as that of the Earth, is in binary system, the mass can be transferred from the other star. When the mass becomes larger than the Chandrasekhar limit $1.44M_\odot$, where $M_\odot$ is the mass of the sun, the gravity overcomes the electron degeneracy pressure inside the white dwarf to raise collapse. In this sequence, a huge energy $\sim 10^{52}$ erg is released in nuclear fusion reactions. This explains the quick increase of the emission energy in type Ia.

On the other hand, if the progenitor of SN has the mass larger than $\sim 10M_\odot$, the evolution process is different. At the early stage of the development, hydrogen is fused into helium in the core of the star. When the pressure and temperature are high because of the gravity, helium is fused to carbon and oxygen. And finally, the core becomes iron and it is surrounded by lighter materials. Iron is stable and no more fusion can occur in the core. The core is compressed by gravitational force and the temperature increases to decompose the irons into lighter nuclei, resulting in the pressure decrease and the reactions $p + e \rightarrow n + \nu_e$ occur. As a result, the core collapses by gravitational force to produce a neutron star. The neutrinos are detected on the Earth with the Kamiokande[19] at Kamioka, Japan, the
Irvine-Michigan-Brookhaven (IMB)\textsuperscript{[20]} at Cleveland, USA, and the Baksan\textsuperscript{[21]} in Russia at the same time.

### 1.2.3 Supernova remnants

There are three phases in explosion process of SNR: (1) free expansion phase, (2) Sedov-Taylor phase, and (3) radiative phase. After the collapse of a star, the ejected materials expand and sweep up the surrounding materials. The mass of swept-up materials is negligible compared to the ejecta, and the ejecta expands with a constant velocity: free expansion phase. After that, the mass of the swept-up materials become larger than that of the ejecta: Sedov-Taylor phase. The rapidly moving ejecta makes two shock waves in the ISM (forward shock) and in the ejected gas (reverse shock). The boundary between the downstream regions of two shocks is called contact discontinuity. First both shocks travel outward with different velocities and, after the swept-up materials exceed the original ejecta, the reverse shock begins to travel inward\textsuperscript{[22]}. Figure 1.3 shows the schematic view of a SNR in the Sedov-Taylor phase. forward and reverse shocks are generated in ISM and expanding ejecta, respectively. ISM is thermalized at the downstream region shown as “swept-up ISM” in Fig. 1.3, and expanding ejecta is also thermalized at the downstream region of the reverse shock. Two regions which have different densities have separated by a contact discontinuity.

Shocks have been observed with radio and X-ray observations\textsuperscript{[24]}. These observation have shown a clear evidence that particles are accelerated to relativistic energies by the first order Fermi acceleration (subsection A.4.2). In SNRs, thermal emission from hot gas thermalized by forward shocks has been observed. And there are also nonthermal X-ray emissions by the synchrotron radiation of high-energy electrons. The synchrotron
Figure 1.3: The schematic view of a SNR in the Sedov-Taylor phase. Forward and reverse shocks are generated in ISM and expanding ejecta, respectively. Two downstream regions of both shocks are separated by a contact discontinuity.

The frequency is written as [25]

\[ \omega_c = \gamma^2 \frac{eB}{m_e c} = \left( \frac{E}{m_e c^2} \right)^2 \frac{eB}{m_e c}, \]

where \( \gamma \) is the Lorentz factor of the electron, \( E \) is the electron energy, and \( B \) is the magnetic field. A typical photon energy detected in SNRs is \( h\omega_c \sim 10 \) keV, which corresponds to the frequency of \( 2.4 \times 10^{19} \) Hz. Assuming the magnetic field \( B \sim 10^{-5} \) G, the electron energy is \( E \sim 500 \) TeV. This means electrons are accelerated at the shocks in SNRs up to high energies. There are also the circumstantial evidence of ion acceleration at the shock with X-ray observation[26, 27]. Shock waves observed in SNRs are collisionless shocks because the thicknesses (\( W \)) of the shocks are much smaller than the collision mean-free-path (\( \lambda \)), for example, \( W \sim 0.04 \) pc[23] and \( \lambda \sim 13 \) pc for protons in SN1006. Figure 1.5 shows the profiles of the emission intensity in different energy ranges. Filamentary structures are observed at the edges of SNR emissions and their transition widths are much
Figure 1.4: X-ray images of the SNR (SN1006) by the satellite XMM-Newton in various energy ranges. [Image courtesy of CEA/DSM/DAPNIA/SAp]
In ISM in the universe, there are magnetic field with the strength of a few $\mu$G and, in the magnetic field, shock solutions can be obtained due to dispersion relations as discussed in the subsection A.2.2. In this case, Alfvén speed $v_A$ and Alfvén Mach-number $M_A = v_0/v_A$ should be used instead of the sound speed $c_s$ and Mach-number $M = v_0/c_s$, respectively.

As a result, the transition width of shock wave is comparable to electron inertial length $\lambda_e = c/\omega_{pe}$ not to the Debye length $\lambda_D = \sqrt{\epsilon_0 k_B T_e/n_e e^2}$, where $\omega_{pe} = \sqrt{n_e e^2/m_e \epsilon_0}$ is the electron plasma frequency. As just described above, the magnetic field plays an important role in collisionless shock generation in the universe.

1.3 Possibility of collisionless shocks without magnetic field

As shown in the previous section, collisionless shocks are generated in an external background magnetic field. However, recent researches with Particle-in-cell (PIC) simulations have shown the possibility of shock generations due to Weibel instability without an external magnetic field or with a weak magnetic field[28, 29].
1.3.1 Weibel-mediated shocks with Particle-in-cell simulation

Figure 1.6: (a) The time evolution of the ion density for the bulk velocity $V = 0.45c$ and (b) the ion density at $\omega_{pe}t = 2100$. Weibel-mediated shock was formed with PIC simulation in an unmagnetized electron-ion plasma. [30]

Recently it has been pointed out that collisionless shocks can be produced without an external magnetic field; it is a universal phenomenon that the shocks are produced when a high-velocity flow travels over any space in the universe filled with a rarefied gas[31]. Figure 1.6(a) shows Weibel-mediated collisionless shock propagation and Fig. 1.6(b) shows the ion density in the shock transition region by particle-in-cell (PIC) simulation[32, 30]. Weibel instability can be driven in counter-streaming plasmas and it generate strong mag-
netic field[33]. In the PIC simulations[30], the Weibel instabilities develop in the interacting region between counter-streaming flows and they can be seen as filamentary structures as shown in Figure 1.6(b).

The shock width $W$ is about 100 times the ion inertial length, $W \sim 100 \lambda_i = 100c/\omega_{pi}$, where $\omega_{pi} = \sqrt{n_i(Ze)^2/m_i\epsilon_0}$ is the ion plasma frequency, and is independent of shock velocity. The ion inertial length is the distance an ion has to travel to trigger or experience collective plasma effects.

1.3.2 Electrostatic shocks and instabilities

In early stage of “Weibel-mediated” shock formation, an electrostatic (ES) shock can be generated and destroyed by ion–ion instability which propagates obliquely to the shock surface. Figure 1.7 shows the time evolution of electric field calculated by PIC simulation[34]. ES shock is generated and destroyed due to ES ion-ion instabilities in front of the shock. After the ES shock is destroyed, Weble instability gradually grows and a shock is generated. It is likely to say that the ES shock can be generated in the early stage of supernova explosion and in later time, shocks are generated due to Weibel instability.

1.4 Possibility of Laser experiment

It is impossible to measure the physical quantities in the astrophysical high-energy phenomena, such as electric or magnetic fields, for example, in supernova remnants (SNRs) and astrophysical jets, however, laboratory experiments can be alternative ways to investigate the astrophysical phenomena. Laboratory experiments can be scaled to the astrophysical phenomena considering the dimensionless parameters[35].
1.4.1 Collisionality in counter-streaming plasmas

In laser experiments, high-velocity counter-streaming plasmas are required to obtain collisionless interaction between two plasmas. The ion-ion mean-free-path in thermal equilibrium plasmas is ordinary expressed with the electron temperature $T_e$,

$$\lambda_{ii} = \frac{18\pi e_0^2 (k_B T_e)^2}{n_i Z_1^2 Z_2 e^4 \ln \Lambda}.$$  \hspace{1cm} (1.3)

However, in counter-stream plasmas the ion-ion collision mean-free-path is estimated by equation (A.47) using relative velocity of counter-streaming plasmas $u_0$. Using equation (A.47), $\lambda_{ii} \simeq 1.6$ mm for $n_e = 1 \times 10^{21}$ cm$^{-3}$, and $\lambda_{ii} \simeq 14$ mm for $n_e = 1 \times 10^{20}$ cm$^{-3}$ assuming the electron temperature $T_e = 100$ eV and plasma relative velocity $u_0 = 2000$ km/s.
1.4.2 Scaling law from PIC

Possibility of Weibel shock with laser-produced plasmas

![Profiles of (a) ion number density, (b) mean velocity in x direction, and (c) the energy of magnetic (solid line) and electric (dotted line) fields.][30]

Figure 1.8: Profiles of (a) ion number density, (b) mean velocity in x direction, and (c) the energy of magnetic (solid line) and electric (dotted line) fields. [30]

PIC simulations were performed with different upstream bulk velocities $v$ and ion to electron mass ratios $m_i/m_e$. Figures 1.8(a), 1.8(b), and 1.8(c) show the profiles of ion density, mean velocity, and magnetic and electric field energy densities, respectively. The
width of the shock transition region $W$ is $W \sim 100c/\omega_{\text{pi}}$. The energy densities of magnetic fields are typically 1–2% of upstream bulk kinetic energy densities and independent of the velocities. In Figure 1.9, the profiles of ion densities for different mass ratios ($m_i/m_e = 20, 50, \text{and} 100$) are shown. The widths of the transition regions are also $W \sim 100c/\omega_{\text{pi}}$ in all cases, and this suggests that the shock width $W$ is independent of the mass ratio. To observe Weibel-mediated shock in laser-produced plasmas, a small shock width is better to diagnose. Using above formula, in laser experiments, $W$ is estimated as $W = 10$ mm for $n_e = 1 \times 10^{19}$ cm$^{-3}$, 3 mm for $n_e = 1 \times 10^{20}$ cm$^{-3}$, and 1 mm for $n_e = 1 \times 10^{21}$ cm$^{-3}$.

From Fig. 1.6(a), shock is formed and propagates after $\omega_{\text{pe}}t \sim 500$ for the flow velocity $v = 0.45c$. From the results of PIC simulations with mass ratios $m_i/m_e = 20$ and 100, and different flow velocities $v/c = 0.9, 0.45, 0.2$ and 0.1, we obtained a scaling law for shock formation time as $t \propto m_i/m_e$ for the mass ratio and $t \propto v^{-1}$ for the flow velocity dependence. Therefore, we obtain the following formula for real mass ratio

$$\omega_{\text{pe}}t \sim 1700 \times \left(\frac{1836}{20}\right) \left(\frac{A}{Z}\right) \left(\frac{0.1c}{v}\right)$$

using the shock formation time $\omega_{\text{pe}}t = 1700$ for $m_i/m_e = 20$ and $v/c = 0.1$, where $Z$
is the degree of ionization and \( A \) is the mass number. In laser experiments, the shock formation time is evaluated as 4.9 ns for \( n_e = 10^{21} \text{ cm}^{-3} \) and 15 ns for \( n_e = 10^{20} \text{ cm}^{-3} \), assuming \( Z = 3.5, A = 6.5, \) and \( v = 1000 \text{ km/s} \) (relative velocity: 2000 km/s). Therefore, considering the shock width, formation time, and collision mean-free-path, \( n_e = 1 \times 10^{20} - 1 \times 10^{21} \text{ cm}^{-3} \) and \( v = 1000 \text{ km/s} \) (relative velocity: 2000 km/s) are roughly required for experiment of Weibel-mediated shock formation in laboratory.

**Scaling for ES shock from PIC**

For electrostatic shocks, shock width and formation time is much smaller than that of Weibel-mediated shock[34]. The shock width \( W \) and formation time \( t \) of ES shock can be evaluated in Ref. [34] as \( W \sim c/\omega_{pe} \) and \( \omega_{pe} t \sim 1000 \), respectively. These values are compared to experimental results in the chapter 3.

**1.4.3 Requirements in diagnostics**

To observe shocks in counter-streaming plasmas, plasma densities and temperatures have to be observed in the upstream and downstream regions at a shock. We have performed the laser experiments using interferometry for density measurement (chapter 3 and 5), and self-emission detection from laser-produced plasmas for temperature measurement (chapter 4 and 5). Ion and electron temperatures in plasmas can be measured precisely by detecting Thomson-scattering of incident probe laser.

For the plasma velocity, we used the streaked interferometry or streaked self-emission measurement using streak cameras (chapter 5) in which the time-evolution of one-dimensional images are recorded in CCD cameras.

Moreover, electric and magnetic field strengths should be measured in shock regions. Proton beams are used as probes of electric and magnetic fields. In previous experiments, we observed radiography with protons generated due to interactions of high-intensity laser
and materials[36]. In future experiments using National Ignition Facility (NIF), we will use monoenergetic protons produced by an implosion. However, it is difficult to separate the effects of magnetic and electric fields, because protons can be deflected by both effects. Magnetic field can also be measured by observing the angle of Faraday rotation of incident probe laser. In Faraday rotation method, density and probe laser intensity should be measured precisely.

In future experiments, we will measure magnetic field strength with Faraday rotation method and will measure precise temperature with Thomson scattering of probe laser.

1.5 Mach-number in ES collisionless shocks

Collisionless shocks have been studied for many years theoretically and numerically[37, 38, 39, 40, 41, 42, 43]. In the subsection A.2.2, we simply argued the formation of ion acoustic solitons and shocks, and their solutions can be expressed using Sagdeev potential in equation (A.24). If a solition exists, the Mach-number satisfy $1 < M < 1.6$ and the shape of the potential is shown in Fig. A.2 like a potential well. If the energy dissipated in the motion of solition, the solitary solution is converted to shock solution. This effect is shown by including friction term such as Landau damping, or allowing ion reflections in front of a shock or ion trappings behind a shock. In such cases, Mach-number can be larger than the upper limit argued above $M < 1.6$. PIC simulations are suitable for such high Mach-number shocks including ion reflection or ion trapping in a shock.

In a recent paper, a new theory is proposed and it is concluded that a very strong ES shock can be generated when counter-streaming plasma flows with different temperatures and densities interact each other[31]. Figures 1.10(a) and 1.10(b) show the ES potential at the shock and the maximum Mach-number of the shock produced due to counter-streaming interaction, respectively. The maximum Mach-number is expressed as a function of the temperature ratio of right to left plasma. Apparently, very high Mach-number ES shock is
generated in counter-streaming plasmas with different temperatures and densities.

## 1.6 Laboratory experiments in 1970s

Collisionless shocks have been studied experimentally using a double-plasma device [44, 45, 46] since 1970s. Double-plasma device was first developed by R. J. Taylor [47]. In this device, plasmas are separated by a negative biased grid. Applying various potential to one plasma with respect to the other, it is possible to generate large ion beams, large ion waves, and large amplitude ion acoustic shocks.
Figure 1.11(a) shows the initial electron density profile. In a double-plasma device, a potential is applied between two plasmas as shown in Fig. 1.11(b). Figure 1.11(c) shows the plots of electron density versus time at different positions. The density profiles clearly show a shock generation and propagation with a sharp density jump.

![Figure 1.12: Electron density profiles in different excitation voltages at a fixed time.](image)

Figure 1.12: Electron density profiles in different excitation voltages at a fixed time. [44]

Figure 1.12 shows the electron density profiles for different excitation voltages at a fixed time. As the excitation voltage increases, shock amplitude increases, the shock velocity increases, shock width decreases, observed wave trains becomes short, and shock is attenuated more. These results suggest that the observed shock is related to a solition and shock structures are created due to energy dissipation such as ion reflections as argued in the subsection A.2.2.
### 1.7 Previous experiments with laser

Several experiments with long-pulse (> 10 ps) laser systems (≈ $10^{14}$–$10^{15}$ W/cm$^2$) have been performed[48, 49, 50, 51, 50] to study collisionless shocks.

![Image of experimental setup and schlieren image](image)

Figure 1.13: (a) The experimental setup and (b) the obtained schlieren image. [48]

A bow shock was demonstrated in the laboratory with a laser-produced plasma with an external magnetic field[48]; a spherical obstacle was exposed to a high-velocity plasma flow as shown in Figure 1.13(a), and a collisionless shock was generated around the obstacle as shown in Figure 1.13(b). The collisionless interaction was studied in counter-streaming laser-produced plasmas with an external magnetic field to demonstrate the shocks of SNRs as shown in Figure 1.14[49, 51]. The plasma density profiles were different between data taken with and without magnetic field, but there was no evidence of shock generation. Romagnani *et al.* have studied collisionless shocks observed in an interaction between laser-produced ablating plasma and an ambient low-density plasma[50]. Nilson *et al.* have reported the experimental generation of a high Mach-number shock into the surrounding gas in a high-intensity laser-plasma interaction[52]. In these experiments[50, 52], although the shock generation was observed, the density profiles of the shocks were not measured.
1.7.1 Particle acceleration with high-intensity laser

Particle acceleration in underdense plasmas created by short-pulse ($< 1 \text{ ps}$) and high-intensity ($> 10^{19} \text{W/cm}^2$) laser systems has been measured[53, 54, 55]. The energy spectra of neutrons were compared with two-dimensional PIC simulation[55, 53]. The mechanism of neutron production is explained by nuclear reactions due to the energetic deuterons accelerated at the laser-irradiated surface. To understand the ion acceleration and resultant energy spectra, two-dimensional PIC simulations were performed. These results indicated that ions were accelerated at the shock front formed in the interaction between a high-intensity laser and an underdense plasma.

1.8 The goal of this research

In this thesis, we focus on collisionless ES shocks which are observed in an early stage of Weibel-mediated shock formation in large-scale laser-produced plasmas without an external magnetic field. We need longer time to observe the instabilities to destroy ES shock and the development of Weibel instability.
The possibility of Weibel-mediated shocks is argued in chapter C. We need higher density and velocity plasmas for Weibel-mediated shock generation in laboratories. This experiments can be performed using the laser system of national ignition facility (NIF). Collisionless shocks are generated in counter-streaming high-speed plasmas generated by high-power laser systems.

1.9 Outline

In chapter 2, we illustrate the principles of plasma diagnostics which have been used in laser-plasma experiments: shadowgraphy, interferometry, gated optical imager (GOI), and streaked optical pyrometer (SOP).

In chapter 3, we show the results of high Mach-number collisionless shock formation performed with Shenguang-II laser system. When two counter-streaming plasmas have different properties such as temperatures, densities, and velocities, a high Mach-number ES shock can be generated[31]. The result of this chapter is summarized in papers [T. Morita et al., Journal of Physics: Conference Series, 244, 042010 (2010)] and [T. Morita et al., Physics of Plasmas, 17, 122702 (2010)].

In chapter 4, we analyze the self-emission from laser-produced plasmas using a GOI and SOP to estimate brightness temperature and electron temperature. These results are applied to the experimental data performed using Gekko-XII HIPER laser system. This chapter is summarized in a paper [T. Morita et al., Astrophysics and Space Science, in press (2010)].

In chapter 5, we present the collisionless shock generation associated with the plasma jet collimation. This experiment was performed with Gekko-XII (GXII) HIPER laser system. This chapter is based on a paper [T. Morita et al, Physics of Plasmas, submitted]. In chapter 6, we summarize and conclude this thesis.
Chapter 2

Diagnostics

In this chapter, we focus on the diagnostics which are used in laser-produced plasma detection with high-power laser systems. First, the probe diagnostics to detect the electron density or density deviation are shown: interferometry and shadowgraphy. Second, the self-emission measurements are shown. In these diagnostics the self-emission intensity in a certain wavelength is measured using gated CCD cameras or streak cameras.

2.1 Interferometry

Interferometry is widely used to measure the density not only in plasma experiments but also in other fields such as astronomical observation, noncontact measurements of gas flows and so on, and is applied to many techniques: autofocus cameras, phase microscope, and fiber-optic gyroscopes. In plasma measurements, electron density $n_e$, is one of the most important parameter. In this thesis, $n_e$ is measured with short-pulse laser ($\sim 100$ ps) in the experiment with Shenguang-II laser system (chapter 3) or with long-pulse laser ($\sim 10$ ns) and gated intensified charge coupled device camera (ICCD camera) (120–250 ps in FWHM) in the experiment with GXII HIPER laser system (chapter 5).

Interferometry measures phase differences of light between rays which pass through
Figure 2.1: The basic arrangements of (a) Mach-Zender and (b) Michelson interferometry. BS and MR mean beam splitter and mirror, respectively.

There are some kinds of interferometry methods, such as Mach-Zender, Michelson, and Nomarski. In Mach-Zender and Michelson interferometries, one beam is divided to two beams before passing through plasmas: one passes through plasmas and the other passes through vacuum as shown in Figs. 2.1(a) and 2.1(b). On the other hand, in Nomarski interferometry, we use one beam before passing through plasma.

### 2.1.1 Nomarski interferometry

Figure 2.2: The basic arrangements of Nomarski interferometry. A probe beam is divided with Wollaston prism (WP).

Figure 2.2 shows a typical configuration of Nomarski interferometry. A probe beam is
divided into two rays with a Wollaston prism to interfere each other. A wollaston prism divides a beam into two beams which are orthogonally polarized with a certain small angle $\theta$ (i.e. $1^\circ$, $3^\circ$, or $5^\circ$ in our experiments). The fringe separation $\delta$ can be evaluated with the distance between the prism and the focal spot of a lens $a$, and the distance between the prism and a detector $b$,

$$\delta \sin \theta = \frac{b}{a} \lambda$$

$$\delta = \frac{b \lambda}{a \sin \theta} \approx \frac{b \lambda}{a \theta},$$

(2.1, 2.2)

where $\lambda$ is the wavelength of the probe laser.

In plasmas, the refractive index $\mu$ is expressed as

$$\mu = \sqrt{1 - n_e/n_c},$$

(2.3)

where $n_e$ is the critical density. Phase difference $\delta \theta$ between two rays (one passes through plasmas and the other passes through vacuum) is expressed by an optical path length $l$ as

$$\delta \theta = \frac{(\omega/c)(l \mu - l)}{c}$$

$$= \frac{\omega}{c} \int (\sqrt{1 - n_e/n_c} - 1) dl$$

$$\approx -\frac{\omega}{2n_e c} \int n_e dl,$$

(2.4, 2.5, 2.6)

where $\omega$ is the frequency of the probe beam and $c$ is the speed of light. Here, we assumed $n_e$ is sufficiently smaller than $n_c$. 
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Figure 2.3: The cross-section view of laser-produced plasmas. A probe laser passed from left to right as shown with $l$. 
2.1.2 Abel inversion

Assuming that plasmas are created with an axial symmetry, $\delta \theta$ is expressed using the parameters shown in Fig. 2.3,

\[
\delta \theta = -\frac{\omega}{n_c c} \int_0^{\sqrt{a^2-y^2}} n_e(r) dx \\
= -\frac{\omega}{n_c c} \int_y^a n_e(r) r dr \\
= \frac{\omega}{n_c c} \int_y^a \frac{n_e(r) r dr}{\sqrt{r^2 - y^2}}.
\]  

(2.7)  
(2.8)

Figure 2.3 shows the cross-section view of an plasma. $l$ is the path of a probe laser, \(a\) is the radius of the axially symmetrical plasma, and \(y\), \(r\), and \(x\) are defined in Fig. 2.3. Applying the Abel inversion method to equation (2.8), we obtain $n_e$ with the phase difference $\delta \theta$,

\[
n_e(r) = \frac{2 n_c c}{\pi \omega} \int_r^a \frac{d(\delta \theta)}{dy} \frac{1}{\sqrt{y^2 - r^2}} dy.
\]

(2.9)

If experimental data are noisy, the derivative $d(\delta \theta)/dy$ can be very large and can not be smooth. To avoid the discontinuity of $d(\delta \theta)/dy$ in experimental data, we can use the following formula by integrating equation (2.9) by parts,[56]

\[
n_e(r) = \frac{2 n_c c}{\pi \omega} \left[ \frac{\delta \theta(y)}{\sqrt{y^2 - r^2}} \bigg|_{y=r}^{y=a} + \int_r^a \frac{y dy}{(y^2 - r^2)^{3/2}} \right].
\]

(2.10)

In this thesis, Abel inversion is calculated with Bockasten’s method[57, 58] and derivative-free inversion[56] shown in equation (2.10).
2.1.3 Application to experimental data

2.2 Shadowgraphy

The difference between an interferometry and a shadowgraphy is whether a probe laser is divided into two or not. In a shadowgraphy, we can measure, roughly, the second derivative of the electron density in plasmas while the interferometry is sensitive to the absolute density. In this section we briefly explain the shadowgraph technique.

Figure 2.4: Schematic view of a shadowgraphy. Rays in a probe laser are deflected by plasmas

\[
\begin{align*}
\theta_x & \approx \frac{1}{\mu} \frac{\partial \mu}{\partial x} dz, \\
\theta_y & \approx \frac{1}{\mu} \frac{\partial \mu}{\partial y} dz,
\end{align*}
\]

where \( z \) is the axis of the probe laser. Here, we define the initial intensity \( I_i(x, y) \) is the light intensity with no plasmas, and the detected intensity \( I'(x', y') \) with plasmas, where \( x' \)
and \( y' \) are new coordinates,

\[
x' = x + \Delta x = x + \theta_x l = x + l \int \frac{1}{\mu} \frac{\partial \mu}{\partial x} dz, \tag{2.13}
\]
\[
y' = y + \Delta y = y + \theta_y l = y + l \int \frac{1}{\mu} \frac{\partial \mu}{\partial y} dz. \tag{2.14}
\]

The relationship between the initial intensity \( I(x, y) \) with no plasmas and the detected intensity \( I'(x', y') \) with plasmas is expressed:

\[
I(x, y) \, dx \, dy = I'(x', y') \, dx' \, dy'. \tag{2.15}
\]

and if we neglect the product of \( \Delta x \) and \( \Delta y \), we obtain

\[
\left| \frac{\partial (x', y')}{\partial (x, y)} \right| \simeq 1 + \frac{\partial \Delta x}{\partial x} + \frac{\partial \Delta y}{\partial y}. \tag{2.16}
\]

\( I' \) is expressed using \( I \) and the coordinates \((x, y)\),

\[
\frac{I}{I'} = 1 + l \int \left( \frac{\partial}{\partial x} \left( \frac{1}{\mu} \frac{\partial \mu}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{1}{\mu} \frac{\partial \mu}{\partial y} \right) \right) dz, \tag{2.17}
\]
\[
\frac{I - I'}{I'} = l \int \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) (\ln \mu) \, dz. \tag{2.18}
\]

Equation (2.18) indicates that the change of light intensity roughly expresses the second derivative of the refractive index \( \mu \).

### 2.3 Self-emission measurements

The intensity of the self-emission from plasmas gives information of the electron temperature and/or density. In an optically thick plasma, it can be regarded as a blackbody radiator, and \( T_b = T_e = T_i \), where \( T_b, T_e, \) and \( T_i \) are a brightness temperature, an electron tempera-
ture, and an ion temperature, respectively. On the other hand, in an optically thin plasma, \( T_e \) should be much larger than \( T_b \), and \( T_e \) can be estimated from thermal bremsstrahlung emission. In our experiments, the plasmas created by high-power laser systems were mainly optically thin, and \( T_e \) should be much larger than \( T_b \). Nevertheless the measurement of \( T_b \) in optically thin plasma is important because it depends on both \( n_e \) and \( T_e \), and a sudden \( T_b \) change shows \( n_e \) and/or \( T_e \) jump. Evaluating the bremsstrahlung emission, we can estimate \( T_e \) from the intensity of self-emission from laser-created plasmas.

In the experiments, both time variation and two-dimensional spacial information were measured by a streaked optical pyrometer (SOP) and gated optical imager (GOI).

### 2.3.1 Blackbody radiation

When a body is in thermal equilibrium at the temperature \( T \) and it is optically thin, photons obey the Bose-Einstein statistics. The partition function \( Z \) is defined as

\[
Z = \sum_{i=0}^{\infty} e^{-E_i/k_B T} = \sum_{i=0}^{\infty} e^{-\beta \hbar \nu} = \frac{1}{1 - e^{-\beta \hbar \nu}},
\]

where \( \beta = 1/k_B T \), \( E_i \) is the \( i \)-th energy state, and \( \hbar \) is the Planck constant. The possibility for a photon in the energy state \( E_i = i \hbar \nu \) is

\[
\frac{e^{i\beta \hbar \nu}}{Z},
\]
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and therefore, the average energy is calculated as follows.

$$\langle E \rangle = \sum_i \frac{E_i e^{-\beta E_i}}{Z} \quad (2.22)$$

$$= -\frac{\partial}{\partial \beta} (\ln Z) \quad (2.23)$$

$$= \frac{h \nu}{e^{\beta h \nu} - 1} \quad (2.24)$$

In a phase space, the number of state in a volume $4\pi p^2 dp$ is calculated considering spin 1 for photon,

$$n_s = \frac{2 \times 4\pi (\nu/c)^2 d(\nu/c)}{h^3} = \frac{8\pi \nu^2}{c^3}. \quad (2.25)$$

As a result, the energy emitted per unit area per unit time per unit solid angle $B(T) d\nu$ is calculated from equations (2.24) and (2.25).

$$B_\nu(T) d\nu = \frac{c}{4\pi} \langle E \rangle n_s = \frac{2h\nu^3/c^2}{\exp(h\nu/k_B T) - 1} d\nu. \quad (2.27)$$

The function $B_\nu(T)$ is called the Planck law. If we calculate the Planck law in terms of the wavelength $\lambda$, we obtain $B_\lambda(T)$

$$B_\lambda(T) = \frac{2hc^2/\lambda^5}{\exp(hc/\lambda k_B T)}. \quad (2.28)$$

### 2.3.2 Thermal bremsstrahlung

When an electron passes by an ion, its orbit is bended and it emits bremsstrahlung radiation. Consider one electron passes by an ion with an impact parameter $b$. The emission intensity
In unit angular frequency is calculated as \[59\]

\[
\frac{dW}{d\omega} = \begin{cases} 
\frac{e^2}{6\pi^2\varepsilon_0 c^3} |\Delta v|^2 & (\omega \ll v/b) \\
0 & (\omega \gg v/b),
\end{cases}
\]

where \(\Delta v\) is the change of the electron velocity during the collision. The change of the electron momentum is calculated by multiplying the force perpendicular to the orbit by the interaction time:

\[
\Delta p = m\Delta v = \int_{-\infty}^{\infty} \frac{bZe^2}{4\pi \varepsilon_0 (x^2 + b^2)^{3/2}} 
\]

\[
= \frac{ze^2}{2\pi \varepsilon_0 vb},
\]

\[\text{(2.31)}\]

\[\text{(2.32)}\]

Therefore,

\[
\Delta v = \frac{ze^2}{2\pi \varepsilon_0 m vb}.
\]

\[\text{(2.33)}\]

The emission intensity in plasmas in unit volume unit time is calculated using equations (2.29) and (2.33), \(n_e\), and ion density \(n_i\),

\[
\frac{dW}{d\omega dV dt} = n_e n_i \int_{b_{\text{min}}}^{b_{\text{max}}} \frac{dW}{d\omega} \frac{2\pi bdb}{2\pi \varepsilon_0 m^2 c^3 v} \frac{g_{ff}}{12 \sqrt{3\pi^2\varepsilon_0^2 m^2 c^3 v}},
\]

\[\text{(2.34)}\]

\[\text{(2.35)}\]

where \(g_{ff} = \ln \left(\frac{b_{\text{max}}}{b_{\text{min}}}\right)\) is the Gaunt factor.

When \(T_e\) is high, electrons moving with thermal velocity emit bremsstrahlung radiation, that is, the thermal bremsstrahlung radiation. Assuming \(T_e\) distribution is Maxwellian, the
total emission intensity in the plasma is obtained by taking the average of equation (2.35),

\[
\frac{dW(T)}{d\omega d\Omega d\tau} = \int_{\nu_{\text{min}}}^{\nu_{\text{max}}} \frac{dW}{d\omega d\Omega d\tau} v^2 \exp\left(-\frac{mv^2}{2k_B T}\right) dv \\
= \int_{0}^{\infty} v^2 \exp\left(-\frac{mv^2}{2k_B T}\right) dv \\
= \frac{Z^2 e^6 n_e n_i}{6\sqrt{3\pi^{5/2}e_0^3 n_e^2 e_i^3}} \int_{0}^{\infty} \frac{m}{2k_B T} \exp\left(-\frac{mv^2}{2k_B T}\right) dv \\
(2.36)
\]

We obtain the emission intensity in terms of the frequency \( \nu = \omega / 2\pi \),

\[
eff = \frac{dW(T)}{d\nu} = \frac{Z^2 e^6 n_e n_i}{3\sqrt{3} m c^3 e_0^3 \pi^{3/2}} \int_{0}^{\infty} \frac{1}{\sqrt{2mk_B T}} \exp\left(-\frac{\hbar \nu}{k_B T}\right) g_{ff} \nu \\
(2.37)
\]

Equation (2.38) or (2.39) shows that the emission intensity does not strongly depend on \( T_e \) but on \( n_e \) especially in high-temperature plasmas.

### 2.3.3 Optical thickness

When a ray passes through plasmas, the emission and absorption have the following relationship

\[
\frac{dI_\nu}{ds} = -\alpha_\nu I_\nu + j_\nu, \\
(2.40)
\]

where \( \alpha_\nu \) and \( j_\nu \) are the coefficients of the absorption and emission, respectively, and \( I_\nu \) is the intensity of the light. Using a variable \( \tau_\nu \), which is defined by

\[
\tau_\nu = \int_{s_0}^{s} \alpha_\nu ds, \\
(2.41)
\]
equation (2.40) becomes

\[ \frac{dI_\nu}{d\tau_\nu} = -I_\nu + S_\nu, \]

(2.42)

where \( S_\nu \) is the source function defined by the emission and absorption coefficients: \( S_\nu = j_\nu / \alpha_\nu \). We can easily solve the above equation.

\[ I_\nu = I_\nu(0) + \int_0^{\tau_\nu} \exp(\tau'_\nu - \tau_\nu) S_\nu(\tau'_\nu)d\tau'_\nu \]

(2.43)

When \( S_\nu \) is constant at any places in the plasmas,

\[ I_\nu(\tau_\nu) = I_\nu(0)e^{-\tau_\nu} + S_\nu(1 - e^{-\tau_\nu}). \]

(2.44)

Here, we define the mean–free–path for photons \( l_\nu \)

\[ \alpha_\nu l_\nu = \langle \tau_\nu \rangle = \int_0^\infty \tau_\nu e^{-\tau_\nu} d\tau_\nu = 1. \]

(2.45)

If \( l_\nu \) is much larger than the plasma size, for example in low-density and high-temperature plasmas, the thermal bremsstrahlung emission can be observed. On the other hand, when \( l_\nu \) is small, the emission is expressed with the blackbody radiation.

2.3.4 Gated optical imager (GOI) and Streaked optical pyrometer (SOP)

Self-emission from laser-produced plasmas is detected by an ICCD camera or a streak camera. In our experiments, we observe the emission using band-pass filters which have the central wavelength of \( \sim 450 \) nm. When we use the ICCD camera as a GOI, we observe a two-dimensional image of the emission at a certain time. On the other hand, when we use the streak camera as a SOP, we observe the time evolution of an one-dimensional image. In chapter 4, we show the calibration methods of the GOI and SOP, and also the experimental
data. In chapter 5, we analyze the SOP to determine $T_e$ and $n_e$. 
Chapter 3

High Mach-number collisionless electrostatic shock generation

3.1 Introduction

Recently, PIC simulations have shown the possibilities for generation of collisionless shocks in counter-streaming plasmas without an external magnetic field[34, 30, 32, 31]. In Ref. [30], a collisionless shock was formed by the Weibel instability in counter-streaming plasmas. The possibility for an experiment with a high-power laser system was discussed in Ref. [32]. In a series of PIC simulations to study collisionless shock formation in such counter-streaming plasmas, an ES shock is produced in the early stages before the final electromagnetic-field-mediated shock is formed. It is found that the appearance of the ES shock is a transitional phenomenon and it disappears in a short time[34]. We have tried to measure this ES shock formation in counter-streaming plasmas, and were able to measure a large density jump that represents a shock. As a result, it is identified from the jump condition that the ES shock is strong, namely high Mach-number ($M > 10$), and the physical mechanism for the shock formation was proposed in Ref. [31]. In order to clarify the physical mechanism, we also carried out PIC simulations and found that ion reflection by the electrostatic
potential towards upstream region was essential to the formation of the shock.

In this chapter, we focus on the measurement and analysis of this ES shock, to investigate whether its theoretical model can be reproduced in the experiment in a two-boundary expanding plasma assumed in Ref. [31]. We show the measured data of a density jump which represents a collisionless shock in counter-streaming plasmas created by a high-power and long-pulse (1 ns) laser system without an external magnetic field. The density jump is about 3.9, which represents a high Mach-number shock generation. Quasi-one-dimensional PIC simulations show the excitation of a collisionless high Mach-number ES shock through the counter-streaming interaction of two plasma slabs with different temperatures and densities.

### 3.2 Experimental setup

The experiment was performed at the Shenguang-II laser facility in Shanghai, China. There are eight main beams with 260 J/beam, the wavelength is 351 nm ($3\omega$) and pulse width is 1 ns. Figure 4.6(a) shows the top view of the experimental setup. Our targets consist of two thin plastic (CH) foils. The size of each foil is $2 \text{ mm} \times 2 \text{ mm} \times 100 \mu\text{m}$, and the two foils are separated by 4.5 mm. Four beams were focused on the inner surface of one of the CH foils (first CH) with the incident angle of 60 degrees from the target normal direction, with a focal spot 150 $\mu\text{m}$ in diameter, giving an intensity of $\approx 6 \times 10^{15} \text{W/cm}^2$. A short-pulse laser with pulse width of 70 ps and wavelength of 527 nm ($2\omega$) was used for a probe laser. In the experiment, plasma expansion was measured with Nomarski interferometry and shadowgraphy. The interferometry is sensitive to the electron density, and the shadowgraphy depends on the second derivative of the electron density [60]. In the optical path for Nomarski interferometry, a Wollaston prism was placed near the focal spot of the probe laser. This prism can split incident light into two orthogonal, linearly polarized beams. Two polarizers were placed before the vacuum chamber and
after the Wollaston prism so that the two beams interfered at the photoelectric surface of an ICCD camera. In the path of the shadowgraphy, the incident probe beam passed through the plasmas and was directly detected by a second ICCD camera. Figure 4.6(b) shows the schematic view of our target. The plasma flow from the other CH foil (second CH) was produced by the radiation and/or plasma from the first CH. As a result, the counter-streaming plasma flows were created between the two foils and interacted with each other near the surface of the second CH.

The interferograms and shadowgraphs were taken in the same region and timing, and hence the density profile and the derivative of the density gradient can be compared.
3.3 Result

Figure 3.2: (a) The interferogram and (b) shadowgraph measured at \( t = 5 \) ns. (c) The interferogram and (d) shadowgraph measured at \( t = 9 \) ns. The horizontal coordinate \( x = 0 \) and 4.5 mm are the surface of the first and second CH foils, respectively. Four beams were focused on the first CH at \( x = 0 \) and \( y = 2.5 \) mm. (e) The density profile measured at \( y = 3.5 \) mm and \( t = 9 \) ns. A large density jump is observed at \( x \simeq 3.1 \) mm. (f) The average intensity profile of Fig. 3.2(d) for \( y = 3.0–4.0 \) mm.

The phase difference \( \delta \theta \) between two rays (one passes through plasmas and the other passes through vacuum) is expressed by an optical path length \( l \) as \( \delta \theta = \omega / (2 n_c c) \int n_e(l)dl \), where \( \omega \) is the frequency of the probe beam, \( n_c \) is the critical density, \( n_e \) is the electron density and \( c \) is the speed of light. Assuming that plasmas are created axially symmetrically, \( n_e \) can be calculated by Abel inversion with Bockasten’s method\[57, 58\].

Figures 3.2(a) and 3.2(b) show an interferogram and shadowgraph, respectively, measured at 5 ns after the peak of the main laser (\( t = 5 \) ns). The horizontal coordinate \( x \) represents the distance from the surface of the first CH. Some fine structures vertical to the flow direction are observed near the second CH in Fig. 3.2(b) at \( x \simeq 3.6–3.7 \) mm. Whereas
Figure 3.3: The density profiles measured at (a) $t = 3$ ns, (b) $t = 5$ ns, and (c) $t = 9$ ns. These profiles are calculated at the center of the target parallel to the symmetrical axis in each profile used for Abel inversion. (d) The $x$ position of given densities as a function of $t$. Filled regions in above figures are the regions where the interference fringes cannot be observed and the density cannot be calculated.

the density in this region is too high and the absolute value can not be calculated from the interferogram, there is a very large density gradient. Figures 3.2(c) and 3.2(d) show the interferogram and shadowgraph, respectively, measured at $t = 9$ ns. In Fig. 3.2(c), interference fringes suddenly shift and a large density jump exists near the second CH. Figure 3.2(e) shows the density profile at $y = 3.5$ mm and $t = 9$ ns. This large density jump is estimated with following equation:

$$n_e(x) = a + b \tanh((x - x_a)/W),$$  \hspace{1cm} (3.1)

where $a$, $b$, $x_a$, and $W$ are the parameters defined by fitting the density profile shown in Fig. 3.2(e). The downstream to upstream density ratio $n_1/n_0$, the width $W$, and the
position $x_s$ are evaluated as $n_1/n_0 = (a + b)/a = 3.89 \pm 0.85$, $W = 48.6 \pm 34.5 \mu m$, and $x_s = 3.12 \pm 0.02$ mm, respectively. The width $W$ has a large relative error of 71 %, however, it is smaller than $\sim 100 \mu m$. Figure 3.2(f) shows the average ($y = 3.0–4.0$ mm) intensity profile of Fig. 3.2(d). The intensity of the probe beam suddenly changes at the same position that the density jumps ($x \simeq 3.1$ mm). This sudden brightness change represents a large density change. The sharp structure at $x \simeq 3.6–3.7$ mm in Fig. 3.2(b) moved to $x \simeq 3.1$ mm as shown in Fig. 3.2(d) in 4 ns. This means that the observed density discontinuity propagates from right to left slowly ($v \simeq 130$ km/s). The range of $n_e$ calculated from the interferogram is about $1 \times 10^{18}–5 \times 10^{19}$ cm$^{-3}$.

Figures 3.3(a)–3.3(c) show the average ($y \simeq 2.3–2.7$ mm in Fig. 3.2) density profiles at $t = 3$ ns (not shown), 5 ns, and 9 ns, respectively. Figure 3.3(d) shows the $x$ position of given densities as a function of $t$ derived from Figs. 3.3(a)–3.3(c). Assuming that the plasmas start moving at $t = 0$ with constant velocities, the flow velocity $v_{\text{first}}$ of the plasma with $n_e \simeq 2 \times 10^{18}$ cm$^{-3}$ from the first CH is estimated as $v_{\text{first}} = \Delta x/\Delta t \simeq 2.5$ mm/3.0 ns $\simeq 830$ km/s, and the velocity from the second CH ($n_e \gtrsim 2 \times 10^{18}$ cm$^{-3}$) is $v_{\text{second}} = \Delta x/\Delta t \simeq 0.7$ mm/3.0 ns $\simeq 230$ km/s.

The ion-ion mean-free-path $\lambda_{ii}$, for the counter-streaming plasmas, is expressed as $\lambda_{ii} = 2\pi e_0^2 m_i^2 v^4/(n_i Z^4 e^4 \ln \Lambda)$ [61], where $m_i$ is the average ion mass $m_i \simeq Am_p$ (average mass number $A = 6.5$, $m_p$ is the proton mass), $v$ is the relative velocity of the counter-streaming plasmas, the average degree of ionization $Z = 3.5$ ($\text{C}^6+$, $\text{H}^+$), the average ion density $n_i = n_e/Z$, $e$ is the elementary charge, and $\ln \Lambda$ is the coulomb logarithm. The coulomb logarithm is calculated with the following formula with reduced mass $m_r = (1/m_{\text{first}} + 1/m_{\text{second}})^{-1} = m_i/2$, $\ln \Lambda = \ln(4\pi e_0 \lambda_D m_e v^2/(Z^2 e^2))$, where $m_{\text{first}}$ and $m_{\text{second}}$ are the ion masses coming from the first and second CH, respectively, and $\lambda_D$ is the Debye length. From the values of relative velocity $\simeq 1060$ km/s at $t = 3ns$ and electron density $n_e = 8 \times 10^{18}$ cm$^{-3}$, $\lambda_{ii}$ is calculated as $\lambda_{ii} = 35$ mm for the electron temperature $T_e = 1$ eV and 25
mm for $T_e = 1000 \text{ eV}$. At $t = 9 \text{ ns}$, a simple estimation gives $v = 4.5 \text{ mm/9 ns} = 500 \text{ km/s}$ and $\lambda_{ii} = 1.7 \text{ mm}$ for $T_e = 1 \text{ eV}$ and $1.2 \text{ mm}$ for $T_e = 1000 \text{ eV}$. It is difficult to estimate $T_e$ in our diagnostics, however $\lambda_{ii}$ does not strongly depend on $T_e$. Since the width of the measured density jump at $t = 9 \text{ ns}$ ($\simeq 100\mu\text{m}$) was much shorter than $\lambda_{ii}$, the countercurrenting plasmas created in our experiment are collisionless, and this density jump is due to collisionless interaction.

### 3.4 Simulation

#### 3.4.1 Collisionless shock formation

We performed a quasi-one-dimensional PIC simulations to investigate the ES shock formation and propagation in counter-streaming plasma flows\[34\]. The simulation is two-dimensional but we take 8 grids in the $y$ direction, which is small compared with 8192 grids in $x$ direction, so that the simulation is essentially one-dimensional in $x$ direction. The ratio of the ion mass to the electron mass is 1836. The ratios of the electron to ion temperatures are 4 in both plasma flows. Such a temperature difference between the ion and electrons is commonly seen in one-dimensional laser plasma hydrodynamic codes, for example, ILESTA-1D[62]. Therefore, such initial conditions for the PIC simulation is appropriate in the case of laser ablated plasmas.

Figures 3.4(a) and 3.4(b) show the phase-space plots of ions at $\omega_{pe}t = 800$ and 2000, respectively. The vertical axis is the ion velocity and the horizontal axes are the length in units of the electron inertial length $\lambda_e = c\omega_{pe}^{-1}$ at the top and that in $\mu\text{m}$ at the bottom. Figures 3.4(c) and 3.4(d) show the corresponding ion density distributions. The shocks are generated at about $\omega_{pe}t \sim 800$ and they propagate toward $\pm x$ directions. The electron temperature, density, and flow velocity are 50 eV, $2 \times 10^{18} \text{ cm}^{-3}$, and 800 km/s for the left-plasma, and 750 eV, $6 \times 10^{18} \text{ cm}^{-3}$, and 200 km/s for the right-plasma. The temperature
of the left-plasma is much higher than the right one at the laser timing. As time passes, the left-plasma is cooled down and the second CH is ablated by the radiation from the left-plasma or by the left-plasma itself. The kinetic energy of the left-plasma is converted to the thermal energy of the right-plasma near the second CH. Hence, after the laser timing, the temperature of the right-plasma is relatively higher than the left-plasma especially near the second CH.

Here, the measured values are used for the electron densities and flow velocities. It is clear that the incoming ions are slowed down or reflected at two shock fronts: $x/\lambda_e = 26.5$
and 27.8 ($x = 81.3$ and 85.3 $\mu m$) in Figs. 3.4(b) and 3.4(d), respectively. The density ratio of the left-side shock is about 5. It is clearly observed that there are reflected ions in the upstream region and the ion density is relatively higher than the initial density. The velocity of the left-side shock is about $v_s = 600$ km/s in the upstream rest frame, and a sound velocity in the upstream region is $C_s = 69$ km/s, therefore, the Mach-number of the left-side shock is $\sim 8.7$.

### 3.4.2 Time evolution of shock generation

Figure 3.5 shows the time evolution of the ion density profile. The parameters are same as those shown in Fig. 3.4. At $\omega_{pe}t = 0$, counter-streaming flows start to interact each other and two shocks propagate. The density increases in front of the left-side shock because of the reflected ions.

Figures 3.6(a)–3.6(h) show the phase-space plots of electrons [(a), (c), (e), and (g)], and of ions [(b), (d), (f), and (h)] at $\omega_{pe}t = 0, 5, 65, \text{and } 135$, respectively. Figures 3.6(a)
Figure 3.6: The phase-space plots of electrons [(a), (c), (e), and (g)], and of ions [(b), (d), (f), and (h)] at $\omega_{pe}t = 0, 5, 65,$ and 135.
Figure 3.7: The phase-space plots of electrons [(a), (c), and (e)], and of ions [(b), (d), and (f)] at $\omega_{pe} t = 750$, 1000, and 2050, respectively.
and 3.6(b) show the initial velocities of electrons and ions. Early in time at $\omega_{pe}t = 5$ (Figs. 3.6(c) and 3.6(d)), electrons are accelerated by an electrostatic potential at $x \simeq 76 \mu m$ while ions seem to be stable. At $\omega_{pe}t = 65$ (Fig. 3.6(f)), ions are decelerated by the electrostatic potential. At $\omega_{pe}t = 135$ (Fig. 3.6(h)), however, some of the ions are accelerated due to the electrostatic force between accelerated electrons and ions. As time passes, most ions are decelerated and shocks are generated as shown in Figs. 3.7(a)–3.7(f). Some of the decelerated ions are reflected at the shock as shown in Fig. 3.7(d), and these reflected ions and ions with initial velocities from left-side form the counter-streaming condition. Some of the reflected ions are also decelerated in front of the left-side shock as shown in Fig. 3.7(f) at $x \simeq 77 \mu m$.

Figure 3.8: The electric field (top), electron density (middle), and the difference between the electron and ion densities (bottom) at (a) $\omega_{pe}t = 25$, (b) 350, and (c) 800.
Figure 3.8 shows the profiles of the electric field $E_x$, $n_e$, and the difference between $n_e$ and $n_i$ (i.e. $(n_e - n_i)/n_i0$), where $E_x = c(n_{e0}m_e/e_0)^{1/2}$ and $n_i0$ is the initial ion density from the left plasmas, at (a) $\omega_{pe}t = 25$, (b) 350, and (c) 800. At the beginning of the two-plasma interaction, a large negative ambipolar electric field is generated between electrons and ions in the right-side plasmas as shown in Fig. 3.8(a) since the plasma density is higher in the right-side plasma. As time passes, the electric field becomes small because right-side ions begin to move to negate the charge difference as shown in Fig. 3.8(b). When the initial electric field is sufficiently large, however, ions in left-side plasmas are decelerated by the electric field even if it becomes weak, and it grows as shown in Fig. 3.8(c). As a result, the electric field becomes large to decelerate and reflect ions, and the shocks are generated.

### 3.4.3 Parameter dependence on shock formation

![Figure 3.9](image-url)

Figure 3.9: Simulation results (a) in various electron temperatures of left– and right–side of a shock, and (b) in various right–side temperatures and density ratios of right–side to left–side. Circles show simulations results in which collisionless shocks were generated, and cross marks show the results in which no shock were generated.

In the previous subsection, we observed the high-Mach number shock formation, however, shock formation mainly depends on the temperature of right plasmas. Figures 3.9(a)
and 3.9(b) show that no collisionless shocks are generated if the temperature of right–side plasma is low.

The propagation velocity of the left-side shock in the simulation frame is slow compared with the initial flow velocity as discussed in the previous subsection. Other simulations in which shocks are generated show similar results, and this explains that high Mach-number ES shock can be generated when a high-temperature (> 600 eV) plasma flow collides with a low-temperature (∼ 10 eV) plasma flow.

3.5 Discussion

The Abel inversion is expressed as the summation of discrete values instead of integral of phase difference: 

\[ n_e(j) = \frac{1}{r_0} \sum_{k=0}^{n-1} a_{jk}(\delta \theta)_k, \]

where \( a_{jk} \) are coefficients, \( n \) is the number of pixels in the cylindrical symmetry and \( r_0 \) is the radius of symmetry. At the center of the axis of cylindrical symmetry, the noise in the phase accumulate in the summation[57]. Since the phase profile was smoothed before Abel inversion to reduce the noise, the rapid density change became moderate, and the width in Fig. 3.2(e) should be shorter \((W < 100 \mu m)\). In Fig. 3.2(b), the interference fringes suddenly change at \( x \simeq 3.1 \) mm in 50 \( \mu m \). In the interferogram, the spatial resolution was defined by the width of the smallest fringes and the resolution of the ICCD camera. Considering the smallest fringe \((\simeq 50 \mu m)\) and the resolution of ICCD camera \((\simeq 39–52 \mu m)[63]\) including the magnification of our diagnostics \((\simeq 1)\), an observed fringe shift of \( \simeq 50 \mu m \) was almost the minimum value.

Shock formation in the interaction of two plasmas is commonly observed in space plasmas and also in the universe, for example, co-rotational interaction regions (CIRs), SNRs, and astrophysical jets. ES collisionless shocks have been generated and investigated by PIC simulations using counter-streaming plasmas[38, 64, 31, 34]. Moreover, Sorasio et al. reported high Mach-number electrostatic laminar shock formation by the collision of slabs of plasmas with different properties (temperatures, densities). The quasi-one-dimensional
PIC simulation shown in Figs. 3.4(a)–3.4(d) represents an ES shock formation in counterstreaming collisionless plasmas in the similar conditions as the experiment such as the densities and flow velocities. Different from the experiment, the PIC simulation was carried out under idealistic conditions, consequently the density jump of \( \sim 5 \) is affected by strongly reflected ions. We think, however, this shock is a strong one and comparable to the experimental density jump quantitatively. Because of the large spacial resolution of IF (\( \sim 50 \mu m \)), it is difficult to measure the calculated fine structures of the ES shock, such as the shock width of few \( \mu m \) and the contribution of reflected ions as shown in Fig. 3.4(d). Considering the width of the density jump, the time scale, and the conditions of counterstreaming plasmas in the experiment and the PIC simulation, it is appropriate to regard the density discontinuity in the experiment as a collisionless shock.

It is clear that the two different kinds of shocks are possibly produced in different times from not only the PIC simulation[34], but also the theoretical work[31] in counterstreaming plasmas. One is ES shock and the other is “Weibel-mediated” shock. In the latter case, the dissipation mechanism is provided by the magnetic field generated by the Weibel instability. In order to identify the observed shock wave is different from the Weibel-mediated shock, we have used mainly the difference of the shock widths predicted by the PIC simulation results[34, 30, 32]. The “Weibel-mediated” shock should create filamentary structures in the shock transition region[30] which is not observed in our experiment. The width of density transition region is evaluated as \( W \approx 100c/\omega_{pi} \), where \( \omega_{pi} \) is the ion plasma frequency[30]. In the experiment, \( c/\omega_{pi} \) is evaluated as \( \approx 110 \mu m \) for \( n_e = 8 \times 10^{18} \text{ cm}^{-3} \), and \( W \approx 11 \text{ mm} \) which is much larger than the observed structure. In the case of the ES shock, the width of transition region is much shorter than that of “Weibel-mediated” shock, and evaluated as \( 0.5c/\omega_{pe}[34] \). The electron inertial length \( \lambda_e = c\omega_{pe}^{-1} \) evaluated from the experiment is \( \approx 2 \mu m \) for \( n_e = 8 \times 10^{18} \text{ cm}^{-3} \) which is much smaller than the spatial resolution. The observed shock with the width of \( \approx 50 \mu m \) is not regarded as a
“Weibel-mediated” shock but an ES collisionless shock.

For a shock in a perfect gas, the ratio of the plasma densities is expressed as \( n_1/n_0 = v_0/v_1 = (\gamma + 1)M^2/((\gamma - 1)M^2 + 2) \), where \( n_0 \) (\( v_0 \)) and \( n_1 \) (\( v_1 \)) are the upstream and downstream density (velocity) under the static system of the shock, respectively[65]. In Fig. 3.2(e), the plasma density at \( x > 3.1 \text{ mm} \) (\( n_1 \approx 6.1 \times 10^{18} \text{ cm}^{-3} \)) is 3–5 times larger than the density at \( x < 3.1 \text{ mm} \) (\( n_0 \approx 1.6 \times 10^{18} \text{ cm}^{-3} \)). In the limiting case of a strong shock (\( M \gg 1 \)), the density ratio is equal to \( n_1/n_0 = (\gamma + 1)/(\gamma - 1) = 4 \) with \( \gamma = 5/3 \) for a monoatomic gas. The experimental result is consistent with the case of the strong shock. If we regard the density jump of \( n_1/n_0 = 3.9 \) is due to the shock and the effective specific heat ratio \( \gamma = 5/3 \) is assumed, the Mach-number is very large \( M \approx 11 \) which is above the prediction of the classical theories for ES shocks.

As shown in quasi-one-dimensional simulations (Fig. 3.4), the high Mach-number ES shocks are created and propagate steadily in counter-streaming flows which have different temperatures and densities. We speculate that the shock is kept steady state due to the pressure balance between the pressure of the ion from the upstream enhanced by the contribution of the reflected ion component and that of the electrostatic field stemming from the high-temperature electrons in the downstream. In Ref. [34], however, two-dimensional PIC simulation shows that the ES shock is destroyed due to the electrostatic ion-ion instability in front of the shock, and much later, the electromagnetic (EM) Weibel instability develops. The time scale of the ES shock disappearance is \( \omega_{pe} t \sim 5000 \), that is \( t \sim 5000/\omega_{pe} \sim 30 \text{ ps} \) in the experiment for \( n_e = 8 \times 10^{18} \text{ cm}^{-3} \). This value is too small compared with the experimental results \( t = 5 \) or 9 ns. However, when the shock propagates in the plasma whose density is decreasing, like laser-produced plasmas or the surface of SNRs, the strength or energy of the shock increases infinitely[66]. In laser-produced plasmas or ablated plasmas by radiation, the plasma density is not uniform and have a large gradient. The generated ES shock can become stronger and have larger energy propagating in the ablated plasmas.
and hence, the shock can be strong and keep steady state such a long time. In a recent paper, a new theory is proposed and it is concluded that a very strong ES shock can be generated when counter-streaming plasma flows with different temperatures and densities interact each other[31]. This is the case of our experiment, and we think we have observed such a strong shock in the present experiment.

3.6 Conclusion

We have reported strong ES collisionless shock generation in high-speed counter-streaming plasma flows without an external magnetic field. A large density jump is observed both in the interferogram and shadowgraph at the same position. The width of the density jump is much shorter than the ion-ion mean-free-path, and hence the measured density jump is a collisionless shock. This shock is not an EM shock but an ES shock because the shock width is much shorter than the prediction of the PIC simulation[30]. This high Mach-number shock can be generated in counter-streaming plasmas that have different temperatures and densities, as shown theoretically in Ref. [31], and numerically by quasi-one-dimensional PIC simulation. The PIC simulation shows that the high Mach-number ES shock is maintained by the balance between the pressure of upstream ions enhanced by reflected ions and that of the electrostatic field stemming from high-temperature electrons in the downstream.
Chapter 4

Temperature measurements in collisionless shock experiments

As we described in section 2.3, the streaked optical pyrometer (SOP) shows the time variation of an one-dimensional brightness distribution through the slit of streak camera, and the gated optical imager (GOI) shows a two-dimensional spacial information of plasma structures. The sensitivities of two detectors are calibrated by different methods, and both detectors show nearly identical brightness temperatures at the same time and position.

In this chapter, we will show the first experimental observation of jet collimation in collisionless counter-streaming plasma flows with shadowgraphy, and evaluate the brightness temperature and electron temperature with the GOI and SOP. Y. Kuramitsu et al. reported the observation of jet collimation in counter-streaming plasma flows with shadowgraph techniques[67]. In this chapter, we will estimate the plasma temperatures using optical pyrometers. First, we show the calibration methods of two detectors to determine $T_b$ of the laser-produced plasmas, and next, the experimental results which was performed with Gekko-XII HIPER laser system (GXII) at Institute of Laser Engineering, Osaka University. The calibration results of two detectors agree with each other within 20–30%. After that, we will estimate $T_e$ of the laser-produced plasmas in the jet experiments concerning the
bremsstrahlung emission.

## 4.1 Calibration

To determine the temperature of plasmas produced with a high-power laser system is important\(^{[68]}\), in the shock experiments\(^{[48, 49, 69, 70, 71]}\) and the jet experiments\(^{[67]}\). A brightness temperature \(T_b\) is derived by assuming that the brightness of the emission from a plasma at a certain wavelength is equal to that of the blackbody radiation at the same wavelength as \(I_\lambda = B_\lambda(T_b)\), where \(I_\lambda\) is the brightness of the emission and \(B_\lambda(T)\) shows the Plank’s law. The radiative transfer equation is expressed by absorption \((\alpha_\lambda)\) and emission \((j_\lambda)\) coefficients as \(dI_\lambda/ds = -\alpha_\lambda I_\lambda + j_\lambda\), where \(s\) is the length along the ray. This equation takes simple form using the optical path length \(\tau_\lambda = \int_{s_0}^{s} \alpha_\lambda(s')ds'\),

\[
\frac{dI_\lambda}{d\tau_\lambda} = -I_\lambda + S_\lambda,
\]

where the source function \(S_\lambda\) is defined as the ratio of the emission coefficient to the absorption coefficient: \(S_\lambda = j_\lambda/\alpha_\lambda\). Assuming that \(S_\lambda\) is constant and the initial intensity \(I_\lambda(0) = 0\), above equation can be solved easily as

\[
I_\lambda(s) = S_\lambda(1 - e^{-\tau_\lambda}). \tag{4.1}
\]

From Kirchhoff’s law for thermal emission, the thermal transfer equation is shown as \(^{[59]}\)

\[
I_\lambda(s) = B_\lambda(1 - e^{-\tau_\lambda}). \tag{4.2}
\]

In the case of optically thick plasmas, \(\tau_\lambda \gg 1\) and the intensity of brightness is blackbody intensity; \(B_\lambda(T_b) = I_\lambda = B_\lambda(T)\) and \(T = T_b\). On the other hand, if the plasma is optically thin, \(\tau_\lambda \ll 1\), and then \(B_\lambda(T_b) = I_\lambda \simeq \tau_\lambda B_\lambda(T)\) and \(T \gg T_b\). The absolute intensity of the self-emission from laser-produced plasmas at the wavelength of 450 nm was measured with the GOI and SOP. The \(T_b\) is calculated from the intensity of the self-emission from
a plasma and, therefore, it is necessary to calibrate the sensitivity of detectors and the transmittance of all optics.

The total energy detected by the detectors in the GXII experiment is estimated by assuming the blackbody radiation from a single-wavelength light, with the Plank function $L(\lambda, T)$, the transmittance of all optics $T_r(\lambda)$, the source size which corresponds to a pixel in the camera $\Delta x$, the exposure time $\Delta t$, solid angle of a first lens from the target $\Delta \Omega$ and sensitivity of the detector $\eta(\lambda)$,

$$E(T) = \int L(\lambda, T) T_r(\lambda) (\Delta x)^2 \Delta t \Delta \Omega \frac{\eta(\lambda_0)}{\eta(\lambda)} d\lambda,$$

where $\lambda_0$ is the wavelength of the center of the bandpass filter.

### 4.1.1 GOI

The relationships between an incident energy and digital outputs of the GOI or SOP are calibrated. After the calibration, the energy can be derived from the digital outputs of the detectors, and also can be converted to $T_b$.

The ICCD camera (DH734, Andor) was used as the GOI and calibrated using a standard lamp (CL6_H, Bentham). This lamp was pre-calibrated at a certain distance from the light source. Figure 4.1 shows the setup for the calibration of the GOI. We measured the digital output of the ICCD camera by changing the distance between the lamp and the camera. $l_0$ is the position of virtual light source assuming that the light is coming from a point source considering the spread angle. $l_1$ is the pre-calibrated position and $l_2$ is the surface of cathode of the ICCD camera. Using $l_0$, $l_1$, $l_2$, and calibrated energy density measured at $l = l_1$, the energy density at $l = l_2$ is calculated as $E_2 = E_1 (l_1 - l_0)^2 / (l_2 - l_0)^2$. Figure 4.2 shows the obtained relation between input energy and output counts. The result shows good linearity up to $8 \times 10^8$ counts ($\sim$ 2000 counts / pixel) which are enough to apply to
Figure 4.1: Calibration setup of the GOI. \( l_0 \) is virtual light source position calculated back from the spread angle of light, \( l_1 \) is the pre-calibrated position, and \( l_2 \) is the position of the cathode in the GOI.

The experimental data which is within 100–400 counts.

4.1.2 SOP

Figure 4.3(a) shows the calibration setup for the SOP. A Picosecond Laser Pulser (PLP-10, Hamamatsu) was used as a short-pulse light source and the emitted light was focused through two lenses on the slit of the streak camera (SOP) and an energy probe (RjP-465, Laser Probe Inc.). Figure 4.3(b) shows the CCD image taken by the streak camera. The vertical axis shows the time (~ 30 ns / 1024 pixels), and the horizontal axis shows the spacial position on the slit in front of the streak camera. Figures 4.3(c) and 4.3(d) show the integrated profiles on x– and y–axis, respectively. Integrating signals in Fig. 4.3(a), total digital counts can be obtained. To determine the real signal, we separated the total CCD image into two regions: “signal region” and “background region”. “signal region” is the region that contains signal of light pulse nearly at the center of the CCD. The expected
Figure 4.2: The relationship between input energy and output counts. The typical statistical errors are 2.3 % in the energies and 0.12 % in the counts.

signal position $s_x$ and $s_y$ were calculated by following formula

$$
{s_x}_i = \frac{\sum_i x_i C(x_i)}{\sum_i C(x_i)},
$$

(4.4)

where $x_i$ represents $x$ or $y$, and $C(x_i)$ is the digital counts obtained at position $x_i$ in Fig. 4.5(a). The signal region is defined by the distribution of Figs. 4.5(b) as $s_{x_i} - 5\sigma_{x_i} \leq x_i \leq s_{x_i} + 5\sigma_{x_i}$, where $\sigma_{x_i}$ is the standard deviation of the distribution of Figs. 4.5(a) and 4.5(b),

$$
\sigma^2_{x_i} = \frac{\sum_i (x_i - s_{x_i})^2 C(x_i)}{\sum_i C(x_i)}.
$$

(4.5)

The “background region” is the whole region which excludes the “signal region”. The average signal in a pixel $C_{\text{avr,blk}}$ is estimated by taking average in the “background region”

$$
C_{\text{avr,blk}} = \frac{\sum_{\text{background}} C(x, y)}{\sum_{\text{background}} 1},
$$

(4.6)
and the estimated signal is obtained with $C_{\text{avr, bk}}$ by integrating in the “signal region”

$$C_{\text{sig}} = \sum_{\text{signal}} (C(x, y) - C_{\text{avr, bk}}).$$  \hspace{1cm} (4.7)

Figure 4.3: (a) The experimental setup for the calibration of the SOP. A light pulse was used as a light source, and about the half of total energy was detected by the energy probe. (b) The example of a CCD image of the streak camera. The vertical axis shows the time ($\sim 30$ ns in 1024 pixels), and the horizontal axis shows the spatial position in the slit in front of the streak camera. The integrated profiles along (c) $x$ axis and (d) $y$ axis, respectively.

In the calibration of the SOP, we used the light pulse which has a single-wavelength ($\sim 672$ nm). In the GXII experiment, the plasma self-emission is, however, detected at $\sim 450$
Figure 4.4: The relation between the input energy and the output digital counts. The typical statistical errors are 0.33 % in the energies and 1 % in the counts, respectively.

Figure 4.5: (a) The image of the uniform light. The profiles at the center of Fig. 4.5(a) along (b) $x$ axis and (c) $y$ axis.
nm wavelength ($\lambda_0$ in equation (4.3)), and the digital counts $C(x_i)$ is corrected as

$$C_{\text{err}}(x_i) = C(x_i) \cdot \frac{\eta(\lambda_0)}{\eta(\lambda_1)},$$  

(4.8)

where $\eta$ is the sensitivity of the SOP, $\lambda_0$ is the wavelength of the center of the bandpass filter, and $\lambda_0$ is the wavelength of the PLP.

Figure 4.4 shows the relation between the input energy of the estimated signals and the digital counts which is obtained by the streak camera assuming $\lambda = \lambda_0$. The linearity is satisfied up to $1.1 \times 10^6$ counts ($\sim 1400$ counts / pixel). This value is larger than typical experimental values $\sim 100$–$500$ counts / pixel.

Moreover, the sensitivity of the CCD camera in the streak camera is not uniform; at the edge of the CCD camera it decreases to less than 50% of that at the center. This non-uniformity was measured with a Xe lamp which has an uniform spacial distribution. Figure 4.5(a) shows the contour of the CCD image of the spacially uniform lamp. Figures 4.5(b) and 4.5(c) show the projections on x– and y– axis, respectively. They show that the sensitivity at the edge of the cathode of the CCD camera decreases rapidly. This effects mainly results from the lense between “Streak tube” which consists of photo-cathode, deflection plates to apply the sweeping voltage, and phosphor screen, and the CCD camera.

### 4.2 Application to GXII experiment

The jet formation experiment was performed with GXII HIPER laser system. Figure 4.6(a) shows the schematic view of the target. Our target consists of two thin plastic (CH) foils which have the thickness of 10 and 60 $\mu$m, respectively. They are separated by 4.5 mm and 10 $\mu$m-foil (first foil) is irradiated by laser pulses to create plasma flows at the rear-surface of the first foil. The other foil (second foil) is ablated by the radiation from the plasma and/or laser pulses which transmit an underdense plasmas created around the first
foil. The plasmas are created by four laser pulses of energy ~ 120 J/pulse, wave length 351 nm, pulse width 500 ps in FWHM, and spot size of 300 μm diameter in each pulse. The radiation of the created plasma at the rear-surface of the first foil ablate the second foil, resulting in the formation of counter-streaming plasma flows between two foils. Figure 4.6(b) shows the top view of optical diagnostics. The plasmas are diagnosed by a probe laser with the shadowgraphy, interferometry and streaked interferometry, and self-emission measurements with the SOP and GOI.
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Figure 4.6: (a) Schematic view of the target design. The target consists of two CH foils, and one side of the CH foils is irradiated by the laser pulse. (b) The Top view of the experimental optics. There are two kinds of diagnostics; one is probe diagnostics such as shadowgraphy, interferometry, and streaked interferometry, and the other is the self-emission measurement which includes the SOP and GOI.

Band-pass filters were placed in front of the detectors to measure the intensity of an
emission in a certain wave length; in our experiment, the band-pass filters which have 450 nm central wavelength were used.

It is necessary for the calculation of $T_b$ to calibrate the detectors and also to measure the transmittance of all optics. In following section, we will show the transmittance measurements and calculation of $T_b$.

### 4.2.1 Transmittance of optics

The transmittances of chamber window, super notch filter, and high– and low–pass filters are measured with a spectral photometer (HITACHI, U4100). Figure 4.7(a) shows the transmittance of the optics including chamber window made of quartz glass, super notch filter, and high– and low–pass filters to cut the main laser pulse ($\omega$, $3\omega$). Figure 4.7(b) shows the transmittance of of the band-pass filter (SIGMA KOKI, VPF-25C-10-45-45000) and the optics which is shown in Fig. 4.7(a). The transmittances of lenses are measured with the PLP and energy probe, and the reflectivity of all aluminum mirrors (TFAN, SIGMA KOKI) are assumed as $\sim$ 92%.

The relationship between $E(T_b)$ and $T_b$ in equation (4.3) is shown in Figure 4.8. The
emission energies are nearly proportional to the brightness temperatures.

4.2.2 Brightness temperatures

Figures 4.9(a) and 4.9(b) show the profiles of $T_b$ after the calibration of the GOI and SOP, respectively. Both results are consistent within 30 % accuracy and they show very similar profiles. Figure 4.9(a) is taken at $t = 25$ ns from laser irradiation. The position of the slit in front of the streak camera is shown in Fig. 4.9(a) with white line. Four lasers irradiate the first foil at $(x, y) = (1.5 \text{ mm}, 3.6 \text{ mm})$ from the left side. Figure 4.9(b) shows the time evolution of the self-emission at the slit position. The vertical axis shows the time after the main laser and the horizontal axis shows the slit region. This figure represents that the
Figure 4.9: The brightness temperature $T_b$ of (a) the GOI and (b) SOP, and the profiles at $t = 25$ ns of (c) the GOI and (d) SOP. The white line in Fig. 4.9(a) shows the slit position where the SOP is measured. The positions $x = 0$ and 4.5 in Fig. 4.9(b) show those of the target surfaces. Figure 4.9(a) and 4.9(b) are taken in the same shot, and 4.9(c) and 4.9(d) show the same timing at the same position. The difference in $T_b$ between two detectors is within 20–30%.

Figure 4.10: (a) The time variation of $T_b$ obtained by the SOP, and (b) the profiles at $t = 0.5$ ns.
counter-streaming plasma flows are created between two foils when one side of the foils is irradiated by a laser pulse. The other foil is ionized by the radiation from the expanding plasma at the first foil almost at the same time as the first foil.

Figure 4.10(a) shows the time variation of $T_b$, and Figure 4.10(b) shows the profile which shows the maximum brightness in Fig. 4.10(a) at $t = 0.5$ ns. The maximum value of $T_b$ is $\sim 800$ eV at the laser timing near the surface of the first-foil. Using a flux-limited heat transport model, we can estimate the electron heat flux as $f n_e T_e \sqrt{T_e/m_e}$, where $m_e$, $n_e$, $T_e$ are the electron mass, number density, and temperature, respectively. Assuming the half energy is absorbed at lower density than critical, and the rest half energy is absorbed at the critical surface, the electron temperature is evaluated as $T_e \sim 1$ keV using the following formula:

$$I/2 = f n_e T_e \sqrt{T_e/m_e}, \quad (4.9)$$

where $I$ is the laser intensity, and $m_e$ is the electron mass. The derived $T_b \sim 800$ eV is more or less the same as rough evaluation of $T_e \sim 1$ keV from equation (4.9), and during the laser irradiation, the temperature of plasmas near the critical surface is equal to the brightness temperature.

### 4.3 Temperature estimation in shock experiment

The SOP and GOI are normally used in optically thick plasmas and these plasmas are regarded as blackbody or greybody radiator. However, in our experiment, the plasma density between two foils is optically thin, because the probe beam coming from the transverse direction of the plasma expansion can be detected in interferometric and shadowgraph diagnostics through the plasmas. In even optically thin plasmas, however, optical pyrometer systems are important because they depend on the electron density and temperature.
Figure 4.11: The brightness temperatures assuming the bremsstrahlung emission with the plasma size of 1 mm in various electron densities.
Figure 4.12: Electron temperatures for various values of $n_e$ and plasma size in the case of $T_b = 2$ eV. In the white region, $T_b$ is not expressed by bremsstrahlung emission. The highest $T_e$ is set to 1 keV because of the measurable highest brightness temperature $\sim 800$ eV and the evaluation of the electron temperature $\sim 1$ keV from flux-limited model.

In optically thin plasmas, $T_e$ is much larger than $T_b$, and the emission intensity is evaluated by bremsstrahlung emission as below[59] in CGS unit:

$$
\epsilon^f_f = \frac{dW}{d\lambda dt dV} = \frac{32\pi e^6}{3mc^2\lambda^2} \sqrt{\frac{2\pi}{3m}} \frac{Zn_e^2 e^{-hc/\lambda T_e}}{\sqrt{T_e}} g_{ff},
$$

(4.10)

where $\epsilon^f_f$ is the bremsstrahlung emission per wavelength per unit time per volume, $Z$ is the degree of ionization, $h$ is the Planck constant, $T_e$ is the electron temperature in eV unit, and $g_{ff} \sim 1$ is the gaunt factor. Defining the wave length with a band pass filter, $\epsilon^f_f$ depends on the electron density and temperature. The electron density can be measured by the interferometry and the measurable density is about $1 \times 10^{18} - 1 \times 10^{19}$ cm$^{-3}$. Assuming the electron density $n_e = 4 \times 10^{18}$ cm$^{-3}$ and plasma size of 0.1 cm (transverse to the plasma
expansion), the electron temperature can be evaluated using Fig. 4.11 as \( T_e = 2 \text{ eV} \) for optically thick plasmas, and \( T_e = 20 \text{ eV} \) for optically thin plasmas. Figure 4.12 shows the electron temperatures with the various plasma sizes and the electron temperatures. In white region at left below, the self-emission intensity can not be explained by bremsstrahlung emission using these parameters, and upper-right region shows the electron temperature which is larger than 1 keV.

Figure 4.13: The shadowgraphs which are taken (a) before and (b) \( t = 15 \text{ ns} \) after the target irradiation with main laser.

Figures 4.13(a) and 4.13(b) show the shadowgraph images obtained before the laser shot and \( t = 15.5 \text{ ns} \) later, respectively. The left foil (first foil) was irradiated by four laser beams and the plasma (first plasma) was created at the rear-side of the first foil. The right foil (second foil) was ionized by the radiation from the first plasma, and the plasma which has low density and temperature was created. In counter-streaming plasmas between two foils, the first plasma was collimated because of the existence of an ambient low-density plasma from the second foil. On the other hand, when the single foil was irradiated, no plasma collimation was observed (not shown). This indicates that the collisionless counter-streaming plasma is essential for the plasma jet collimation.

The plasma collimation was observed at \( t = 15.5 \text{ ns} \), and it is also measured by the SOP.
Figure 4.14: The brightness temperatures at $t = 15.5$ ns measured with the SOP. The position $x = 0$ mm is the target surface of the first foil, and $x = 4.5$ mm is the surface of the second foil. The expanding plasma from the first foil has the brightness temperature of $\sim 6$ eV.

The profile of the brightness temperature is shown in Fig. 4.14. The brightness temperature of the first plasma is $\sim 6$ eV at $x = 2$ mm, and that of the plasma from the second foil is $\sim 2$ eV at $x = 3$ mm in counter-streaming plasmas. Assuming the bremsstrahlung emission, the electron temperature at the position $x = 2$ mm is evaluated as $T_e = 70$ eV for the plasma size $l = 2$ mm and the electron density $n_e = 6 \times 10^{18} \text{ cm}^{-3}$, and $T_e = 10$ eV for $l = 1$ mm and $n_e = 6 \times 10^{18} \text{ cm}^{-3}$.

Using the evaluated values of the electron temperature $T_e = 70$ eV, the counter-streaming plasma velocity $v_1 = 4.5\text{ mm/15.5 ns} = 290 \text{ km/s}$, and the electron density $n_e = 6 \times 10^{18} \text{ cm}^{-3}$, the ion-ion mean-free-path is calculated as $\lambda_{ii} = 0.5$ mm. This value is less than the scale of our target $\sim 4.5$ mm, however, this is much larger than the size of the density or temperature changes which are a few hundreds microns. The counter-streaming plasmas are collisionless, and these collisionless plasmas can cause the collimation of the plasma jet.
4.4 Conclusion

We have reported the plasma jet collimation in collisionless counter-streaming plasmas with the shadowgraphy and self-emission measurements. Two self-emission diagnostics (the GOI and SOP) were calibrated with different methods and the results of the brightness temperatures were consistent within 30%. From the shadowgraphy, the collimation of the plasma jet was observed and the plasma temperatures near the collimating plasma was evaluated by the SOP.
Chapter 5

Collisionless shock associated with plasma jet

5.1 Introduction

Jets in the universe are well collimated as observed in Young stellar objects (YSOs), in young stellar systems, active galactic nuclei (AGNs), galactic black holes, and gamma-ray bursts (GRBs). The physical mechanisms of jet formations and collimations are, however, not well understood. A lot of studies to investigate such phenomena have been performed theoretically, numerically, and observationally; for example, effects of an ambient medium[72], radiative cooling of a jet[73], presence of an external magnetic field[74], and dynamics of jet propagation in interstellar medium[75]. A high Mach-number jet which propagates into an ambient gas or plasma generates a bow shock as a forward shock in the ambient media, and a reverse shock or rarefaction wave opposite to the propagating jet. This jet is separated from the ambient media by a contact discontinuity, which suppresses transverse expansion of the jet and collimates the jet for a long distance.

Kuramitsu et al. have studied plasma jet collimation in counter-streaming plasmas.[67] They suggest that a collisionless shock is one of the possible causes for observed jet con-
finement. However, no clear experimental evidence in favor of this is presented, and the formation of shocks within the experiment is not investigated.

In this chapter we discuss the formation of a collisionless shock within the experiment, showing time evolution data which makes clear the formation of a shock discontinuity within the plasma. The experimental conditions for the generation of the counter-streaming plasmas are given in [67]. A shock is observed in the counter-streaming plasmas, while no shock is observed without a counter flow: It is clarified that the counter-streaming interaction is essential for the generation of a shock. The shock formation is confirmed by the time evolution of self-emission measurements, in which a sudden emission change is observed in space and time. The relative velocity of counter-streaming plasmas is so high that their interaction can be regarded as collisionless and the created shock is a collisionless shock. The formation of the collisionless shock is speculated to generate the effective pressure through the electrostatic field so as to prevent the transverse expansion of the jet produced in the same time.

5.2 Experiment

The experiments were performed with the Gekko-XII (GXII) HIPER laser system at Osaka University, frequency tripled Nd:Glass laser (351 nm) which have the energy of \( \sim 120 \text{ J/beam} \) in 500 ps pulse duration. The focal spot diameter was 300 \( \mu \text{m} \), and four laser beams were focused on a surface of target with a separation of 100–250 \( \mu \text{m} \) between each beam to make an inhomogeneous density profile in the plasma flow.

We used two kinds of targets: One is double-plane target that consists of two CH foils which have the thicknesses of 10 \( \mu \text{m} \) and 60 \( \mu \text{m} \), and the other is single-plane target that consists of only one 10 \( \mu \text{m} \) thick foil. Figure 5.1 shows the schematic view of the double-plane target. Four laser beams were focused on the 10 \( \mu \text{m} \) thick foil (first foil) and plasma flows were created at the rear-side of the first foil. The second foil was also ablated by
Figure 5.1: (a) A schematic view of double-plane target. We used two kinds of targets. One is double-plane target that consists of two foils which have 10 μm and 60 μm thickness, and the other is single-plane target that consists of only one plane of 10 μm thickness. (b) The Top view of the experimental optics. The probe diagnostics are measured by interferometry (IF), streaked interferometry (SI) and shadowgraphy (SG). The self-emission was measured by a streaked optical pyrometer (SOP) and a gated optical imager (GOI).
Figure 5.2: (a) The emission energy obtained by the SOP. The vertical axis shows the time variation after laser irradiation and the horizontal axis shows the distance between two foils. The profiles of the emission energy obtained at (b) $t = 2.0$, (c) 11.0, and (d) 12.1 ns after laser pulses, respectively.

the radiation from the plasma of the first foil. As a result, the counter-streaming plasmas were created between the two foils. The single-plane target has only the first foil, and no counter-streaming plasmas were created in this target.

Plasma expansion and shock formation were observed from the transverse to the plasma expanding direction. Self-emission was measured by a streaked optical pyrometer (SOP) and a gated optical imager (GOI). The electron density and the phase difference are measured by an interferometry (IF) and a streaked interferometry (SI). We measured the emission energy from the created plasmas with the SOP and GOI with a bandpass filter which has the central wavelength of 450 nm.[76] The GOI shows the two-dimensional images of the emission energy and the SOP gives the time variation of the one-dimensional emission energy. We used Nomarski interferometry to measure the electron density. The electron density profile was calculated by the IF, and the time variation of the one-dimensional interference images was measured by the SI. A probe laser was a frequency doubled Nd:YAG laser (532 nm) with a pulse width of $\sim 14$ ns. The gate widths of the ICCD cameras for IF
and shadowgraphy (SG) were 250 ps, and that for the GOI was 1.6 ns.

5.3 Results and Discussion

Figure 5.3: The time evolution of (a) the evaluated transition width $W$ (dots with error bars) and (b) the positions of transition and shock $x_s$ ($t > 12$ ns) evaluated by fitting the energy profiles with equation (5.1). The red line in (a) shows the calculated ion-ion mean-free-path ($\lambda_{ii}$) assuming the maximum calculable electron density $n_e \sim 1 \times 10^{19}$ cm$^{-3}$. The red line in (b) is the result of linear fit. The shock velocity is evaluated as $220 \pm 8$ km/s.

Figure 5.2 shows the result of the SOP. The positions $x = 0$ and 4.5 mm are the surfaces of two foils, and $t = 0$ ns shows the laser timing. The plasmas created by the laser beams begin to propagate at $t = 0$ ns and $x = 0$ mm, and arrive at the second foil at $t = 15$ ns and $x = 4.5$ mm. After that, the second foil is ablated and heated by the plasmas from the
Figure 5.4: (a) The emission energy of the single-plane target obtained by the SOP. The vertical axis shows the time variation after laser irradiation and the horizontal axis shows the distance between two foils. The profiles of the emission energy obtained at (b) $t = 2.0$, (c) 7.4 ns after laser pulses, respectively.

Figure 5.5: The time evolution of the transition width $W$ (dots with error bars) evaluated by fitting the energy profiles with equation (5.1) for the single-plane target.
Figure 5.6: IF data obtained at (a) $t = 3.5$ and (b) 5 ns. Figures (c) and (d) show the corresponding density profiles of (a) and (b), respectively.
Figure 5.7: (a) The results of the SI. As time passes, interference fringes appear through the slit of the streak camera because the plasma density and/or size increases and the probe laser refracted in larger angles. (b) The number of fringes $N$ which are observed at $x = 3.25$ mm.
first foil. The second foil is also ablated and plasmas are created by the radiation from the first foil at \( t = 0 \) \[67\]. Figures 5.2(b), 5.2(c), and 5.2(d) show the profiles of the emission energy at \( t = 2.0, 11.0, \) and 12.1 ns, respectively. Values of the emission energy suddenly change at \( x = 0.5 \) mm in Fig. 5.2(b), \( x = 3 \) mm in Fig. 5.2(c), and \( x = 3.3 \) mm in Fig. 5.2(d). To evaluate the transition width of the emission energy \( \epsilon \), the profiles are fitted with the following equation:

\[
\epsilon(x) = a + b \tanh\left(-\frac{x-x_s}{W}\right),
\]

(5.1)

where \( a, b, W, \) and \( x_s \) are fitting parameters. The parameter \( W \) represents the width of the transition region, and \( x_s \) is the position of the emission change. Figure 5.3(a) shows the temporal evaluation of the width \( W \) of the transition region (dots with error bars). The width gradually increases over 0.2 mm from \( t = 1 \) ns to \( t = 12 \) ns, and suddenly decreases to less than 0.1 mm after \( t = 12 \) ns. This indicates the shock formation. Figure 5.3(b) shows the position of the shock structure \( x_s \) observed by the SOP. The shock is created at \( t = 12 \) ns, and propagates toward the second foil. The shock velocity \( v_s \) is evaluated by a linear fitting as \( v_s = 220 \pm 8 \) km/s.

Figure 5.4(a) shows the time variation of the emission energy for the single-plane target. The laser beams irradiate the foil at \( x = 0 \), and the plasmas are created and expand along the laser axis. In this case, there is no counter-streaming flows, and no jumps in the emission at the rear-side of the foil as is observed in the double-plane target. Figures 5.4(b) and 5.4(c) show the energy profiles at \( t = 2.0 \) and 7.4 ns, respectively. Time variation of the width \( W \) of the transition region is shown in Fig. 5.5. \( W \) is increasing with time monotonically.

Comparing the results of the double-plane and single-plane targets, the velocities of the plasmas from the first foil is different. The velocity of the plasma in double-plane is less than that of the single-plane target. The time variations of widths of these targets are
also different. The width in single-plane rapidly increases compare with the double-plane target. These two effects might be caused by the existence of the counter flows even early in time. The width becomes sharp only in counter-streaming plasmas, and this indicates the shock formation. On the other hand, no shock is created in expanding plasmas in vacuum.

Figures 5.6(a) and 5.6(b) show the IF data at \( t = 3.5 \) ns and \( t = 5 \) ns, respectively. Before the laser shot, the interference fringes lie in the horizontal direction. As the density increases, interference fringes are bended upward. The electron densities on the axis of the expanding plasma are calculated and shown in Figs. 5.6(c) and 5.6(d), respectively, assuming the axial symmetry. At the masked regions, the electron density is too high or the plasma size is too large to calculate the electron density because the interference fringes are disappeared. The maximum calculable electron density is less than \( \sim 1 \times 10^{19} \) cm\(^{-3}\) in the detectable area. The electron densities at \( x = 3.25 \) mm are about \( n_e \sim 1 \times 10^{18} \) and \( 3 \times 10^{18} \) at \( t = 3.5 \) and 5 ns, respectively.

Figure 5.7(a) shows the SI data which is the streaked images of the two-dimensional IF data. (Figs. 5.6(a) and 5.6(b)). The positions \( x = 0 \) and 4.5 mm show the target surfaces, and the vertical axis shows the time. Figure 5.7(b) shows the number of fringes \( N \) at \( x = 3.25 \) mm. The value \( N \) shown in the SI at \( t = 10.1 \) ns and \( t = 11.5 \) ns is the same value (\( N = 8 \)) and it begins to decrease as the time passes. The phase begins to decrease at the dashed line in Fig. 5.7(a). It is difficult to calculate the correct values of the electron density using the SI because there is no information about the transverse profiles of the phase difference. However, the plasma should expand (\( l \) should increase) as time passes, the electron density \( n_e \) decreases after the timing of the dashed line because the phase difference \( \delta \theta \propto n_e l (\sim 4.2N \times 10^{17} \) cm\(^{-2}\)) decreases. The fringes disappeared at the outside of the solid lines (in the regions (1) and (4) in Fig. 5.7(a)) because the electron density and/or plasma size is large. The detectable electron density is \( n_e = (1-10) \times 10^{18} \) cm\(^{-3}\) for the IF, and the electron density in the regions (2) and (3) should be less than
Before the shock formation, time variation of the counter-streaming relative velocity $V(t)$ is estimated as $V(t) = |u_1(t, x) - u_2(t, x)|$, regardless of the position $x$, where $u_1(t, x) = x/t$ and $u_2(t, x) = -(4.5 \text{ mm} - x)/t$ are the flow velocities from the first (left-side) foil and the second (right-side) foil, respectively, and is simply expressed as $V(t) = 4.5 \text{ mm}/t$. Using the maximum ion density $n_i = n_e/Z$ for $n_e = 1 \times 10^{19} \text{ cm}^{-3}$ and $Z = 3.5$, and counter-streaming relative velocity $V(t)$, the ion–ion collision mean–free–path is calculated using the following definition: $\lambda_{ii} = 2\pi\epsilon_0 m_i^2 V^4/(e^4 Z^4 n_i \ln \Lambda)$.[61] In Fig. 5.3(a), the evaluated $\lambda_{ii}$ is shown with a red line. Before the shock formation, $\lambda_{ii}$ is larger than the density transition width by more than one order of magnitude, and even after shock formation, this value is larger than shock width. Therefore, we conclude that the shock generated in counter-streaming plasmas are the collisionless shock.

Here, we estimate the plasma density and temperature at the upstream and downstream regions of the shock. The created plasmas were obviously optically thin at the position where the shock was generated, because the probe laser could penetrate them and was detected with SI as shown in Fig. 5.7. Radiation energy density from such plasmas is expressed with thermal bremsstrahlung emission[59] $\epsilon_\lambda(T_e) \propto Z n_e^2 \exp(-hc/\lambda T_e)g_{ff}/\sqrt{T_e}$, where $h$ is the planck constant, $Z$ is the degree of ionization, and $g_{ff}$ is a velocity averaged Gaunt factor[77]. The ratio of $\epsilon_\lambda$ at the downstream to upstream region is calculated as

$$\frac{\epsilon_{\lambda_1}}{\epsilon_{\lambda_0}} = \left(\frac{n_1}{n_0}\right)^2 \left(\frac{T_1}{T_0}\right)^{-1/2} \left(\frac{g_{1ff}^e}{g_{0ff}^e}\right) \exp\left[-\frac{hc}{\lambda T_0} \left(\frac{T_1}{T_0}\right)^{-1} - 1\right]$$

(5.2)

where $T_0$ and $T_1$ are the electron temperatures at the upstream and downstream, respectively. On the other hand, from the shock condition, temperature and density ratios in a
Figure 5.8: The temperature \( \frac{T_1}{T_0} \) (shock): solid line) and density \( \frac{n_1}{n_0} \) (shock): dash-dot line) ratios derived from equations (5.3) and (5.4), respectively, as a function of \( M \). \( T_1/T_0 \) is also calculated from equation (B.1) \( T_1/T_0 \) (brems) as a function of \( M \) using \( T_1/T_0 \) (shock), \( n_1/n_0 \) (shock), \( T_0 \), and the measured emission ratio \( \epsilon_{\lambda 1}/\epsilon_{\lambda 0} \).

perfect gas are expressed with a Mach-number \( M = v_0/c_s \),

\[
\frac{T_1}{T_0} = \frac{[2\gamma M^2 - (\gamma - 1)][(\gamma - 1)M^2 + 2]}{(\gamma + 1)^2 M^2},
\]

(5.3)

\[
\frac{n_1}{n_0} = \frac{v_0}{v_1} = \frac{(\gamma + 1)M^2}{(\gamma - 1)M^2 + 2}.
\]

(5.4)

where \( v_0 \) and \( v_1 \) are, respectively, the upstream and downstream flow velocities in the shock rest frame, \( c_s \) is the sound velocity, and \( \gamma \) is the adiabatic constant. In the upstream region, \( c_s \) is expressed as \( c_s = \sqrt{(Z + \gamma)T_0/m_i} \), where \( m_i \) is the ion mass, and we assume \( T_0 = T_e = T_i \), electrons are isothermal and \( \gamma = 5/3 \). Figure 5.8 shows the temperature.
Figure 5.9: The thermal bremsstrahlung emission energies for the upstream ($T_e \simeq 43$ eV: solid line) and the downstream ($T_e \simeq 93$ eV: dash line) region assuming the vertical plasma size of $l = 3$ mm. The emission energy at the upstream ($\epsilon_{\lambda_0} \simeq 5.04 \times 10^{-18}$ J) and downstream ($\epsilon_{\lambda_1} \simeq 2.26 \times 10^{-17}$ J) regions are shown in a dot line and dash-dot line, respectively.

$(T_1/T_0$ (shock): solid line) and density $(n_1/n_0$ (shock): dash-dot line) ratios derived from equations (5.3) and (5.4), respectively, as a function of $M$. $T_1/T_0$ is also calculated from equation (B.1) $(T_1/T_0$ (brems)) as a function of $M$ using $T_1/T_0$ (shock), $n_1/n_0$ (shock), $T_0$, $g_{\lambda 1}^{ff}/g_{\lambda 0}^{ff}$, and the measured emission ratio $\epsilon_{\lambda 1}/\epsilon_{\lambda 0}$. $v_0$ is calculated as $v_0 = u_1 + v_s$ ($v_s = 220$ km/s) for given time $t$. Therefore, $T_0$ is derived from $M = v_0/\sqrt{(Z + \gamma)T_0/m_i}$ as a function of $M$ and $t$. At $t = 13$ ns, $\epsilon_{\lambda 1}/\epsilon_{\lambda 0} \simeq 4.48$ is obtained from Fig. 5.2 and $v_0 = 299$ km/s. $T_1/T_0$ (brems) at $t = 13$ ns is also plotted in Fig. 5.8 (dash line) using the Gaunt factor ratio $g_{\lambda 1}^{ff}/g_{\lambda 0}^{ff} = 1.17$. The point of intersection between $T_1/T_0$ (shock) and
\( T_1/T_0 \) (brems) in Fig. 5.8 gives \( M \approx 2.1 \), and therefore, \( T_0 \approx 43 \text{ eV}, T_1 \approx 93 \text{ eV} \), and \( n_1/n_0 \approx 2.3 \). Using above temperatures \( T_0 \) and \( T_1 \), the emission energies are calculated from the bremsstrahlung emission. Figure 5.9 shows the emission energies for the upstream \( (T_e \approx 43 \text{ eV}: \text{solid line}) \) and the downstream \( (T_e \approx 93 \text{ eV}: \text{dash line}) \) regions assuming the vertical plasma size of \( l = 3 \text{ mm} \). The Gaunt factors are evaluated using the above temperatures as \( g_0^{Jf} \approx 1.8 \) and \( g_1^{Jf} \approx 2.1 \), and the ratio \( g_1^{Jf}/g_0^{Jf} \approx 1.2 \) is consistent with that used in the calculation of \( T_1/T_0 \) (brems) shown in Fig. 5.8. The positions of intersection between the measured emission energies at the upstream \( (\epsilon_{J0} \approx 5.04 \times 10^{-18} \text{ J}: \text{dot line}) \) and downstream \( (\epsilon_{J1} \approx 2.26 \times 10^{-17} \text{ J}: \text{dash-dot line}) \) regions give the electron densities as \( n_0 \approx 7.4 \times 10^{18} \text{ cm}^{-3} \) for the upstream region and \( n_1 \approx 1.7 \times 10^{19} \text{ cm}^{-3} \) for the downstream region.

The electron density can be estimated from the number of fringes \( N = 7–9 \) in the SI data at \( x = 3.5 \text{ mm} \) (Fig. 5.7) where shock is observed at \( t = 13 \text{ ns} \) in the SOP. Assuming the plasma size \( l = 3 \text{ mm} \), \( n_e \) is estimated as \( 4.2N \times 10^{17}/0.3 \text{ cm}^{-3} = (9.8–13) \times 10^{18} \text{ cm}^{-3} \). These values are consistent to the densities estimated from Fig. 5.9.

Figures 5.10(a)–5.10(d) show the SG data obtained at \( t = 9.5, 11.5, 13.5, \) and 15.5 ns. The expanding plasma is collimated at \( t = 13.5 \) and 15.5 ns. The slit position that the SOP is observing is shown with solid lines at the center of the figures. The triangle marks show the positions of the shock front or the density changes evaluated by fitting the energy profiles with equation (5.1). The shock structures were observed by the SOP; however, they are not detected by the SG and IF, because the density jump associated with the shock is too small to resolve. The shock is created in front of the expanding plasmas. The jet collimation occurs after the shock formation \( (t \sim 12 \text{ ns}) \), and it indicates that the shock formation plays an important role for the jet collimation. When the counter-streaming plasmas, which have different density and temperature profiles, interact each other, it can result in the formation of the two different shock structures: one is forward-reverse shocks,
Figure 5.10: The SG data at (a) \( t = 9.5 \) ns, (b) 11.5 ns, (c) 13.5 ns, and (d) 15.5 ns. The positions \( x = 0 \) and 4.5 mm show the target surfaces. The vertical lines at \( y = 2.2 \) mm are the position that the SOP is observing. The triangle marks show the positions of the shock front or the density changes which are the results of fitting (Fig. 5.3(b)).

and the other is a forward shock in low-density plasma and a rarefaction wave in the dense plasma[66]. In the experimental data of the SOP, SG, and IF, there are no evidence of for the reverse-shock formation nor rarefaction wave. The rarefaction or reverse shock wave is hard to measure with the density or emission measurements, because they do not have enough resolution to analyze the structure of the wave: the density doesn’t change too much at the rarefaction wave or reverse shock to detect the structure in the SOP, and is too high
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above the detectable density in the SG. Hence, there can be a rarefaction or reverse shock wave in the dense region propagating to the opposite direction to the observed shock wave in the shock rest frame. The shock created in front of the jet should be bended as the jet propagates. As a result of the shock-rarefaction wave or forward-reverse shock formation, the dense plasma should be confined in a narrow space and that results in the jet formation.

5.4 Conclusion

We have reported the time evolution of plasma expansion and collisionless shock formation in counter-streaming plasmas with the streaked optical pyrometer in front of the propagating plasma jet which was observed by the shadowgraphy. Plasma density was measured with interferometry and streaked interferometry. The shock formation was confirmed with the streaked optical pyrometer as a sudden decrease in the transition width. The electron density was calculated by the interferometry early in time \((t = 3.5\) and \(5\) ns), and the time variation was observed by the streaked interferometry. The ion–ion collision mean–free–path was much larger than the evaluated shock width \((< 100\ \mu m)\) even with the maximum calculable electron density \(\sim 1 \times 10^{19}\ \text{cm}^{-3}\). The electron temperatures and densities are evaluated from the jump condition in a shock wave and the measured emission energy, which is dominated by thermal bremsstrahlung emission. The electron temperature and density jump from \(T_e = 43\ \text{eV} \) and \(n_e = 7.0 \times 10^{18}\ \text{cm}^{-3}\) at the upstream region to \(T_e = 93\ \text{eV} \) and \(n_e = 1.7 \times 10^{19}\ \text{cm}^{-3}\) at the downstream region of the shock. These densities are nearly consistent with the estimated values \((n_e = (9.8–13)\times10^{18}\ \text{cm}^{-3})\) from the SI.

This collisionless shock was generated in front of the jet\([67]\) due to collisionless interaction in counter-streaming plasmas and no shocks and jets were observed in the single-plane target, in which no counter flow exists. In such a case, it is well known\([75]\) that a reverse-shock or a rarefaction wave is, in general, generated in the opposite direction to
propagating jet. In the experiment, it was clearly observed that the jet and forward shock
were generated in a same experimental configurations. This result shows that the shock
can confine plasmas and collimate as a jet as argued by Kuramitsu et al.[67]
Chapter 6

Conclusion

We have observed electrostatic collisionless shock in high-speed counter-streaming plasmas without an external magnetic field.

In chapter 3, we reported strong electrostatic (ES) collisionless shock generation. A large density jump is observed both in the interferogram and shadowgraph at the same time and position. The width of the density jump is much shorter than the ion-ion mean-free-path, and hence the measured density jump is a collisionless shock. This shock is not an electromagnetic (EM) shock but an ES shock because the shock width is much shorter than the prediction for the EM shock obtained by the PIC simulation[30]. The PIC simulation shows that the high Mach-number ES shock is maintained by the balance between the pressure of upstream ions enhanced by reflected ions and that of the ES field stemming from high-temperature electrons in the downstream.

In chapter 4, we reported the calibration results of the gated optical imager (GOI) and the streaked optical pyrometer (SOP). These results are consistent within 30 % and are applicable to collisionless shock experiments as shown in chapter 5.

In chapter 5, we reported the time evolution of plasma expansion and collisionless shock formation with the SOP in front of the propagating plasma jet which was observed by the shadowgraphy. The shock formation was confirmed with the SOP as a sudden decrease
in the transition width. The ion–ion collision mean–free–path was much larger than the evaluated shock width even with the maximum detectable electron density $\sim 1 \times 10^{19} \text{ cm}^{-3}$.

The electron temperatures and densities are evaluated from the jump conditions in a shock wave and the measured emission energy, which is dominated by thermal bremsstrahlung emission. In the experiment, it was clearly observed that the jet and forward shock were generated in the same experimental configurations. The formation of the collisionless shock is speculated to generate the effective pressure through the ES field to prevent the transverse expansion of the jet produced at the same time.
Appendix A

Collisionless shock

This section introduces a simple explanation and derive important relations concerning to shock waves. First, we explain the fluid shocks and derive the Rankine-Hugoniot relations and other useful formulas. Next, we introduce the collisionless shock and other subjects.

A.1 Rankine–Hugoniot relations

In the case of compressible fluids, shock waves are excited as a result of the development of fluctuations. For simplicity, we treat the shock which propagates perpendicular to its surface in this section. At the shock surface, physical quantities vary discontinuously, and this surface propagates steadily as a wave in fluids. At both sides of shock surface, the conservation laws of mass, momentum, and energy are satisfied. These conversation laws are written in a shock rest frame as follows\cite{65, 66}:

\begin{align}
\rho_0 u_0 &= \rho_1 u_1, \\
p_0 + \rho_0 u_0^2 &= p_1 + \rho_0 u_0^2, \\
h_0 + \frac{u_0^2}{2} &= h_1 + \frac{u_1^2}{2}.
\end{align}
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where the subscript 0 and 1 represents the upstream and downstream of the shock wave, and \( \rho, u, \) and \( h \) are the density, flow velocity, and the enthalpy in the perpendicular to the shock surface. In the case of an ideal gas, equation (A.3) becomes

\[
\frac{u_0^2}{2} + \frac{\gamma}{\gamma - 1} p_0 = \frac{u_1^2}{2} + \frac{\gamma}{\gamma - 1} p_1.
\]  
(A.4)

Equations (A.1), (A.2), and (A.4) are called Rankine–Hugoniot relations. These relations contain six parameters \( u_0, \rho_0, p_0, u_1, \rho_1, \) and \( p_1 \). If three parameters in upstream region \( (u_0, \rho_0, \) and \( p_0) \) are known, the parameters in downstream can be derived using these formula.

Using equations (A.1), (A.2), and (A.4), the compression ratio \( \rho_1/\rho_0 \) can be derived:

\[
\frac{\rho_0}{\rho_1} = \frac{u_1}{u_0} = \frac{(\gamma + 1) + (\gamma - 1)p_2/p_1}{(\gamma - 1) + (\gamma + 1)p_2/p_1}.
\]  
(A.5)

The sound velocity \( c_s \) in an ideal gas is defined as

\[
c_s = \sqrt{\left(\frac{\partial p}{\partial \rho}\right)_s} = \sqrt{\gamma p/\rho} = \sqrt{\gamma RT},
\]  
(A.6)

where \( R \) is the gas constant, and Mach-number \( M_i \) \( (i = 0 \text{ or } 1) \) is expressed with the ratio of flow velocity to the sound velocity:

\[
M_i = \frac{u_i}{c_{si}},
\]  
(A.7)

where \( i \) denotes the upstream \( (i = 0) \) or downstream \( (i = 1) \) region. From equations (A.5), (A.6), and (A.7), the density, pressure, and temperature ratios of the downstream to
upstream regions are expressed as

\[
\begin{align*}
\frac{\rho_1}{\rho_0} &= \frac{u_0}{u_1} = \frac{(\gamma + 1)M_0^2}{2 + (\gamma - 1)M_0^2}, \\
\frac{p_1}{\rho_0} &= \frac{2\gamma M_0^2}{\gamma + 1} - \frac{\gamma - 1}{\gamma + 1}, \\
\frac{T_1}{T_0} &= \frac{[2\gamma M_0^2 - (\gamma - 1)] [(\gamma - 1)M_0^2 + 2]}{(\gamma + 1)^2 M_0^2}.
\end{align*}
\]

(A.8) (A.9) (A.10)

If the Mach-number is very large \((M_0 \to \infty)\) and \(\gamma = 5/3\), the compression ratio becomes \((\gamma + 1)/(\gamma - 1) \to 4\).

## A.2 Collisionless shock

Fluid shocks have widths of the order of mean-free-path because collisions among particles are dominant. However, in low-density and high-temperature plasmas, the width of shock transition layer is much shorter than mean-free-path, for example, as observed in SNRs and Earth’s bow shock. Therefore, in such cases, collision can not be responsible for the thiner structure. We use the terminology “collisionless shocks” for shocks in which the collisional effect is not dominant and other processes play an important role.

In this section, we explain ion acoustic shocks as an example of collisionless shocks.

### A.2.1 Ion acoustic waves

One of the important differences between collisional and collisionless shocks is the physical mechanism in shock formation. The former is generated and maintained by convections and dissipations. On the other hand, in the latter case, the dispersive effect is important. In a neutral gas, the dispersion relation is expressed as

\[
\frac{\omega}{k} = \sqrt{\frac{\gamma k_B T}{m_i}} = c_s,
\]

(A.11)
where \( \gamma \) is the specific heat ratio, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature, and \( c_s \) is a sound velocity.

Considering shorter wavelength, however, the dispersion relation is different from equation (A.11). The equations of ion and electron motion without external magnetic field are expressed as follows:

\[
m_i n_i \left( \frac{\partial}{\partial t} + u_i \cdot \nabla \right) u_i = -Z e n_i k_B T_i \nabla n_i - \gamma_i k_B T_i \nabla n_i, \quad (A.12)
\]

\[
m_e n_e \left( \frac{\partial}{\partial t} + u_e \cdot \nabla \right) u_e = e n_e E - \nabla (n_e k_B T_e) - \gamma_e k_B T_e \nabla n_e, \quad (A.13)
\]

where \( m, n, u, \) and \( T \) are the mass, density, velocity, and temperature, respectively, \( E \) is the electric field, and the subscripts \( e \) and \( i \) represent the electrons and ions, respectively.

Here, assuming \( m_e = 0 \) and one-dimensional motion, equation (A.13) becomes

\[
e n_e \frac{d\phi}{dx} + k_B T_e \frac{dn_e}{dx} = 0, \quad (A.14)
\]

\[
n_e = n_0 \exp \left( \frac{e \phi}{k_B T_e} \right). \quad (A.15)
\]

Poisson equation is expressed as

\[
\nabla^2 \phi = -\frac{e}{\epsilon_0} (n_i - n_e). \quad (A.16)
\]

The equation of continuity for ions is written as

\[
\frac{\partial n_i}{\partial t} + \nabla \cdot (n_i \mathbf{v}_i) = 0. \quad (A.17)
\]

Linearizing equations (A.12), (A.15), (A.16), and (A.17), we obtain the dispersion relation
for the ion acoustic wave.

\[
\omega = k \sqrt{\frac{\gamma_e Z k_B T_e}{m_i} \frac{1}{1 + k^2 \lambda_D^2} + \frac{\gamma_i k_B T_i}{m_i}}
\]  \hspace{1cm} (A.18)

Figure A.1 shows a typical dispersion curve expressed by equation (A.18). In longer
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Figure A.1: A typical dispersion curve for the ion acoustic wave.

wavelength (smaller \(k\)), the dispersion relation is approximately linear (\(\omega/k = \text{const.}\)). On the other hand, the phase velocity \(v_\phi = \omega/k\) in shorter wavelength is smaller than that in longer wavelength. The shorter wavelength mode can be generated due to nonlinear coupling. Then, the shorter wavelength modes travel with slower phase speeds than the initial pulse, and this result in the oscillation behind the shock front.

### A.2.2 Ion acoustic solitons and shocks

We simply explain the one-dimensional collisionless shocks which are generated from the ion acoustic waves. Here, we assume \(T_i = 0\), that is, all ions travel with the same speed, and electrons obey Maxwell distribution. The ion velocity in a potential \(\phi\) is obtained from
the energy conservation:

\[ u = \sqrt{u_0^2 - \frac{2e\phi}{m_i}}. \]  \hfill (A.19)

Therefore, the ion density is expressed using the mass conservation's low

\[ n_i = \frac{n_0u_0}{u} = \frac{n_0}{\sqrt{1 - \frac{2e\phi}{m_iu_0^2}}} \]  \hfill (A.20)

Using the electron density (equation (A.15)), the ion density (equation (A.20)), and the Poisson equation (equation (A.16)), we obtain the following one-dimensional relation.

\[ \frac{d^2\phi}{dx^2} = \frac{en_0}{\varepsilon_0} \left[ \exp \left( \frac{e\phi}{kT_e} \right) - \frac{1}{1 - \frac{2e\phi}{m_iu_0^2}} \right] \]  \hfill (A.21)

The above formula is expressed with three dimensionless parameters \( \chi = e\phi/k_BT_e, \xi = x/\lambda_D, \) and \( M = u_0/\sqrt{k_BT_e/m_i^2}. \)

\[ \frac{d^2\chi}{d\xi^2} = e^\chi - \frac{1}{\sqrt{1 - \frac{2\chi}{M^2}}} \]  \hfill (A.22)

If we assume the right-hand side of equation (A.22) as a derivative of a potential \( V(\chi) \) with respect to \( \chi \), the Sagdeev potential \( V \) can be defined.

\[ \frac{dV(\chi)}{d\chi} = -e^\chi + \frac{1}{\sqrt{1 - \frac{2\chi}{M^2}}}. \]  \hfill (A.23)

\( V(\chi) \) is obtained by integrating equation (A.23) with an initial condition \( V(\chi = 0) = 0. \)

\[ V(\chi) = 1 - e^\chi + M^2 \left( 1 - \sqrt{1 - \frac{2\chi}{M^2}} \right) \]  \hfill (A.24)
If $M$ satisfies $1 < M < 1.6$, the potential $V(\chi)$ has a well in $0 < \chi < M^2/2$. Figure A.2 shows the Sagdeev potential $V(\chi)$ for $M = 1.5$. In such cases, assuming a virtual particle in the potential $V(\chi)$ moving with a velocity of $d\chi/d\xi$ ($d\chi/d\xi|_{\xi=0} = 0$), it moves from $\chi = 0$ to $\chi > 0$, and reflected by a potential wall. As a result the potential $\phi(\xi)$ (i.e. $\tilde{\phi}(x)$) has a pulse-shape solution, which is called “soliton”. However, if a real particle losses its energy in the potential $\phi(x)$, the virtual particle in $V(\chi)$ oscillates in a positive $\chi$. This means that the potential $\phi(x)$ oscillates and the symmetry of solitary solution is distorted. This effect results in a shock-like structure formation. This wave is called “collisionless shock”. The transition width of this shock wave is comparable to the Debye length $\lambda_D$. The collisionless shock formation can be generated due to Landau damping and ion reflection at the shock front\footnote{78}. The ion acoustic shock waves have been investigated experimentally in laboratories using double-plasma device\footnote{44, 45, 46}. 

Figure A.2: Sagdeev potential $V(\chi)$ for $M = 1.5$. 
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Collisionless shocks can be excited due to collisionless plasma instabilities. Now we consider a cold and unmagnetized plasma which has some velocity components $u_{0\alpha}$. The subscript $\alpha$ denotes components in the above plasmas. The linearized equations of continuity, motion and Poisson’s equation are expressed as[79]

\begin{align}
\frac{\partial n_1}{\partial t} + \nabla \cdot (n_0 \mathbf{u}_1 + n_1 \mathbf{u}_0) &= 0, \\
\frac{\partial \mathbf{u}_1}{\partial t} + (\mathbf{u}_0 \cdot \nabla) \mathbf{u}_1 &= \frac{Ze}{m} (\mathbf{E}_1 + \mathbf{u}_0 \times \mathbf{B}_1), \\
\nabla \cdot \mathbf{E}_1 &= \frac{1}{\epsilon_0} \sum Z e n_1.
\end{align}

Using above formulas, we obtain the velocity and density perturbations

\begin{align}
\mathbf{u}_1 &= \frac{iZe \mathbf{E}_1}{m(\omega - \mathbf{k} \cdot \mathbf{u}_0)}, \\
n_1 &= \frac{iZe n_0 \mathbf{k} \cdot \mathbf{E}_1}{m(\omega - \mathbf{k} \cdot \mathbf{u}_0)^2}.
\end{align}

The Poisson equation (equation (A.27)) has a non-trivial solution ($\mathbf{E}_1 \neq 0$) when the following equation is satisfied.

\[ \sum_{\alpha} \frac{\omega_{p\alpha}^2}{(\omega - \mathbf{k} \cdot \mathbf{u}_\alpha)^2} = 1 \]

If there are two components which have velocities $\mathbf{u}_0$ and $-\mathbf{u}_0$ in opposite directions, the dispersion relation can be written as

\[ \frac{\omega_p^2}{(\omega - k \mathbf{u}_0)^2} + \frac{\omega_p^2}{(\omega + k \mathbf{u}_0)^2} = 1, \]
which has a solution of

$$\omega^2 = (ku_0)^2 + \omega_p^2 \pm \omega_p \sqrt{\omega_p^2 + 4k^2u_0^2}. \quad \text{(A.32)}$$

Equation (A.32) has 4 roots. In the rage of $0 < k < \sqrt{2}\omega_p/k$, two of them are complex numbers, and instability can be occur.

## A.3 Collision mean–free–path

In plasmas, the electrostatic forces between particles have much longer ranges than the forces between neutral atoms. To evaluate collision mean–free–paths, the effects of such distant collisions should be considered. In this section, we show collisional effects in collisionless plasmas.

### A.3.1 Coulomb scattering
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Figure A.3: Trajectories of a charged particle interaction.
When two charged particles interact with each other, the particles move on two hyperbolas as shown in Figure A.3. The energy and angular momentum conservations are expressed as:

\[
\frac{\mu}{2} u^2 = \frac{\mu}{2} (\hat{r}^2 + r^2 \hat{\phi}^2) + \frac{Z_1 Z_2 e^2}{4\pi \epsilon_0 r}, \quad (A.33)
\]

\[
L = \mu u b = \mu r^2 \hat{\phi}^2 \quad (A.34)
\]

where \( \phi = \pi/2 - \chi \), and \( b \) is the impact parameter, \( Z \) is the degree of charge, and \( \epsilon_0 \) is the dielectric constant. Using above equations we obtain

\[
\dot{r} = \frac{dr}{dt} = -\sqrt{u_0^2 - \frac{Z_1 Z_2 e^2}{2\pi \epsilon_0 \mu r} - \frac{u_0^2 b^2}{r^2}} \quad (A.37)
\]

and the angle when two particles have closest approach

\[
\phi_0 = \int d\phi = \int_{\infty}^{r_{\min}} \frac{\dot{\phi}}{\dot{r}} dr = -\int_{\infty}^{r_{\min}} \frac{u_0 b dr}{r^2 \sqrt{u_0^2 - \frac{Z_1 Z_2 e^2}{2\pi \epsilon_0 \mu r} - \frac{u_0^2 b^2}{r^2}}} \quad (A.39)
\]

Integrating the above equation, we obtain \( \phi_0 \) as follows:

\[
\tan \left( \frac{\pi}{2} - \phi_0 \right) = \tan \left( \frac{\chi}{2} \right) = \frac{Z_1 Z_2 e^2}{4\pi \epsilon_0 \mu b u_0^2}. \quad (A.40)
\]
If the particles are deflected with $\pi/2$ (i.e. $\chi = \pi/2$), the impact parameter $b_0$ is written as below:

$$b_0 = \frac{Z_1 Z_2 e^2}{4 \pi \varepsilon_0 \mu u_0^2}.$$ 

(A.41)

### A.3.2 Mean–free–path for counter-streaming plasmas

If we define “close collision” as particle scattering with the angle of $\pi/2$ or more, the collision time can be defined as an average time between each close collision.

$$t_c = \frac{1}{\pi b_0^2 u_0 n}$$ 

(A.42)

This evaluation is very poor because charged particles can be scattered not only by a close collision but also by multi distant collisions with small deflection angles. The average deflection of a velocity in a unit time perpendicular to the initial velocity is expressed as [61]

$$\langle (\Delta u_\perp)^2 \rangle = 8 \pi n_i u_0^3 b_0^2 \ln \Lambda,$$ 

(A.43)

where $n_i$ is an ion density, $\ln \Lambda = \lambda_D/b_0$ is the Coulomb logarithm, and $\lambda_D$ is the Debye length. Here, we define relaxation time $t_D$ in which particles are deflected over $\pi/2$ using following formula

$$\langle (\Delta u_\perp)^2 \rangle t_D = u_0^2,$$ 

(A.44)

and therefore,

$$t_D = \frac{1}{8 \pi n_i u_0 b_0^2 \ln \Lambda}.$$ 

(A.45)
Using $t_D$, the collision mean–free–path $\lambda_{ii}$ is calculated multiplying $t_D$ by the initial velocity $u_0$, and using equation (A.41):

$$\lambda_{ii} = t_D u_0 = \frac{2\pi \epsilon_0^2 \mu^2 u_0^4}{n_i Z_1^2 Z_2^2 e^4 \ln \Lambda}. \quad (A.46)$$

In the case of collisions between particles with same masses and charges, $\mu = m/2$, and $Z_1 = Z_2 = Z$, and then

$$\lambda_{ii} = \frac{\pi \epsilon_0^2 m^2 u_0^4}{2n_i Z^4 e^4 \ln \Lambda}. \quad (A.47)$$

### A.4 Particle acceleration at shock wave

Cosmic rays are accelerated to extremely high energy in the universe. The mechanisms for the acceleration have been investigated theoretically and experimentally. E. Fermi proposed the theory in which particles are accelerated statistically by the reflection with interstellar clouds. This theory is called “Second order” Fermi acceleration[].

#### A.4.1 Second order Fermi acceleration

In the universe, interstellar clouds move randomly with the velocity of $\sim 10$ km/s. Interstellar clouds have larger magnetic field than interstellar gas. If cosmic rays which have relativistic velocities approach the interstellar clouds, they are reflected by a strong magnetic field. Here, we assume a particle which has relativistic velocity $\sim c$, mass $m$, and energy $E_1$, and an interstellar cloud which has velocity $V$ and mass $M$ ($M \gg m$) in a laboratory frame. In a rest frame of the interstellar cloud, the energy of the particle $E'_1$ is calculated with the Lorentz factor $\gamma = 1/\sqrt{1-\beta^2}$ and $\beta = V/c$,

$$E'_1 = E_1 \gamma (1 + \beta). \quad (A.48)$$
When the particle collides head-on with the cloud, the reflected particle have the same energy $E_1$. The energy in the laboratory frame is calculated by the Lorentz transformation.

$$E_2 = E_1' (1 + \beta) = E_1 \gamma^2 (1 + \beta)^2 = E_1 \left( \frac{1 + \beta}{1 - \beta^2} \right)^2$$  \hspace{1cm} (A.49)

$$\frac{E_2}{E_1} = 1 + 2\frac{\beta(\beta + 1)}{1 - \beta^2} \simeq 1 + 2\frac{V}{c} \quad (\beta \ll 1).$$  \hspace{1cm} (A.50)

In the case of rear-end collision, the above relation becomes

$$\frac{E_2}{E_1} \simeq 1 - 2\frac{V}{c}.$$  \hspace{1cm} (A.51)

Because the collision frequencies of head-on and rear-end collisions are proportional to $c + V$ and $c - V$, respectively, the average energy increase is evaluated as

$$\Delta E = \frac{(c + V)2V/c + (c - V)(-2V/c)}{c + V + c - V} = 2\left( \frac{V}{c} \right)^2.$$  \hspace{1cm} (A.52)

In three-dimensional case, $\Delta E$ becomes

$$\Delta E = 4\left( \frac{V}{c} \right)^2,$$  \hspace{1cm} (A.53)

and the energy obeys the following relation.

$$\frac{dE}{dt} = \frac{1}{t_{\text{col}}} \frac{4}{3} \left( \frac{V}{c} \right)^2 E,$$  \hspace{1cm} (A.54)

where $t_{\text{col}} = l/(3c)$ is average collision time and $l$ is the average distance between each interstellar clouds. Solving the equation, we obtain the energy with $t_{\text{col}}$.

$$E = E_0 \exp \left( \frac{t}{t_{\text{acc}}} \right),$$  \hspace{1cm} (A.55)

$$t_{\text{acc}} = \frac{3}{4} \left( \frac{c}{V} \right)^2 t_{\text{col}}.$$  \hspace{1cm} (A.56)
where $E_0$ is the initial particle energy. Using average escape time $t_{\text{esc}}$ in which particles escape from the galaxy, the probability of particle escape and the energy spectrum can be obtained.

\[
P(t) = \exp \left( -\frac{t}{t_{\text{esc}}} \right) \quad (A.57)
\]

\[
\frac{dN}{dE} \propto \frac{dP}{dt} = \frac{dE}{dt} \quad (A.58)
\]

\[
\propto \exp \left( -\frac{t}{t_{\text{acc}}} - \frac{t}{t_{\text{esc}}} \right) \quad (A.59)
\]

\[
\propto E^{-1-t_{\text{acc}}/t_{\text{esc}}} \quad (A.60)
\]

From observations, the energy spectrum is measured as $dN/dE \sim E^{-(2.0-2.2)}$. Therefore,

\[
\frac{t_{\text{acc}}}{t_{\text{esc}}} \sim 1, \quad (A.61)
\]

\[
t_{\text{acc}} \sim t_{\text{esc}}. \quad (A.62)
\]

Using typical values $V = 10^4$ m s$^{-1}$ and $t_{\text{col}} = 10^9$ s, $t_{\text{acc}}$ is estimated as $t_{\text{acc}} \sim 10^{17}$ s. This value is too long to accelerate particles in our galaxy.

### A.4.2 First order Fermi acceleration

When a particle goes back and forth between the upstream and downstream of a collisionless shock, the particle can be accelerated due to the reflection by reflectors such as a magnetic fields which is moving with fluids. If a particle goes back and forth once through a shock surface, the energy increases $E_1 = E_0 + \Delta E$.

\[
\frac{E_1}{E_0} = 1 + \frac{4V_1 - V_2}{3c}, \quad (A.63)
\]
where $V_1$ and $V_2$ are the flow velocities at the upstream and downstream of the shock. After $n$ times of reflection, the energy $E_n$ is written as

$$\frac{E_n}{E_0} = \left(1 + \frac{4V_1 - V_2}{3c} \right)^n \approx \exp \left( \frac{4nV_1 - V_2}{3c} \right). \quad (A.64)$$

$$n \approx \frac{3c}{4V_1 - V_2} \ln \left( \frac{E_n}{E_0} \right) \quad (A.65)$$

The number of particles which escape from the shock surface is expressed as

$$n_{esc} = nV_2. \quad (A.66)$$

On the other hand, the particles moving from the upstream to the downstream is written as

$$n_{inc} = \int_0^{\pi/2} d\theta \int_0^{2\pi} d\phi \frac{nc}{4\pi} \cos \theta = \frac{nc}{4}. \quad (A.67)$$

Here, we use the particle velocity $v \approx c$. Using equations (A.66) and (A.67), we obtain the probability that the particles escape from the shock region.

$$P_{esc} = \frac{n_{esc}}{n_{inc}} = \frac{4V_2}{c} \quad (A.68)$$

As a result, the probability that particles survive after $n$-time reflections at the shock region is written using equation (A.68).

$$P_n = (1 - P_{esc})^n = \left(1 - \frac{4V_2}{c} \right)^n \approx \exp \left( -\frac{4V_2n}{c} \right) \quad (A.69)$$

The energy spectrum $N(E)$ is derived using equations (A.65) and (A.69):

$$N(E > E_n) \propto P_n \approx \exp \left[ -\frac{3V_2}{V_1 - V_2} \ln \left( \frac{E_n}{E_0} \right) \right] = \left( \frac{E_n}{E_0} \right)^{-\frac{3V_2}{V_1 - V_2}} \quad (A.70)$$
Therefore,

\[ N(E) \propto E^{-\alpha} \quad (A.72) \]

\[ \alpha = \frac{3V_2}{V_1 - V_2} + 1 = \frac{V_1/V_2 + 2}{V_1/V_2 - 1}. \quad (A.73) \]

From equation (A.8), the velocity ratio \( V_1/V_2 \) becomes 4 if the Mach-number of the shock is large. Substituting \( V_1/V_2 = 4 \) in equation (A.73), the power index becomes 2. In fact, the energy spectra observed in a lot of astronomical objects show like the power function of \( E^{-2} \), and this first order Fermi acceleration is now the standard theory for particle acceleration in the universe.
Appendix B

Material dependence for shock formation

B.1 Laser experiment with different target materials

We performed collisionless shock experiment to study the dependence on the target materials. As reported by Kuramitsu et al., shocks were observed in counter-streaming CH plasmas in a same experimental setup as shown in Figure B.1[80]. In this chapter, we show the difference for shock formation between CH and Cu plasmas.

B.2 Experimental setup

Targets used are different from those shown in chapter 3 and chapter 5, however, the experimental setup is similar to that in chapter 5. Targets consists of two foils with thicknesses of 100–200 $\mu$m. To irradiate the inner surface of the foil, targets are tilted 30 degrees from incident laser axis as shown in Figure B.1. We used two types of targets: one is CH-CH double-foil, and the other is Cu-Cu double-foil target. In this section we show the results of the shock generation observed with the SOP in both targets. One beam of GXII HIPER
laser systems is focused on the inner surface of the foil. Other laser conditions are almost the same as those in chapter 5.

### B.3 Result and discussion

Figures B.2(a) and B.2(b) show the time evolution of self-emission from CH and Cu double-plane targets, respectively. The horizontal axis \( x \) is the distance from the left foil and the vertical axis \( t \) shows the time from the laser peak. The color levels show the digital output counts of the SOP. The laser beam is focused on the surface of the right-side foil at \( x = 4.5 \) mm, and the foil is ablated to produce a plasma (first plasma) which propagates from right to left. The left-side foil is also ablated by the radiation from the laser-produced first plasma, and the produced plasma (second plasma) propagates from left to right. The counter-streaming plasmas begin to interact with each other at \( t \sim 15–20 \) ns, and a sharp brightness jump is observed.
Figure B.2: Time evolution of the self-emission

Figure B.3: Time evolution of the transition widths of the first plasma (red) and the second plasma (black) with the target materials of (a) CH and (b) Cu.
Figure B.4: Time evolution of the transition positions of first plasma (red) and second plasma (black) with the target materials of (a) CH and (b) Cu.

Figure B.5: Time evolution of the ratio of the downstream to upstream at the shock-like structure of first plasma (red) and second plasma (black) with the target materials of (a) CH and (b) Cu.
Figures B.3(a) and B.3(b) show the time evolution of the evaluated transition widths using equation (5.1) as argued in the chapter 5. In Fig. B.3(a), the transition width of the first plasma suddenly decreases at $t = 15–20$ ns while that of the second plasma keeps increasing. This sudden decrease in the transition width is explained by the shock formation in counter-streaming plasmas. On the other hand, in Fig. B.3(b), the transition width of the second plasma propagates keeping sharp structure while that of the first plasma increases as time passes. It indicates that the shock is produced in front of the second plasma not of the first plasma.

Figures B.4(a) and B.4(b) show the time evolution of the distances between the transition point and the target surface. The velocity of the shock produced in CH plasmas is evaluated as $\sim 33$ km/s from Fig. B.4(a) shown with square marks after $t = 20$ ns. On the other hand, if the generated structure in the second plasma of Cu is a shock, the shock velocity is evaluated from Fig. B.4(b) as $\sim 41$ km/s.

Figures B.5(a) and B.5(b) show the brightness ratios of the higher region to lower region at the transition point. The ratio of the first plasma in CH decreases from $t = 5$ ns to 20 ns as shown with square marks in Fig. B.5(a), and after shock formation, the ratio takes a constant value $\sim 5$. The ratio of the first plasma in Cu also decreases from $t = 5$ ns to 20 ns as shown with circle marks in Fig. B.5(b), however, the value $\sim 8$ after 20 ns is relatively larger than that in CH plasma.

The brightness ratio of the downstream to upstream region is expressed as equation (B.1) as argued in the chapter 5. If the degrees of ionization is not constant, however, the formula becomes

$$\frac{\epsilon_{\lambda 1}}{\epsilon_{\lambda 0}} = \left( \frac{n_1}{n_0} \right)^2 \left( \frac{Z_1}{Z_0} \right) \left( \frac{T_1}{T_0} \right)^{-1/2} \left( \frac{g_{1f}}{g_{0f}} \right) \exp \left[ - \frac{hc}{\lambda T_0} \left( \left( \frac{T_1}{T_0} \right)^{-1} - 1 \right) \right],$$

where $Z_0$ and $Z_1$ are the degrees of ionization at the upstream and downstream regions, respectively. The difference in the ratios between CH and Cu may be attributed to the
density ratio $n_1/n_0$ or $Z$ ratio $Z_1/Z_0$ because the temperature ($T$) dependence of equation (B.1) is small compared with $n$ or $Z$. If the density ratio in Cu plasma is larger then CH, the Mach-number of the shock in Cu is larger than that of the shock in CH. On the other hand, if $Z$ ratio in Cu is larger than CH, the Cu plasma may be ionized in the downstream region due to the compression by the generated shock. It is difficult to conclude that the difference between CH and Cu plasmas comes from the above reasons, therefore, the precise density measurements in the downstream and upstream regions are needed.
Appendix C

NIF experiment for “Weibel-mediated” shock generation

C.1 Introduction

The objective of this experiment is to demonstrate the formation of high Mach-number collisionless shocks without an external magnetic field, and to prove that collisionless shocks are universally produced through the formation of self-generated magnetic fields due to nonlinearity in the growth of the Weibel instability. This can be direct evidence for the formation of collisionless shocks observed in the universe such as in supernova remnants (SNRs), and bow shocks produced by protostellar jets and cosmological jets. National Ignition Facility (NIF) is the only laser system in the world that can produce large-scale, high-velocity, and long-duration ablating plasmas to allow sufficient time for the formation of a collisionless shock, based on the scaling laws derived from simulations[32]. If we can observe, at the same time, a power-law spectrum of accelerated electrons and protons, this would be the first experimental evidence for the origin of cosmic rays by collisionless shocks.

Recently, a new theory has been proposed that suggests a very strong electrostatic (ES)
shock (that is, a shock that does not generate a magnetic field) can be generated, when counter-streaming plasma flows with different temperatures and densities interact with each other[30].

But an ES shock wave cannot accelerate charged particles up to extremely high energies. We have to demonstrate experimentally Weibel-mediated shock waves, which are more consistent with particle acceleration physics. Scaling laws[32] indicate that a NIF-class huge laser is necessary to demonstrate the formation of such collisionless shocks.

The objective of this experiment is to study collisionless shocks mediated by the self-organization of Weibel instability in counter-streaming plasmas produced by the NIF laser system. In the laboratory, we can measure the electromagnetic field directly by monoenergetic protons produced by (D, $^3\text{He}$) implosions. Hence, laboratory astrophysics experiments on high-power lasers can be of great benefit towards furthering our understanding of astrophysical phenomena.

**C.2 NIF laser facility**

NIF is the world’s largest and highest-energy laser system which aims to conduct laser fusion ignition experiments focusing 192 beams on a small target filled with tritium-deuterium fuel. NIF can provide up to the energy of 1.8 MJ with 192 beams with the wave length of $3\omega$ (351 nm), which is about 1000 times larger than the energy that can be generated with Shenguang-II and Gekko GXII laser system. Such high-energy laser beams generate extreme plasma temperatures and pressures, and they enable us to study high-energy-density plasma physics. We will perform the collisionless shock experiment with NIF to produce high-density, high-velocity, large-scale, and long-duration plasmas. High-speed and high-density counter-streaming plasmas can generate Weibel-instabilities and they develop to produce a shock wave. In high-speed plasmas, counter-streaming plasmas are collisionless, and the produced shock wave is a collisionless shock.
C.3 Target design

Figure C.1: Double-foil target and implosion capsules. The inner surfaces of the foils are irradiated to create counter-streaming plasmas. The capsules are irradiated to produce protons by (D, $^3$He) implosions.

Double-plane targets with a separation of 10 mm are to be used in NIF experiments. Two implosion capsules are located near the target to generate protons from (D, $^3$He) implosions. In the first stage of this experiment, we use plastic (CH) target. The thickness of CH plane is simulated by one-dimensional simulation ILESTA in various laser intensities. Figures C.2(a), C.2(b), and C.2(c) show the density profiles in various timings with the laser spot diameters of 1 mm, 600 $\mu$m, and 250 $\mu$m, respectively, with the energy of 384 kJ ($64 \times 6$ kJ/beam) and the pulse width of 10 ns. The wavelength of the laser is $3\omega$ (351 nm) and the critical density is $n_c = 9.0 \times 10^{21}$ cm$^{-3}$. In three results, the electron densities are lower than critical density, and are higher than $10^{21}$ cm$^{-3}$ at the regions a few mm apart from target surfaces until $t = 20$ ns. Lower densities than the critical density are required.
for laser absorption at the critical surfaces, and higher densities are required for shorter shock width.

Figure C.2: Electron densities obtained by one-dimensional simulation “ILESTA” in a laser spot size of (a) 1 mm, (b) 600 μm, and (c) 250 μm. The target surface is at \( x = 5 \) mm.

Figure C.3(a)–C.3(f) show the time evolutions of the electron density, degree of ionization, ion velocity, electron temperature, ion temperature, and evaluated mean-free-path (black line) and expected shock width \( \sim 100c/\omega_{\text{pi}} \) (red line) in the case of the spot size of 250μm at \( x = 10 \) mm (5 mm from the target surfaces) as shown in Fig. C.2. The electron density is larger than \( 1 \times 10^{21} \text{ cm}^{-3} \) and the ion velocity is larger than 1000 km/s until \( t = 20 \) ns. These conditions are appropriate for detection of shock structures. The expected shock width \( \sim 100c/\omega_{\text{pi}} \) is shorter than ion-ion mean-free-path as shown in Fig. C.3(f). The shock generated in such conditions represents a collisionless shock.

### C.4 Experimental setup

Figure C.1 shows a schematic view of the experimental setup. By irradiating the inner-surfaces of a double-foil target (3 mm × 3 mm × 1 mm thick) with a separation of \( L = 10 \) mm using NIF beams, supersonic counter-streaming plasmas will be created. Choosing a low Z material for the target, we can create counter-streaming plasmas with the velocity of
Figure C.3: The time evolution of (a) electron density, (b) the degree of ionization, (c) ion velocity, (d) electron temperature, (e) ion temperature, and (f) evaluated mean–free–path and expected shock width.
each plasma \( \sim 1000 \) km/s or more, and with an ion–ion mean–free–path of order several centimeters, which is much larger than the system size of our experiment. We use three kinds of double-foil targets with low Z materials, as follows;

1. CH–CD or CD–CD

2. LiH–LiD or LiD–LiD

3. Cryo-H\(_2\)–Cryo-D\(_2\) or Cryo-D\(_2\)–Cryo–D\(_2\)

We emphasize that by design, when the plasmas interpenetrate, the coulomb collision mean–free–path is several cm, ie significantly larger than the size of the entire experimental system. In the absence of a collisionless shock, the two plasmas should just interpenetrate without interacting. For the first targets (CH - CD or CD - CD), the collisionality between counter-streaming plasma flows can be evaluated by observing the interaction of the two flows and the resultant neutron production due to D-D reactions. If the neutrons are produced at the time the two plasmas start to interpenetrate, this would be evidence of the formation of a collisionless shock. On the other hand, if neutrons are not observed until the plasma flow impacts the foil target at the opposite side, then no collisionless shock was formed. Alternatively, the two foils could be oriented so that the interpenetrating plasma flows are perpendicular to each other, in which case no neutrons would be observed at any time unless a collisionless shock were created, since the flows would not impact a foil on the side opposite it. The second and third targets have advantages for creation of collisionless flows because of the lower–Z material. In our previous experiments, we already have obtained suggestive results in collisionless shock formation with CH double-foil targets, and hence CH–CD or CD–CD targets should be the first step in this NIF experiment.

The time evolution of the counter-streaming collisionless plasmas and the formation properties of Weibel-mediated shock waves will be observed by visible self-emission and probe measurements (interferometry, shadowgraphy, polarimetry, and proton radiography).
Features of interest are the growth from small electron current filaments to larger filaments by coalescence, formation of self-generated magnetic fields, and steady-state shock wave generation, we will also obtain the plasma velocities and the effective temperature from self-emission and the interferometry using both visible streak cameras and fast-gate ICCD cameras. The following parameters will be measured in the experiment.

1. The temporal evolution of the plasma flows and the shock formation will be observed from visible self-emission using SOP and GOI, and from x-ray self-emission using a x-ray streak camera and x-ray framing camera in the direction transverse to the plasma flows.

2. Plasma density and density gradient can be measured by Nomarski interferometry and shadowgraphy or Schlieren method using a 4ω probe in the transverse direction. We can obtain the electron density up to \(n_e \sim 1.6 \times 10^{22} \text{ cm}^{-3}\), which corresponds to the critical density for the 4ω laser.

3. Self-generated magnetic fields can be measured with proton radiography[81] or polarimetry [82, 83]. Several D-3He implosions (with \(\sim 50 \text{ kJ / implosion}\)) can be used to create monoenergetic proton sources with various delay and different line of sight as shown in Fig. C.1. In general, protons can be deflected by electric and magnetic fields, and we will obtain the proton image including both effects. Faraday rotation can also be used to measure the magnetic field in laser-produced plasmas. In this case, the variation of polarization angle depends on the plasma density and magnetic field. Combining with the density profile obtained by interferometry, the distribution of magnetic field can be calculated.

4. Electron temperatures \(T_e\) can be obtained by Thomson scattering using a 4ω probe and time-resolved extreme-ultraviolet (EUV) or soft x-ray spectrograph. Temporal evolution of the radiation temperature will be measured using a visible spectrometer.
and a streak camera in the transverse direction.

5. High-energy electrons and resultant emissions are detected by an electron spectrometer and the time-resolved Filter Fluorescer (FFLEX) Spectrometer, respectively. High-energy ions accelerated by a collisionless shock will be measured by a Thomson parabola.
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