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1 Introduction

Dual energy subtraction technique has been utilized in clinical application\(^3,4,5\) and has provided useful diagnostic information\(^6,8\). The most application of this technique have, however, been limited only to enhance the soft tissue image, calcified lesion, contrast media and others, while eliminating the image component of other tissue. Although the image is produced by a digital image processor, there is a tendency that the quantitateness of the digital information has not been fully utilized for clinical diagnosis.

The beam hardening effect is one of the difficulties in the quantitative interpretation of the x-ray image produced by the conventional white x-rays. For this reason, the monochromatic beam such as
gamma-rays or characteristic x-rays has been used\(^{7-9}\) when quantitative information is required. Since the current monochromatic source cannot emit high intensity beam, therefore it requires a long time exposure to form an image. When a conventional x-ray generator with a K-edge filter such as tin is used, a high intensity quasi-monochromatic x-ray beam is obtained. In this case, the required tube load to produce an image (approximately 1000 mA s at FFD=1 m) is less than the maximum acceptable load of an ordinary diagnostic generator, and the logarithm of the transmitted x-ray intensity is precisely proportional to the object thickness\(^{10}\).

In the dual-energy subtraction technique, the artifact caused by the motion of the object is another important problem. In order to overcome the problem, a method with a single exposure was devised\(^{11-14}\). In this method, two image receptors are stacked and a filter is inserted between them to absorb the low energy x-rays. The image of the receptor in the side is formed mainly by the lower energy x-rays and that in the back side is produced by the higher energy x-rays.

Using quasi-dichromatic x-rays obtained by a tin K-edge filter, I have developed a method for dual-energy subtraction in a single exposure\(^{11}\). This method could measure the bone mineral content accurately when the object was thoroughly thin. For the thick object, the attenuation of the higher energy x-rays was much less than that of the lower energy x-rays, so the contribution of the higher energy x-rays to the tube side image could not be neglected. This contribution caused a systematic error in the resultant quantitative image data.

In this study, the image formation process in the dual-energy subtraction by a single exposure was theoretically analyzed. In addition, a method to correct the effect of the high energy x-rays on the image by lower energy x-rays was developed. Further, the accuracy of the theoretical analysis and the efficiency of the correction for the thick object was tested by the phantom experiment.

![Diagram](image.png)

**Fig. 1** A schematic illustration of the radiographing system used for the dual-energy subtraction in a single exposure.
2 Theoretica analysis

2-1 The radiographing system

The radiographing system as outlined in Fig. 1 was described in details in my previous paper\textsuperscript{11}. Briefly, the x-ray beam was dichromized by 0.3 mm tin filter. In the cassette, a low speed film-screen system, a 0.8 mm thick copper filter to absorb the lower energy x-rays and a high speed film-screen system were piled up one upon another. The image on the tube side film was formed mainly by the x-rays in the spectral peak at the energy just below the K-absorption edge, and that on the back side film was produced by the x-rays in the higher energy peak close to the tube potential.

Two wedges were mounted on the object plane together with the object. One was made of epoxy resin and bone mineral equivalent material (a mixture\textsuperscript{19} of Ca\textsubscript{3}(PO\textsubscript{4})\textsubscript{2} 3 mol and CaCO\textsubscript{3} 1 mol, whose atomic composition was very close to that of hydroxyapatite Ca\textsubscript{10}(PO\textsubscript{4})\textsubscript{6}(OH)\textsubscript{2}). This wedge was used to correct the fluctuations of the x-ray intensity and the film processing condition for each radiogram. It is called "reference wedge" in this paper. Another wedge was made of 100% epoxy resin and used to determine the weighting factor for the subtraction.

2-2 First approximation of the image formation process

In the first approximation, following assumptions are made.

1) The tube side image is formed by the lower energy (E\textsubscript{1}) monochromatic x-rays alone.
2) The back side image is formed by the higher energy (E\textsubscript{2}) monochromatic x-rays alone.
3) The incident x-ray intensity I\textsubscript{0} and the response of the image receptor (H-D curve of the film-screen system) are homogeneous over the image.
4) The epoxy resin is the soft tissue equivalent material.

The basic mathematical concept of the dual energy subtraction is the simultaneous equations as,

\begin{align}
\exp(-U_{b}X_{b} - U_{s}X_{s}) = (I/I_{0}) \\
\exp(-U_{s}X_{s} - U_{s}X_{b}) = (I/I_{0})^{*}
\end{align}

(1-1) (1-2)

where U\textsubscript{b} and U\textsubscript{s} are mass attenuation coefficients (cm\textsuperscript{2}/g) of bone mineral and soft tissue respectively, for energy E\textsubscript{1}, and X\textsubscript{b} and X\textsubscript{s} are corresponding products (g/cm\textsuperscript{2}) of their thickness and specific density. I/I\textsubscript{0} is the x-ray attenuation by the object through the attenuation path from the focus to the pixel of interest P. The symbols with asterisk denote the quantities for energy E\textsubscript{2}. The quantities in the right side of the equations are to be measured from the image. The solutions of X\textsubscript{b} and X\textsubscript{s} are the pixel data of the resultant bone mineral image and the soft tissue image, respectively, by the dual energy subtraction.

The reference wedge is used to correct the fluctuations of the x-ray intensity and the working condition of the image receptor (film processing condition). Based on the assumption 3), the reference wedge thickness X\textsubscript{r} that present the same gray level (film density) to that of the pixel P is the measure of the x-ray attenuation I/I\textsubscript{0}.

\begin{align}
I/I_{0} = \exp(-U_{r}X_{r})
\end{align}

(2)

Where U\textsubscript{r} is the mass attenuation coefficient of the reference wedge. Then equations (1-1) and (1-2) are rewritten as,

\begin{align}
(U_{b}/U_{s})X_{b} + (U_{s}/U_{r})X_{s} = X_{r} \\
(U_{s}/U_{r})X_{s} + (U_{s}/U_{s})X_{b} = X_{s}^{*}
\end{align}

(3-1) (3-2)

X\textsubscript{r} and X\textsubscript{s} are called "reference material equivalent thickness (RMET)" at energy E\textsubscript{1} and E\textsubscript{2}, respectively, in this paper.

Using this expressions, we need merely the ratios of the mass attenuation coefficients. The ratio U\textsubscript{r}/U\textsubscript{s} is determined from the RMET of 100% epoxy resin wedge.
\[ \exp(-U_{\text{ep}}X_{\text{ep}}) = \exp(-U_{\text{e}}X_{\text{e}}) \]
\[ U_{\text{ep}}/U_{\text{e}} = X_{\text{e}}/X_{\text{ep}} \]  
(4)

where \( U_{\text{e}} \) and \( X_{\text{e}} \) are the mass attenuation coefficient and the thickness of the epoxy wedge. By assumption 4), \( U_{\text{e}}/U_{\text{r}} \) is equal to \( U_{\text{ep}}/U_{\text{r}} \). The ratio \( U_{\text{ep}}/U_{\text{r}} \) is calculated from the value of \( U_{\text{ep}}/U_{\text{r}} \) by Eq. (5) based on Eq. (5).

\[ U_{\text{r}} = P_{\text{b}}U_{\text{b}} + P_{\text{ep}}U_{\text{ep}} \]
\[ U_{\text{ep}}/U_{\text{r}} = (1 - P_{\text{ep}}U_{\text{ep}}/U_{\text{r}})/P_{\text{b}} \]  
(6)

where \( P_{\text{b}} \) and \( P_{\text{ep}} \) are the weight fractions of the bone mineral equivalent material and the epoxy resin in the reference wedge, respectively. \( U_{\text{b}}/U_{\text{b}} \) and \( U_{\text{ep}}/U_{\text{ep}} \) are also determined in the same way.

2-3 Approximation of image formation by dichromatic x-ray attenuation model

In the next step of the approximation, assumption 1) is modified as,

1') The tube side image is formed by the dichromatic incident x-rays (photon energy \( E_1 \) and \( E_2 \)).

Then Eq. (1-1) is rewritten as

\[ Q \exp(-U_{\text{e}}X_{\text{e}}) + Q^* \exp(-U_{\text{e}}X_{\text{e}}) = Q \exp(-U_{\text{b}}X_{\text{b}}) + Q^* \exp(-U_{\text{b}}X_{\text{b}}) \]  
(7)

where \( Q \) and \( Q^* \) are the intensity fractions of the low energy and the high energy x-ray components in the incident x-rays.

Substituting Eq. (3-2) to the exponent of the second term in the left side of Eq. (7), Eq. (8) is derived.

\[ (U_{\text{ep}}/U_{\text{r}})X_{\text{r}} = \left(1 - (1/U_{\text{r}}) \log_{\text{base}} (1 + (Q^*/Q) \exp(U_{\text{r}}X_{\text{r}}) \exp(-U_{\text{b}}X_{\text{b}}) \exp(-U_{\text{b}}X_{\text{b}})) \right) \]  
(8)

Comparing Eq. (8) with Eq. (2-1), we can regard the logarithmic term in the right side as the correction term for the contribution of the high energy component. For the correction, values for \( Q^*/Q \), \( U_{\text{r}} \) and \( U_{\text{b}} \) are required. These can be determined using the results of the following simulation.

3 Simulation of the image formation process

The purposes of the simulation were to confirm that assumptions 1'), 2) and 4) are realized in the actual radiographing system and to determine the parameters required for the correction.

3-1 Method

3-1-1 Mathematical model

For this purpose, the absorbed energy \( D \) by the screen is the essential quantity. It is calculated by Eq. (9).

\[ D = \Phi(E)Ea(E)\exp(-F(E) - \mu(E)t_0)dt \]
\[ F(E) = \mu_0(E)t_{\text{Al}} + \mu_{\text{Sn}}(E)t_{\text{Sn}} + \mu_{\text{Cu}}(E)t_{\text{Cu}} + \mu_{\text{P}}(E)t_{\text{P}} \]  
(9)

where \( \Phi(E) \) is the spectrum from the X-ray tube, \( Ea(E) \) is the energy absorbed locally by the phosphor per incident photon of energy \( E \). \( F(E) \) is the filtration that is taken into account in the simulation, and \( \mu \) and \( t \) are the attenuation coefficient and thickness. The subscripts \( \text{Al}, \text{Sn}, \text{Cu} \) and \( \text{P} \) are the materials of object, aluminum, tin, copper and phosphor of the tube side screen, respectively. The \( t_{\text{Cu}} \) and \( t_{\text{P}} \) are zero for the tube side image. The \( t_{\text{Al}} \) is the aluminum equivalent thickness of the total filtration excluding the tir, copper and the tube side screen phosphor. The attenuation by the film and the screen base were neglected.

Because the objects were separated by 20 cm from the cassette, the effects of the scattered x-rays could be considered homogeneous over the image. They were, therefore, automatically corrected in RMET determination. For this reason, the scattered x-rays were neglected in the calculation.

In this simulation, photon cross sections compiled by Storm et al.,\(^{16}\) and reconstructed to floppy disk files for personal computers by Herata et al.,\(^{17}\) were used.

3-1-2 X-ray spectra
It was assumed that the target angle was 17° and that the inherent filtration of the x-ray tube was 1.5 mmAl.

The white x-ray spectra at the constant tube potential from 30 to 70 kV were taken from the catalogue data by Birch et al.\textsuperscript{10} By means of the linear interpolation, spectra at every 1 kV tube potential were prepared. The spectra at the tube potential from 18 to 29 kV were estimated by Kramers\textsuperscript{9} theory.

The spectra for the tube potential wave form of 3-phase 6-peak and single phase 2-peak from 49 to 61 kVp were estimated by summation of weighted constant potential spectra. The wave form were assumed to be sinusoidal and its superimposition. The x-ray generation at the tube potential below 18 kV was neglected.

The aluminum filtration was varied from 1.5 to 2.3 mm.

3-1-3 Attenuation by the object

For the object materials, bone mineral equivalent material, epoxy resin, mixture of them (P<sub>v</sub>=58.4%, 47.8% and 69.1%) and water were chosen. The atomic composition of epoxy resin was assumed to be C:H:O:N=66:96:9.4.

In order to check the accuracy of the transmitted spectra, spectral measurements were carried out using a germanium detector (GLP-10180/07: EG & G Ortec, Oak Ridge, Tennessee) and a constant potential generator (PW1732: Philips, Alembo, the Netherlands). The focus-detector distance was 1.2 m and the beam was collimated into 2 mm in diameter at the detector window. As the object, the bone phantom wedge (69.1% bone mineral equivalent material and epoxy resin) and the pure epoxy resin wedge were mounted at 20 cm apart from the detector. The spectra measured for various tube potential form 51 to 59 kV and for various object thickness were compared with the calculated spectra. They agreed within the variation of ±5% with each other. Fig. 2 shows examples of the comparison.

3-1-4 Energy absorption by screen phosphor

The E<sub>a</sub>(E) in Eq. (9) was calculated according to Birch et al\textsuperscript{10}. The assumed composition and thickness of the phosphor were Gd<sub>2</sub>O<sub>2</sub>S: 31.7 mg/cm<sup>2</sup> for the tube side screen (Min-R Kodak, Rochester, New York) and LaOBr: 96.5 mg/cm<sup>2</sup> for the back side screen (Quarta III: Dupont, Wilmington, Delaware).

Fig. 3 shows examples of the calculated energy absorption spectra by the screen phosphors. The
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Fig. 3  The examples of the simulated spectra of energy absorption in the screen phosphor. Tube potential was 55 kVp with 3-phase 6-pulse wave form. Filtrations of 1.5 mmAl inherent to x-ray tube, 0.3 mmSn and 0.8 mmCu between the two screens were used in the simulation. Bone phantom containing 38.4% bone mineral equivalent material was used as an object. a) The tube side screen Min-R b) The back side screen Quanta III.

Fig. 4  The relative transmission through the object measured as the absorbed energy in the screen phosphor was plotted against the object thickness. The filtration and the object were the same as in Fig. 3. a) The tube side screen (Total). b) The tube side screen (Low energy component). c) The back side screen (Total).

integrated values of the spectra for various object thickness gave the attenuation curve of the x-rays, measured as the energy absorption in the screen phosphors (Fig. 4a and 4c). The integration below 30 keV gave the attenuation of the lower energy component x-rays forming the tube side image (Fig. 4b).
3-1-5 Attenuation coefficients and dichromatic attenuation model

From the simulated attenuation data of the lower energy component x-rays absorbed by the tube side screen phosphor (Fig. 4b) and all the x-rays absorbed by the back side screen phosphor (Fig. 4c), the mean attenuation coefficients of the object materials were calculated by the least squares method.

In accordance with assumption 1), the simulated attenuation curves of all the x-rays absorbed by the tube side screen phosphor (Fig. 4a) were approximated as the sum of the two components. Using the mean attenuation coefficients calculated above, the best fit fraction of either components Q and Q* in Eq. (7) were found by the least squares method.

The simulation was carried out for the tin filter from 0.29 to 0.31 mm and the copper filter from 0.79 to 0.81 mm to determine the effect of variation in the filter thickness.

3-2 Results

3-2-1 Attenuation coefficients

The simulated attenuation curves of the low energy component x-rays absorbed by the tube side screen phosphor (Fig. 4b) and the x-rays absorbed by the back side screen phosphor (Fig. 4c) were linear in the semi-logarithmic plot. These x-rays could be regarded, therefore, as monochromic. This result justified the assumption 2) in the approximation.

Attenuation coefficients for the low energy component x-rays calculated by the least squares fitting to the simulated attenuation data were listed in Tab. 1. They did not significantly vary with the tube potential, its wave form and filtration. The ranges of variation were within 2%. For the ratio U_b/Ucp and U_s/Ucp, the ranges of variation were less than 0.7%.

The attenuation coefficients for the high energy component x-rays varied with the tube potential, its wave form and the aluminum filtration. The variation for each material, however, was expressed by a unique linear function of the ratio r=U_b/Ucp as shown in Fig. 5. These were fitted as

\[ U_b^* = 0.2622r - 0.1604 \quad (|E_{max}| = 0.006) \]  \hspace{1cm} (10)

\[ U_{cp}^* = 0.01702r + 0.15726 \quad (|E_{max}| = 0.002) \]  \hspace{1cm} (11)

\[ U_s^*/U_{cp}^* = 0.9466r + 0.9787 \quad (|E_{max}| = 0.001) \]  \hspace{1cm} (12)

where \( |E_{max} | \) were the maximum absolute value of the fitting errors in the range of r from 2.6 to 3.6. These errors remain less than the range of variation of the attenuation coefficients to the low energy x-rays.

Using the method described in Section 2-2, we can measure \( r=(U_b^*/U_{cp}^*)/(U_s^*/U_{cp}^*) \) from the wedge

<table>
<thead>
<tr>
<th>Wave form peak</th>
<th>Tube potential (kV)</th>
<th>Aluminum filter mm</th>
<th>Atten. coeff cm²/g</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bone mineral ( (U_b^*) )</td>
<td>Epoxy resin ( (U_{ep}^*) )</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>1.5</td>
<td>2.636</td>
<td>.3206</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>1.5</td>
<td>2.615</td>
<td>.3206</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>1.5</td>
<td>2.666</td>
<td>.3194</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>2.3</td>
<td>2.580</td>
<td>.3186</td>
</tr>
<tr>
<td>6</td>
<td>49</td>
<td>1.5</td>
<td>2.608</td>
<td>.3194</td>
</tr>
<tr>
<td>6</td>
<td>55</td>
<td>1.5</td>
<td>2.600</td>
<td>.3187</td>
</tr>
<tr>
<td>6</td>
<td>51</td>
<td>1.5</td>
<td>2.584</td>
<td>.3185</td>
</tr>
<tr>
<td>6</td>
<td>51</td>
<td>2.3</td>
<td>2.568</td>
<td>.3158</td>
</tr>
<tr>
<td>CP</td>
<td>55</td>
<td>1.5</td>
<td>2.597</td>
<td>.3185</td>
</tr>
<tr>
<td>CP</td>
<td>51</td>
<td>2.3</td>
<td>2.566</td>
<td>.3156</td>
</tr>
</tbody>
</table>

CP: Constant potential
Fig. 5 The mass attenuation coefficients of the object materials to the higher energy component x-rays.

$U_b^*$ and $U_{ep}^*$ denote the mass attenuation coefficient of the bone mineral and the epoxy resin, respectively. $U_*^*/U_{ep}^*$ denotes the ratio of the mass attenuation coefficient of water to that of the epoxy resin.

$U_*^*$, $U_{ep}^*$ and $U_*^*/U_{ep}^*$ varied with the tube potential, its wave form and the aluminum filtration, nevertheless, their variations were expressed as the unique function of the ratio $U_b^*/U_{ep}^*$ for each material.

Fig. 6 The variation of the ratio $U_b^*/U_{ep}^*$ with the tube potential and wave form. There was no dependency on the aluminum filtration.

images on the back side film. Fig. 6 shows the variation of $r$ with the tube potential. The variation of $r$ with aluminum filtration was within a $\pm 0.13\%$ range. We can thus regard $r$ as an index of the tube potential.

Since the values for $U_*/U_{ep}$ and $U_*^*/U_{ep}^*$ were not unity, assumption 4) could not be justified. For the attenuation coefficient of the soft tissue, we must multiply the correction factors $U_*/U_{ep}$ or $U_*^*/U_{ep}^*$ to that of epoxy resin.

3-2-2 Dichromatic attenuation model

The attenuation curves of all the x-rays absorbed by the tube side screen phosphor (Fig. 4a) suggested that assumption 1), which assumed that the tube side image was formed by the monochromatic x-rays, could not be justified, because the gradients of the curves was reduced with the increase of the object thickness. Fig. 7 illustrated the dichromatic approximation of the attenuation data of the tube side screen energy absorption. For all the spectrum calculated in this work, the attenuation curves were well approximated within $\pm 3\%$ error. Then we can consider that assumption 1') was justified.
Fig. 7 An example of the attenuation curve fitting based on the dichromatic attenuation model for the tube side screen. The closed circles indicate the attenuation data by the simulation. The solid lines indicate the attenuation curves of the two monochromatic x-rays and that of the sum of them.

The ratio of the fraction of the high energy component to that of low energy $Q^*/Q$ depended on the tube potential, its wave form and the aluminum filtration, as shown in Fig. 8. For each wave form and filtration, the variation of $Q^*/Q$ with the tube potential were well fitted by polynomial of $r$ as,

$$\log(Q^*/Q) = C_0 + C_1r + C_2r^2 + C_3r^3$$

where $C_0$, $C_1$, $C_2$ and $C_3$ were fitting parameters. The fitting error was 1.3% at maximum for all the calculated spectra.

The variation with the added filter thickness approximately obeyed the exponential law, that was written as

$$Q^*/Q = K \exp[\mu_{Al}(\bar{E}_1) - \mu_{Al}(\bar{E}_2)]t_{Al}$$

where $K$ was a constant, and $\bar{E}_1$ and $\bar{E}_2$ were the effective energy of each component, respectively. The $\bar{E}_1$ was expected to be constant because its main determining factor was the K-edge energy. The $\bar{E}_2$ seemed to vary with the tube potential, its wave form and the total filtration like a white x-ray beam. The variation of $\mu_{Al}(\bar{E}_2)$ with the aluminum filtration thickness $t_{Al}$ was small because the tin filter was dominant in the total filtration.

3–2–3 Error due to tin and copper filter thickness

In the low energy component region (20 to 30 keV), the ratio of linear attenuation coefficient of tin to that of aluminum are 33 (the range of variation is ±1). From this value, we can estimate the error propagation to $U_b/U_r$ and $U_b/U_{up}$ due to the error of the nominal thickness of the tin filter. A 10 μm thick tin filter is equivalent to a 0.33 mm thick aluminum filter. Using the values for 1.5 and 2.3 mm aluminum filtration in Tab. 1, the quota allotment estimated the error propagation to be less than 0.1% in ratio $U_b/U_{up}$ and $U_b/U_{up}$, and to be less than 0.6% in $U_b$ and $U_{up}$.

Simulations for $0.30 \pm 0.01$ mm tin filter and for $0.8 \pm 0.01$ mm copper filter gave the error estimation.
for the high energy x-rays. The resulted $U_s^*, U_p^*$ and $U_{s^*}/U_{p^*}$ versus $r$ did not vary more than $\pm 0.15\%$, which was the same order as the fitting precision of equations (10), (11) and (12). The maximum deviation in $Q^*/Q$ from Eq. (13) was 5.3%. This range of deviation was acceptable because it was used only in the small correction term.

From these estimated error propagation, we could consider that all the parameter used in the subtraction process was not affected by the variation in the thickness of about 10 $\mu$m of the tin and the copper filter.

4 Application

4-1 Advanced algorithm for quantitative energy subtraction

The dual energy subtraction algorithm used in my previous paper\textsuperscript{11} was based on the first approximation. Present simulation made it clear that the high energy x-ray contribution in the tube side image formation must be corrected and that the contribution could be estimated from the ratio $r=U_s^*/U_{p^*}$, which could be measured from the image.

Because the high energy x-ray contribution varied with the tube potential, and because the tube potential fluctuated for each radiograph, we were obliged, in the old method, to measure the mass attenuation coefficient ratios in Eq. (3-1) from the image for each radiograph. The measurement led an additional error. The result of the simulation confirmed that the attenuation coefficients of the object materials to the low energy component x-rays was independent of the tube potential, and that we could determine, in advance, their accurate values.

Based on these results, a new dual energy subtraction algorithm was derived.

4-1-1 Coefficients in the simultaneous equations

In the new algorithm, we solved the simultaneous equations (8) and (3-2).

The ratios $U_s/U_t$, and $U_p/U_t$ in the left side of Eq. (8) were determined from the weight fraction of the bone mineral equivalent material in the reference wedge based on Eq. (5) as,

\begin{align*}
U_s/U_t &= 1/(P_0 + P_{p})(U_p/U_t) \\
U_p/U_t &= (U_s/U_p)/(P_0(U_s/U_p) + P_{p})
\end{align*}

From Tab. 1, the value for $U_p/U_{p^*}$ was decided to be 8.172 for 2-peak wave form, 8.157 for 6-peak and 8.142 for constant potential. The value of $U_s/U_{p^*}$ was regarded as a constant of 1.369 for any tube potential wave form.

The ratios $U_{s^*}/U_t^*$, $U_{p^*}/U_t^*$ and $r$ were measured from the image of the back side film. Using $r$ and Eq. (12), $U_{s^*}/U_t^*$ was determined. It was multiplied by $U_{p^*}/U_t^*$ to determine $U_{s^*}/U_t^*$.

4-1-2 Correction for the effect of the high energy x-rays

The values for $U_s$, $U_t^*$ and $Q^*/Q$ were required to determine the correction term in Eq. (8).

The value for $U_s$ was determined by Eq. (5) using $U_b=2.60$ cm$^2$/g and $U_{p^*}=0.310$ cm$^2$/g from Tab. 1, and $U_t^*$ was also determined by Eq. (5) using $U_s$ and $U_{p^*}$, which were calculated by Eq. (10) and Eq. (11).

$Q^*/Q$ was determined by Eq. (13). The parameters $C_0$, $C_1$, $C_2$ and $C_3$ were prepared for each wave form and aluminum filtration in 0.2 mm steps. For the fine adjustment of the aluminum filtration less than 0.2 mm, Eq. (14) was used by the interpolation.

4-2 Experiment

In order to check the accuracy of the simulation and efficiency of the correction, a phantom experiment was carried out.

4-2-1 Material and method

The phatoms were made of a mixture of epoxy resin and bone mineral equivalent material in varied content. They were cut into straight sloping surface and the parameters were characterized in Tab. 2.
The phantoms were radiographed by a constant potential x-ray generator (HF-100: Pantak, Birkshire, England), whose inherent filtration was 1.0 mm thick beryllium and the added filtration was 1.5 mm thick aluminum. Focus-object distance and focus-film distance were 1.0 m and 1.2 m, respectively. The tube potential, tube current and exposure time were 58.0 kV, 50.0 mA and 20s, respectively, in nominal value on the controller. For the film-screen systems, Min-R/MR1 (Kodak) and Quanta III/Cronex 6 (Dupont) were used. The film was manually processed by Hi-Rendol (Fuji Photo Film, Tokyo, Japan) for 4 min at 20°C. The film density was measured by a micro-densitometer (Model 2405: Abe Sekkei, Tokyo, Japan). The measuring aperture was 0.2 mm × 2.0 mm.

4-2-2 Results

Fig. 9 shows the comparison of RMETs by the experiment to those by the simulation. The closed circles indicate the RMETs measured by the experiment and the solid lines, those predicted by the simulation. The open circles indicate the values after the correction for the high energy x-ray contribution by the advanced algorithm, and the broken lines the predicted RMETs by the simulation, in which the image was assumed to be formed by the low energy x-rays alone. These experimental values agreed with

<table>
<thead>
<tr>
<th>Wedges</th>
<th>Content (%)</th>
<th>Density (g/cm²)</th>
<th>Height (mm)</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minerals</td>
<td>Epoxy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>47.8</td>
<td>32.2</td>
<td>1.615</td>
<td>55.0</td>
</tr>
<tr>
<td>Pure epoxy</td>
<td>—</td>
<td>100.0</td>
<td>1.121</td>
<td>65.2</td>
</tr>
<tr>
<td>Sample</td>
<td>38.4</td>
<td>81.6</td>
<td>1.482</td>
<td>54.9</td>
</tr>
</tbody>
</table>

All phantoms are straight sloping wedges.

Fig. 9. The comparison of RMETs of the wedge phantoms measured by the experiment versus their thickness with that predicted by the simulation. The measured RMETs (●) were very close to the simulated values (solid line). The RMETs after the correction for the higher energy x-ray contribution (○) were also very close to that predicted by the simulation (broken line). The agreement suggests that the corrections were accurate.
the predicted ones within the range of the experimental error by the film densitometry. The regression line through the points for the pure epoxy resin wedge in the back side film gave $U_{sp}^*/U_{s}^*$ to be 0.545, which led $U_{sp}^*/U_{s}^*$ to be 2.745. From Fig. 6, the tube potential was estimated to be 58.5 kV, which was close to 58.0 kV, the nominal setting value.

These agreement proved that the theoretical calculation by the mathematical model Eq. (9), using the spectral catalogue data by Birch et al. and photon cross section data by Storm et al. accurately simulated the actual image formation process of the experimental system using x-ray generator, phantoms, film-screen systems, which were manufactured independently from the calculation data.

Eq. (8) shows that the smaller $Q^*/Q$ led the higher precision of the correction for the high energy x-ray contribution to the tube side image. Fig. 8 indicates that the value of $Q^*/Q$ became larger for the higher tube potential and for the closer wave form to the constant potential. In the previous paper, I determined the standard tube potential to be 6-peak 55 kVp, at which $Q^*/Q$ was expected not to exceed 0.3 (Fig. 8), even the worst case of the setting error of the tube potential. In this experiment, the tube potential was 58 kV constant potential and a more larger $Q^*/Q$ was estimated to be 0.32. The accuracy of the correction in the standard tube potential was assured by the fact that the high energy x-ray contribution was corrected accurately under this extremely unfavorable condition.

The correction terms for the sample phantom were smaller than that for the pure epoxy resin wedge having the same REMT. If the sample had the same composition as the reference wedge, REMT at the low energy would be the same as that at the high energy, and the correction term in Eq. (8) would be zero. The correction had, therefore, the more importance when the sample had the composition more different from

![Graphs showing the results of dual-energy subtraction.](image)

Fig 10 The result of the dual-energy subtraction. a) Pure epoxy resin wedge b) Wedge shaped bone phantom containing 38.4% bone mineral equivalent material. The solid lines indicate the calculated values from the parameters listed in Tab. 2.

BMC: Bone mineral content
that of the reference wedge. In case the rough prediction of the bone mineral content in the sample was
given, we had better chose the fraction of the bone mineral equivalent material in the reference wedge close
to that of the sample for an accurate measurement.

Fig. 10 shows the results of the subtraction. The open circles indicate the results by the old method
based on the first approximation. They were accurate only when the bone mineral content in the object
was close to that of the reference wedge or the object was thin. The closed circles indicate the results by the
new algorithm. They were accurate even when the object was thick and the bone mineral content in the
object was different from that in the reference wedge.

5 Discussion

Because of the non-linear nature of white X-ray attenuation, the mathematical treatment of the dual
energy image subtraction is not easy.

The simplest algorithm of energy subtraction is the weighted subtraction of the images. When the
object consists of material A and B with thickness & and &B, respectively, the gray level of each pixel in the
subtraction image F(&, &B) is calculated by,

\[
F(\tau_1, \tau_2) = \alpha \log(I_1) - \beta \log(I_2)
\]

\[
I_1 = \int \Phi_E(E) dE
\]

\[
I_2 = \int \Phi_E(E) dE
\]

where \( \Phi_E \) and \( \Phi_E \) are energy fluence spectra of the transmitted X-rays at the two imaging plane of the tube
side and the back side, respectively, and \( \alpha \) and \( \beta \) are the weighting factors, respectively. As Arai\(^2^9\) has
explained, the image component of material A disappears when

\[
\alpha / \beta = \mu_{\text{A}} / \mu_{\text{L}}
\]

where \( \mu_{\text{A}} \), \( \mu_{\text{L}} \) are the mean attenuation coefficient of material A, \( \mu_{\text{L}}(E) \), weighted by the spectra \( \Phi_E \) and \( \Phi_E \),
respectively. The solutions of the simultaneous equations (1-1) and (1-2) can be transformed to the same
expressions to the equations (16) and (17).

When the white x-rays are used, \( \mu_{\text{A}} \) and \( \mu_{\text{L}} \) vary independently with the object thickness. Material A,
therefore, does not disappear in some other part of the image. When the dichromatic x-rays are used, the
spectra are given by Dirac's delta functions.

\[
\Phi_E(E) = qE(E_1) + q^*E(E_2)
\]

\[
\Phi_E(E) = I_1E(E_1)
\]

\[
\Phi_E(E) = I_2E(E_2)
\]

where \( q \) and \( q^* \) denote the intensity of the low and the high energy component, which correspond to the first
and the second term in the left side of the Eq. (7), respectively. \( \mu_{\text{A}} \) is constant equal to \( \mu(E_2) \). \( \mu_{\text{L}} \) is calculated as,

\[
\mu_{\text{L}} = (c\mu(E_1) + q^*\mu_2(E_2))/(q + q^*)
\]

This value of \( \mu_{\text{L}} \) can be approximated by a constant when

\[
q\mu_2(E_1) = q^*\mu_2(E_2)
\]

This condition is realized for a wide range of the object thickness, when a K-edge filter is used. The results
of the subtraction is, therefore, more accurate than that of white x-ray radiography.

The inequality (20) indicates the condition in which the weighted subtraction algorithm based on the
first approximation is applicable. When it does not hold, we must use an algorithm which takes into account
of the non-linearity of the dichromatic x-ray attenuation. Lehmann et al.\(^2^1\) showed that we could form two
images of "basis materials" (for example, aluminum and lucite, bone mineral and soft tissue) from dual
energy images of any clinical object by solving non-linear simultaneous integral equations. We can solve
the equations, however, only by the approximation if white x-rays are used. It requires long calculation
time or a large scale computer system for the accurate approximation\(^2^2\). Because the dichromatic x-rays
were used instead of white x-rays in this work, the non-linear integral equations reduce to equations (8) and (3-2), whose exact solutions were easily calculated. The method which gives the exact solution is superior to the approximation method in the calculating speed and accuracy, and in the estimation of the reliability of the measured value.

The usage of K-edge filter has the disadvantage that the output x-ray intensity is reduced very much. In the recent years, however, the sensitivity of the image receptor and the load capacity of the x-ray generator are so improved that x-ray images can sufficiently be formed. The usage of the K-edge filter for the exact solution, I think, has a great advantage in total.

The beam hardening effect is the most important cause that reduces the accuracy of the quantitative image processing. The quantitative CT is also realized using monochromatic beam. For the high intensity monochromatic source, the combination of the conventional x-ray tube and K-edge filter is very useful. Though the beam is not exact monochrome, we can regard it, from diagnostic view point, as monochrome because it is attenuated almost exponentially. The stability of the beam quality is a remarkable characteristic. The K-edge filters, I think, present the useful source for the quantitative x-ray diagnosis.

The method for simulating the image formation process in this work gives accurate results though it is simple. The computer program can be directly used for any other radiographing system not only film-screen system but also for the imaging plate radiography and also for scanned projection radiography when the atomic composition and thickness of the image receptor are known. Using this method, I think, we can improve many systems of dual energy subtraction for the accurate quantification of the object thickness.

6 Conclusion

The image formation process in the dual-energy subtraction in a single exposure was theoretically analyzed. The objective radiographing system was such as;

The x-ray beam was dichromized by a filter.

The cassette contained two film-screen systems and a copper filter.

The reference wedge and the pure resin wedge were used to correct the fluctuation of the exposure factors and film processing condition and to estimate the tube potential.

The results of the analysis showed;

1) The back side image was formed by monochromatic x-rays. The beam quality varied with tube potential, but it could be estimated by the analysis of the wedge images.

2) The tube side image was formed by dichromatic x-rays. The photon energy of the low energy component was independent of the tube potential. The photon energy of the high energy component could be regarded as equal to that of the back side image.

3) The contribution of the high energy component to the tube side image depended on the object thickness, the tube potential and the filtration. This contribution could be analytically corrected based on the dichromatic x-ray attenuation model using the information on the tube potential and specifications of the imaging system.

4) Because the x-ray beam was dichromized and because dominant non-linear terms were included in the correction term, energy subtraction images were obtained as the exact solutions of linear simultaneous equations.

Using these results, a new dual energy subtraction algorithm was derived and the accuracy was improved for thick object whose bone mineral content was different from that in the reference wedge.
Nomenclature

Reference wedge

A wedge made of mixture of bone mineral equivalent material and epoxy resin put on the object plane together with the object to correct the fluctuation of the x-ray intensity, beam quality and the film processing condition.

RMET (Reference Material Equivalent Thickness)

The reference wedge thickness that presents the same gray level as that of the pixel of interest.

Symbols

E₁, E₂: Photon energy of x-rays producing the image (E₁<E₂).
U: Mass attenuation coefficient (cm²/g)
X: Product of the density of the material and thickness (g/cm²) in the object.
P: Weight fraction of the material in a mixture.
Q: Intensity fraction in the incident dichromatic x-rays.
Suffixes of U, X and P denote the relating material.
  b: Bone mineral  s: Soft tissue  ep: Epoxy resin  r: Reference wedge
Superfixes of U and Q denote relating photon energy
  non: Photon energy E₁  *: Photon energy E₂
  r: Mass attenuation coefficient ratio U_b*/U_p*
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