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Chapter 1

Strong unique continuation
property for some second
order elliptic systems

1.1 Introduction

In this chapter we prove the strong unique continuation property for some second
order systems. There are many results for second order single equation (for
example [4], [5] and [10]). Let © be a nonempty open connected subset of R”
containing the origin, and let

p(@,0) = Y ajx(@)0;0k

1<j,k<n

be an elliptic differential operator in § such that a;(0) is real and a;x(x) is
Lipschitz continuous in . In [5], he proved that if u € H} () satisfies

Ip(z, )u| < Colz|~2F€lu| + Cylz| 17| Vu|, €>0

and

lim p_ﬁ/ lu|?dz =0
p=0 |lz|<p

for any positive 3, then wu is identically zero in 2.
In [10], he improved Hérmander’s result. He proved that the same result
holds for inequality of the form

Ip(z, d)ul < Cola|~?[ul + Cilz|~!|Vu|

if C is sufficiently small.
We are interested in second order systems, that is, a; (z) is of matrix valued.
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1.2 Main Results 1

Let € be a nonempty open connected subset of R™ containing the origin, and
let
P(z,0)= Y Ajx(x)0;0k (1.2.1)

1<j,k<n

be an elliptic differential operator in € where A, is an N x N matrix valued
function with the entries which are Lipschitz continuous in §2 for any 1 < j, k <
n. We assume that P(z,0) satisfies the following properties;

for any 1 < j,k,1,m < n, and there exist an elliptic differential operator p(9) =
N

Elgj,kgn a; 1,0;0) with real coefficients and complex numbers A; j =1,2...
such that
A1p(0)
P(0,0) = diag . (1.2.3)

Anp(9)

Then it follows the following theorem.

Theorem 1.2.1. There exists a positive constant C* depending only on p(9)
such that if u € {HL ()} satisfies

|P(x,0)u| < Colu|/|z|* + C1|Vul/|z] (1.2.4)
with C7 < C* and
lim p—f’/ lu|?dz =0 (1.2.5)
p=0 || <p

for any positive B, then u is identically zero in some neighborhood of the origin.
Remark 1.2.1. In [2], they proved S.U.C.P fails if Cy is not small.

Remark 1.2.2. In [1], he proved the following theorem:

Let P(x1,x2, %, Oy, , Ozy, Oz) be a m-th order (m > 2) elliptic differential op-
erator defined in a neighborhood of the origin in R™ and let P, be the principal
symbol. If P,,(0,0,0,1,7,0) has two simple, non real and non conjugate roots,
then there exist a neighborhood V' of the origin, two functions a, u € C*(V),
both satisfying (1.2.5), such that Pu—au = 0in V and {0} € suppu. Therefore
the assumption (1.2.3) is essential. In fact, let p(9) and ¢(9) # Ap(9) be second
order elliptic operators with real coefficients and let

A1p(9)
P(0,8) = diag A2q(0)
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By Alinhac’s theorem there exist a neighborhood V' of the origin, two functions
a, u € C*(V), both satisfying (1.2.5), such that p(9)¢(0)u — au = 0 in V and
{0} € suppu. Setting U = (¢(9)u,u,---) it follows that

[P0, 0)U] = [(AMp(0)q(d)u, A2q()u, - - )|
= [(Arau, A2q(O)u, - --)|
< C|u|,

U satisfies (1.2.5) and {0} € suppU.
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1.3 Proof of Theorem 1.2.1

In this section, we shall prove Theorem 1.2.1. The letter C stands for a generic
constant whose value may vary from line to line.

After a linear transform, we may assume that p(9) = A. Considering @ =
(/\1_1u1, ceey )\]_Vlu ~N ), without loss of generality, it suffices to prove the theorem
assuming P(0,0) = Aly.

In [10] Regbaoui proved the following result.

Lemma 1.3.1. There exists a positive constant C' such that

> g2l / ] 72421013 g 2da < C© / o[ P AufPde - (13.1)

<2
forany € {j+1/2;5 € N} and any u € C§°(R™ \ {0}).

Remark 1.3.1. The estimate (1.3.1) in Lemma remains valid if we assume
u € {H}E ()} with compact support satisfies (1.2.5).

Proposition 1.3.2. Let u € {H} ()} satisfy (1.2.4) and (1.2.5). Then
uw € {HE ()} and there exist positive Co and Cs such that

S [ jerupde < Coexp(-Cap™)
B(p)

lov] <2
for any small positive p and for any |a| < 2 where B(p) = {z; |z| < p}.

Proof. First we shall prove that u € H2 (), and satisfies

lim p—ﬁ/ |0%u|?dx = 0 (1.3.2)
B(p)

p—0

for any positive § and |a| < 2. By regularising and using Friedrichs’s lemma
and ellipticity of P(z,d), we get without difficulties v € H? (©\{0}). Following
Hormander [6] (Corollary 17. 1. 4.) we obtain

lim p—ﬁ/ |0%u|*dz =0 (1.3.3)
B(2p)\B(p)

p—0

for any positive 8 and |a| < 2. Hence u is the sum of a function in H7 (£2) and
a distribution with support at {0}. But no distribution with support at {0} is in
L3 .. It follows that u € HY (). Since u € HZ, () it is clear that from (1.3.3)
we have also (1.3.2).

Let x(r) € C§°(]0,0)) be a nonnegative function such that x(r) = 1 when
0<7r<1,x(r)=0when 2 <7 and || < C. Setting u(z) = x(e8|z|)u(x)
where € is a small positive parameter which will be determined later.
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By Lemma 1.3.1, Remark 1.3.1 and (1.2.3) we have
Z ﬁ2—2|a\/‘x|—26+2|a\—3|8?a|2dx < C/|£L’|_2ﬁ+l|ﬂfb|2dm
laf<2
< C/|x|f2ﬁ+1|P(0,a)a|2dx. (1.3.4)
Since A; is Lipschitz continuous and |z| < 2¢371, it follows that
/|:1:|72'6+1\P(O, d)al*dx < /|xr2ﬁ+1|(P(z,a) — P(0,0))a — P(z,0)u|*dx
< 2/|x|726+1|P(az,8)ﬂ|2dm
+2 ) /|x|*2ﬁ+3|aga|2dx (1.3.5)
o] <2
and
3 /|x|—2ﬂ+3|aga|2dxg4e%—2 3 /|x|—25+1|aga|2dx. (1.3.6)
Ja <2 la|<2
Fixing € such that 1 — 8Ce? > 0, we obtain
> nga\/|x|*2ﬁ+2\a|*3|aga\2dx < c/|x|*25+1|p(z,a)a\2dx (1.3.7)
laf<2

by (1.3.4), (1.3.5) and (1.3.6).
On the other hand, from (1.2.4) and 37! < |z| < 2¢87 ! if x € B(2¢71) \
B(ep™1), we have

/ 2|25+ Pz, 9)l?de < / |25+ Pz, O)ul?da
B(ef~1)

+/ 2| ~2P*Y | P(x, 0)u|*da

B(2¢671)\B(ef71)

<2 el Gl Pl 4 ORIVl
B(es™1)

+C

lor<2

/ [~ 221e =3 gy 2
B(2¢f~1)\B(ef~1)

(1.3.8)
By (1.3.7) and (1.3.8), if (4 is small enough, then we have
Z ﬁ2—2|a\ / |x|—2ﬂ+2\a|—3|a§al2dx
laf<2

<C
jal<2

/ |x|—2[3+2|a\—3|a§u|2dx
B(2¢f~1)\B(ef™1)
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for any large 8 € {j + 1/2;5 € N}. It follows that

~2(.3-1/9)—28+1 9%ul2d
5251 /2) Z/B 02 ulde

la]<2 (ep=1/2)

< 2—2\a|/ —28+42|a| -3 oe 2d

DIl 05l

< 3 el [la]2erel-Sozads

la|<2

and
/ ‘x|—25+2\a|—3|8;¢u|2dx
laj<2/ B2eB~\B(eS™1)

< (B1) 203 / 002 dz.

laj<2” BEeBTI\B(ef1)

Therefore there exist positive C3 and Cj4 such that

> / 00 ulPde < C(1/2)%7155 > |0%u|?dx
B(e6=1/2)

la|<2 || <2

< 03 exp(fC46). (139)

/3(2661)\3(651)

Setting R; = €/(2j + 1), from (1.3.9) we have
> / 0%u|?dx < Oy exp(—Cae/(2R;)), (1.3.10)
|| <2 B(Rj)

for any large j.
On the other hand, for any small R there exists a positive j such that

R;1 < R<R;.
Since Rj < 2Rj44 for any j > 1, we have
Riy1 <R<R; <2Rjqq.
By (1.3.10) it follows that

O%ul?dx < / |0%u|?dx
Z/B | Z B(R;)

laj<2” B(R) laf<2
< Czexp(—Cue/(2Ry))
< Czexp(—Cue/(4Rj41))
< Cyexp(—Cue/(4R),

which proves the desired conclusion. O
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Proposition 1.3.2 allows us to use e7/2(°g 12D rather than the usual weight
|z|~7. Using the similar method as [10], we can get the following Carleman
estimate under the hypothesis of Theorem 1.2.1.

Proposition 1.3.3. Under the hypothesis of Theorem 1.2.1 there exists a pos-
itive C' such that

7 [ PVl e+ [ el s

Q
< 0[ || 03| P (2, 0)ul?|z| " da (1.3.11)
Q

for any large v and any u € C3°(Q\ {0}) with a sufficiently small Q where
py = exp(7/2(log |z)?).

Remark 1.3.2. The estimate (1.3.11) in Proposition 1.3.3 remains valid if we
assume u € H7 () with compact support satisfies

i exp(3loglpl)*) [ [o2uPds =0
=0 lz|<p
for any positive 8 and any |a| < 2.

Proof. Let’s introduce polar coordinates in R™ \ {0} by setting z = e'w, with
teRand w = (wy,...,w,) € S" L. For k =1,...,n, we set Dy = € and
Dy = 0;. We have then

al‘j = e_t(wjat + Qj)

where ; is a vector field on S™71.
The vector fields €2; have the properties

> wi =0 and > Quw;=n-—1. (1.3.12)
j=1 j=1

The adjoint of ©; as an operator in L*(S"~1) is

Then the operator P(x,d) takes the form
e?P(x,0) = €* P(0,0) 4 ¢*(P(z,0) — P(0,0))
= (87 + (n = 2)0; + D) In
+) (Ajr(e'w) = A;1(0))(w; (0 — 1) + Q) (wds + Q)
j.k

=07+ (n=2)0 + Lu)In+ > Bjal(t,w)d 0,
jtlal<2
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where Bj, are N x N valued matrices such that Bj, = O(e') as ¢ tends to
—o00, and DyBj, = O(e') as t tends to —oo, for any k € {0,1,...,n} and

N, = Z;;l Q% is the Laplace-Beltrami operator in S™~!.

‘We note
Bj oBr.p = BrgBj o (1.3.14)

for any j, k, @ and (3 thanks to the hypothesis (1.2.2).
Setting u = e~ 7**/2y and Py = 112 P (et /2), P, can be written
e*Pv = (0 — yt)*v + (n — 2)(9; — yt)v + Ay
+ > Bjald -ty 0%
JtHlal<2
=02+ (n—2— 2910w + (Y2 — v — (n — 29t + Ay
+ > Bjal0— Q%
jtlal<2
= ai +a2+a3+a4
where a; 1= 0%v, ag := (n—2—29t)0v, az := (V2 —v— (n—2)yt + A, )v and

ag = 354 aj<2 Bia(0r = 78)7Q%.
The estimate (1.3.11) in Theorem 1.2.1 is then equivalent to

C/\e2tP,yv|2dtdw273/|v|2dtdw+7/\8tv|2dtdw+vz/|§2jv|2dtdw
j=1
(1.3.15)

for any v € C§°((—o0,Tp) x S™71).
We shall prove (1.3.15). Set

e2tP7_v = (=0 —y) v+ (n — 2)(=0; — yt)v + Ayv — 2yv
+ > Bl (=0 — ) ()
Jtlel<2
=020 —(n—2—291)0w + (Y2 —y — (n = 2)vt + Ay
+ > Bl (=0 — ) ()
JHlal<2

= a1 —az +as + as,
D(v,v) = / le*! Pv|*dtdw — / le** P v|*dtdw
and
S(vy,v) = / 2t Pv|? dtdw + / \eztt*IP;detdw

where '
as =Y B, (=0 — ) (7).

JjHlal<2
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Thus we have

D(vy,v) = (a1 + a2 + a3z + a4, a1 + as + as + aq)
— (a1 —az +az +as, a1 — az + az + as)
= 4Re{(a1,a2) + (az,as3)}
+2Re{(as, a1 + az + az) — (a1 — az + ag, as)} + [aa|* — [as||?
S(y,v) = |t ar +t 7 tay +t 7 ag +t ey + |t ey — tTras +t T tag + ¢ as|
> [[t7 a1 + a2 +a3)[?/2 + [[t7H a1 — a2 +a3)|?/2
— [t ag | = 1t as |
= [t aul® + [t a2 + (1t as]?
4+ 2Re(t tar, t ras) — ||t au|)® — ||t as))?
where (-, -) is the L? inner product and || - || is the L? norm. Using integration
by parts, we have
2Re(ay, az) = 2Re(9%v, (n — 2 — 2vt)04w)
= (0%v, (n — 2 — 2y)9w) + ((n — 2 — 29t)0yv, Otv)

:27/|8tv|2dtdw.

From (1.3.12) and (1.3.13) it follows that
Dy== Q0 (1.3.16)
j=1

Using integration by parts and (1.3.16) we have

2Re(az,az) = 2Re((n — 2 — 2vt) 9w, (V21> — v — (n — 2)yt + A, )v)
= ((n =2 =299, (v*t* =y = (n = 2)7t)v)
+ (7?1 =y = (n = 2)7t)v, (n — 2 = 2yt)y0)
+ ((n — 2 = 29t) 0, D) + (DA, (n — 2 — 29t)04w)
= (v, =0 {(n =2 = 29t)(V*t* — v — (n — 2)7t) }0)

— i{((n — 2 = 29t) O, Ui Q) + (L Qo, (n — 2 — 29t)04v) }

= (v, =0 {(n —2 = 29t)(V*t* — v — (n — 2)7t) }v)

n

- Z{(Qjatv, (n—2—=29t)Q;v) + (v, (n — 2 — 279t)Q;0:v) }

j=1

:1/2/f2|v\2dtdw—2WZ/|ij|2dtdw,
j=1
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It tas||* = / |(Y2t =yt — (n = 2)y +t 1AL )v|?dtdw
= / |(v2t — 4t~ — (n — 2)y)v|*dtdw + / [t~ A v dtdw
+ 2Re((v2t =yt — (n — 2)y)v, t L AL) (1.3.17)

2Re((v2t =yt~ ! = (n = 2)y)ou,t " Av)

=D I, (Pt =t = (n—2)7)Q50)

= —22 /(72 —t72 — (n — 2)vt 1) |Q;v|*dtdw (1.3.18)
=1

and
2Re(t tay,t™as)
= (070, (VP =t = (n =29t ) + (P =t 72 = (n = 2)yt~ v, }v)

= (Q;070,t7%Q0) = Y (720, Q,;07v)
j=1

j=1
= /(—272 + 2972 + 2(n — 2)yt™ 1) |0 dtdw

+ (B0, (=295 — (n — 2yt %)0)

+ (=29t — (n — 2yt ), dpv) + 2 Z/ﬂmjatuﬁdtdw

— Z (Q;0pv, 2t Z 2t*3ij,Qj8tv)

J=1

= /(—272 + 2972 + 2(n — 2)yt 1) |9 | dtdw
+ /(—6%_4 —2(n — 2)yt™3)|v|*dtdw

+2Z/t_2|Qj8tv|2dtdw — 62/t‘4|ﬂjv|2dtdw (1.3.19)
j=1 j=1
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where
2 =129 —12(n — 2)7%t — 49* + 2(n — 2)%y.

Combining (1.3.17), (1.3.18) and (1.3.19) it follows that
It ar |2+t az))® + It as||* + 2Re(t ay, tas)

= /t72|3t2v|2dtdw + /((n — 2t — 29)%|0,v|*dtdw
+ / (Y2t =4t = (n = 2)y)v[*dtdw + / It A |2 dtdw
=2y (02 =t = (- 2 iy i

j=1

+ /(—2’)/2 + 2972 + 2(n — 2)yt ) |Opw | dtdw

+ /(—6%‘4 —2(n — 2)yt™3)|v|*dtdw
+22/t‘2|Qj8tv|2dtdw —6Z/t_4|§2jv|2dtdw
j=1 j=1

= /t_2|6t2v|2dtdw+/t_2|AwU|2dtdw+22/t‘2|8tﬂjv|2dtdw
j=1

+/h2|v|2dtdw+/92|8tv|2dtdw—Z/ZQ\ijthdw
j=1

where

9= (=27 + (n = 2t71)? = 29" + 2(n — 2yt~ + 2977,

h? = (Yt —(n—2)y =yt H2 = 2(n — 2)yt73 — 6yt *
and

P=2(y*—=(n—2)yt ' =yt + 6174
On the other hand, by the definition of a4 and as it follows that
I aal + el < 3 el [ 1Byt
o] <2

where By = By (t,w) satisfies By (t,w) = O(te') as t tends to —oo.
To prove Proposition 1.3.3 we need the following similar result as [10] (see
Lemma 2.3 in [10]).

Lemma 1.3.4. Let Dy = 8, — vt and bj =Q; forj=1,...,n, and let A(t,w)
be an N x N matriz valued function such that A = O(e!) as t tends to —oo,



12 Chapter 1. Strong unique continuation property

and Dy A = O(e') as t tends to —oo. Then there exists B(t,w) such that for any
v e C(I x S"71), and for any o, B € N"*1 with |al, |B| < 2 we have

(A(t,w)D*v, DPv) — (A(t,w)(D*) v, (D*)*) < Y 32l / |BD®v|?dtdw
lor]<2
and B = O(t?e!/?) as t tends to —oo.

Now, we proceed to the proof of Proposition 1.3.3. By Lemma 1.3.4 and
(1.3.14) there exists a function By(t,w) such that By(t,w) = O(t%e!/?) as t
tends to —oo and

2Re{(as, a1 + a2 + a3) — (a1 — az + a3, a5)} + [|as]* — [las|?

<> 73*2|a‘/|BQD%|2dtdw.

|| <2

Thus we have

D(~,v) 247/|6tv\2dtdw+/f2|v|2dtdw—472/|ij|2dtdww
j=1

-y 73_2|“‘/\BQD“U|2dtdw

jal<2

and
S(y,v) > /t_2|8fv|2dtdw+/t‘2|va|2dtdw+2Z/t_2|8t§2jv\2dtdw
j=1
+/h2|v|2dtdw+/92|8tv|2dtdw—Z/l2|ﬂjv|2dtdw
j=1

— Z 7472|a|/|BlDav|2dtdw.

la]<2

Therefore we have

yD(~y,v) + S(v,v) > /t*2|8t21)|2dtdw+/t72|va|2dtdw
+22/t‘2|8t9jv|2dtdw+4v2/|8tv|2dtdw
j=1
+/92|€)tv|2dtdw+/h2|v|2dtdw+7/f2|v|2dtdw
—Z/ZZ|ij|2dtdw—4722/|ij|2dtdw
j=1 j=1
- Z 74_2|“‘/|BDO‘U|2dtdw

jal<2
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where B = O(t%e!/?) as t tends to —oo.
From (1.3.16) we have

2/12|ij|2dtdw+4722/|ij|2dtdw

=1 =t

= 2((12 4+ 49*)v, Ayv)

<e! / (12/2 + 292)22|v|dtdw + € / 2| A v|*dtdw (1.3.20)

for any positive e. If |Ty| and v are large enough we have
VP4 h2 — Y 12)2 4 29242 > (12 — 9¢ )42 (1.3.21)
for any ¢t € (—oo, Tp). Fixing € such that 12 —9¢~ > 0 and 0 < € < 1, we have
y¥D(v,v) + S(v,v) > /t_Q\afv\thdw +(1—¢) /t_Q\vathdw

+22/t‘2|8t§2jv|2dtdw—|—472/|8tv|2dtdw
j=1

—|—/g2|8tv|2dtdw—|— (12—9671)74/t2\11|2dtdw

- Z 7472‘a|/|BDav|2dtdw

la|<2

By ellipticity of A, there exists a positive constant C' such that

/f2|va|2dtdw >C > /t’Q\Q%Pdtdw. (1.3.22)

lee|=2

From (1.3.16) we have

52 Z / |Qv|?dtdw = —~7*(v, Ayv)
j=1
< 74/2/t2\v|2dtdw+ 1/2/f2|va|2dtdw. (1.3.23)
By (1.3.22) and (1.3.23) there exists a positive constant such that
(1—¢) /t_2|va|2dtdw + (12— 96_1)74/t2|v|2dtdw

>C Z 74_2‘04/t2_2‘°‘||9("v|2dtdw.

la|<2
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Therefore we obtain

YD(v,v) + 5(v,v) = A=2lal /t2’2‘°‘||D“v|2dtdw
2

=D
o] <
- Z A4 2lel / |BD*v|*dtdw
o <2
Since B = O(t%e*/?) as t tends to —oo if |Tp| is sufficiently large, we get

YD(7,0) + S(y,0) > C Y 74‘2‘“'/tQ_Z‘Q'ID“detdw

<2
for any v € C§°((—o0, Tp) x S™1)).
On the other hand, by definitions of D(v,v) and S(v,v)
vD(v,v) + S(v,v) < 'y/ le? Pv|2dtdw — ’y/ |62tP,;v|2dtdw
+ / le?'t~ ! Pv|dtdw + / |e2tt*1P,y*’u|2dtdw
<(y+1) / %t Pv|2dtdw.

Therefore we get

/\e2thv|2dtdw >C Z 73_2“1'/t2_2|a‘\Dav|2dtdw

la|<2

for any v € C§°((—o0, Tp) x S™~ 1), which is a better estimate than the desired
one (1.3.15). O

By Proposition 1.3.2 and Proposition 1.3.3 we can see Theorem 1.2.1 in the
standard manner. In the rest of this section we prove Theorem 1.2.1.

Proof. Let 0 < Ry < Ry where Ry is sufficiently small so that Proposition 1.3.3
holds for Q = B(Ry), and let x(r) € C*([0,00)) be a cut-off function such that
x(r)=1if0<r <Ry, x(r)=01if Ry <rand || <C.

Applying Proposition 1.3.3 with a(x) = x(|z|)u(z), we have

y / (2202 Vil 2] "dr + / 2|2 |e| " da
B(Ro) B(R

o)

<cC |x|4<pi|P(x,8)ﬂ|2|x\7"dx
B(Ro)
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From (1.2.4) we have
| el IP G )il s
B(Ro)
<C |m|4<p3|xP(x,8)u|2|x\_"dx
B(Ro)

+C J2|*3 (J| =l + [Vul)?|o| 7" dx
B(Ro)\B(R1)

<c / 12102 |X[2(Cole|2lu] + Cy ||~ |Vul)?|2] ~"d
B(Ro)

e / 22 (Ja| ] + |Vl || "dz.
B(Ro)\B(R1)

<c / 202 (j2) (a2 + || 2| Val2) 2] "d
B(Ry)

+C "3 (12~ ful + [Vul)? |z " da.
B(Ro)\B(R:)

Therefore it follows that

() / 222 Villa| "dz + (+* — O) / 2Jaf2[x] " de
B(Ro) B

0)
<C "2 (|2 [ul? + [Vul?)|z| " d.
B(Ro)\B(R1)
Thus we have

¢ (log Rﬁ}g%*ﬂ(v —-C) /

\Vu|?dz + (o8 Rl)rzRf”(’y3 -C) / lul?dx
B(R1)

B(R1)

<(-0) / 222 |Vl "dz + (7 — O) / 2 |uf? || " da
B(Ry) B(R

1)

<(v-0) / 12?02 | Va2l de + (4 - ) / 22| "d
B(Ry) B(

Ro)
<C |2 3 (J| 72 [ul® + [Vul?) 2|~ da
B(Ro)\B(R1)
< CeV(IOgleRf*"/ (Jul® + |Vu|?)dx
B(Ro)\B(R1)

Thus it follows that

('ny)/ |Vu|2dx+(737C)/ |u|?dx
B(R1) B(R1)

< c/ (Jul + |Vul)dz < oc.
B(Ro)\B(R1)

Therefore letting v tend to oo, we conclude that v = 0 in B(Ry). O






Chapter 2

Strong unique continuation
property for some second
order elliptic systems with
two independent variables

2.1 Introduction

In this chapter we prove the strong unique continuation property for some second
order systems with two independent variables. As far as we know, there are few
results for second order systems. On the other hand, there are many results for
first order systems (for example [3], [7], [8] and [9]). In [7], Hile and Protter
obtained an interesting result. They considered a system of the form

|0zu+ N(z,y)0yu| < Mu| forall (z,y) € (2.1.1)

where ) is a nonempty open connected subset of R? containing the origin and
N(x,y) is an n x n matrix with complex entries of the class C1(2). They proved,
roughly speaking, that if V is a normal elliptic matrix, any u satisfying (2.1.1)
and

}EI%) exp (22 + y?) 7P 2u(z,y) =0 forall B3>0 (2.1.2)

vanishes in Q where r = /22 + 2.
Okaji improved (2.1.2) in [9]. He proved that: Suppose that all the eigen-

values of N(0,0) are ¢ or ¢ with a non-real complex number ¢. Then there is a
positive constant My such that if v € C! satisfies the inequality

|0zu+ N(z,y)0yu| < Mu|/r for all (z,y) € Q (2.1.3)

with M < Mj and vanishes of infinite order at the origin, then u is identically
Z€ro.

17
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Assuming that u verifies (2.1.3) and vanishes of infinite order at the origin
he derives a stronger vanishing of u at the origin. Therefore he could use a
stronger weight function than the usual weight 7.

We study the strong unique continuation property of solutions to some sec-
ond order elliptic systems verifying (2.1.2) or vanishing of infinite order at the
origin. In both cases we reduce our system to a first order system. In particular,
in the case that u vanishes of infinite order at the origin we use a similar method
as [9]. Then we shall apply Grammatico’s result in [4].

We emphasize that there is no regularity assumptions on the eigenvalues of
N as well as in [7] and [9].
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2.2 Main Results 2

Let © be a nonempty open connected subset of R? containing the origin. We
denote by r the distance between (x,y) and the origin. X!(2) denotes the
class of functions f defined on 2 satisfying the following properties (2.2.1) and
(2.2.2): i

fla,y) e CO (@) nCH(Q\ {0}) (2.2.1)

where ) is the closure of  and
IVf(x,y)| =01 (2.2.2)
where we shall use the notation g(x,y) = O(h(x,y)) if

lim sup |g(z,y)/h(z,y)] < co.
P_>0(J§r§p

X 1)) denotes the class of functions f € X*(f) satisfying the following prop-
erties (2.2.3) and (2.2.4): f(x,y) is Holder continuous of order , that is, there
exists a positive C' such that

|f(:17,y) - f(zlay/” < C|($,y) - (xl7y/)|n (223)
for all (z,v), (2',y") € Q and
IV f(z,)| = o(r™) (2.2.4)

where we shall use the notation g(x,y) = o(h(x,y)) if

lim sup |g(z,y)/h(z,y)| =0.
p—=00<r<p

Put L*) = 9, + Ni.(z,9)0,,k = 1,2 where Ni(z,y) is an n x n normal matrix
with complex entries of the class X!(£). Moreover we shall assume that there
exists a positive number § such that

AP (@) >0 j=1,2,...,n

for all (z,y) € Q where )\;k)(gc, y),J =1,2,...,n, are the eigenvalues of Ny (z,y).
Theorem 2.2.1. Let L =LWLA). Let u e HL (Q;C") satisfy
|Lu| < Cor™|u| + Cyr~ |Vl (2.2.5)

with some Cy, C1 > 0 and By € R. If u satisfies

liH(l) exp(riﬁ)/ (|ul* + |Vu|?)dxdy = 0 for all > 0, (2.2.6)

B(r)

then u is identically zero in Q, where B(p) = {(z,y); 2> + y* < p?}.
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Corollary 2.2.2. Let L = 02 + A(x,y)0; where A(x,y) is an n x n normal
matriz with complex entries of the class X' (Q). Let pj(x,y),j = 1,2,...,n, be
the eigenvalues of A(x,y) and suppose that there exists a positive number 6 such
that

dist(p(z,y), (—o0,0)) >6  j=1,2,...,n

for all (z,y) € Q. Let u € HL (Q;C") satisfy (2.2.5) with some Cy,Cy > 0 and
Bo € R. If u satisfies (2.2.6), then u is identically zero in €.

Corollary 2.2.3. Let L = 02 4 2B(x,y)92, + A(z,y)0; where A(z,y) and
B(x,y) are n x n Hermitian matrices with complex entries of the class X*(£2)
and satisfy AB = BA. Suppose that L is elliptic, that is, there exists a positive
0 such that

(6% +2B(@,y)én + Az, y)n*)v,v) > 86 +n*) /2 |vf? (2:2.7)

for any (¢,m) € R?\{(0,0)} and any v € C". Let u € H}, (; C") satisfy (2.2.5)
with some Cy,Cy > 0 and By € R. If u satisfies (2.2.6), then u is identically
zero in Q.

Remark 2.2.1. For L = LW L@ ... L") we obtain a similar result as Theo-
rem 2.2.1 if Ni(z,y),k =1,2,...,m, belong to the class C™ ().

Next we relax the assumption (2.2.6). In this case, we consider the system
of differential operators L = 92 + N(z,y)?02 where N(z,y) is an n x n normal
matrix with complex entries of the class XZ{”‘””(Q). Let \j(z,y),j = 1,2,...,n,
be eigenvalues of N (x,y). We suppose that there exists a positive number ¢ such
that

ReAj(z,y)| >d 7=1,2,....n

for all (x,y) € Q. Moreover we suppose that there exists a € R such that
2;(0,0) =a or —a j=12,...,n.
Theorem 2.2.4. Let u € H} (;C") satisfy
|Lu| < Cor™2|u| + Cyr~! |Vl (2.2.8)

with Co > 0 and 0 < C; < min{1, |a|}/Vv2. If u satisfies

lim r_ﬁ/ (|u|* + |Vu|?)dzdy = 0 for all 8> 0, (2.2.9)
B(r)

r—0

then u is identically zero in €.

Corollary 2.2.5. Let L = 0% + A(x,y)@i, where A(x,y) is an n X n normal
matriz with complex entries of the class X1*(Q). Let p;(z,y) be eigenvalues of
A(z,y) and suppose that there exists a positive number § such that

dist(p;(@,y), (—00,0)) 26 j=1,2,...,n
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for all (xz,y) € Q. Moreover we suppose that there exists a positive number a
such that
pi(0,0)=a j=1,2,...,n.

Let u € H}, (Q;C") satisfy (2.2.8) with Co > 0 and 0 < C; < min{1,/a}/v/2.

loc

If u satisfies (2.2.9), then u is identically zero in .
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2.3 Proof of Theorem 2.2.1

In this section, we shall prove Theorem 2.2.1. The letter C stands for a generic
constant whose value may vary from line to line.

Let P = 0, + M(x,y)9, where M(x,y) is an n x n normal matrix with
complex entries of the class C°(Q) N C1(Q) and
|Im(eigenvalues of M (x,y))| > 0.

Then in [7], they proved the following estimate.

Proposition 2.3.1. (Hile and Protter [7) There exists a positive C' such that
C// e*?|Pul*r~tdzdy > B // 2P r P72 u)?r L dady (2.3.1)
Q Q

for any u € CA(Q) and any large B3 where ¢ = 5.

Remark 2.3.1. In [7], they assume M (z,y) € C°(Q) N C1(Q). We obtain the
same result if M (z,y) € X1(Q).

In order to prove Proposition 2.3.1, we require the following elliptic estimate.

Lemma 2.3.2. There exists a positive C' such that

// |Vu|?dzdy < C//(|L(2>u|2 + |ul?)dzdy

for any u € C(2\ {(0,0)}).

Proof. Using a partition of unity, we reduce the problem to the case of finite
number of constant matrices {Na(z;,y;)};Z,. Then the assertion can be easily
verified in the standard manner. 0

Applying Lemma 2.3.2 with © = r7u, we have the following elliptic estimate
with weight function.

Lemma 2.3.3. There exists a positive C such that

// T2'Y|Vu|2dxdy < C’//(7“2'7|L(2)u|2 + 72T27_2|u\2)dxdy

for any u € C(Q\ {(0,0)}) and any v € R.
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Proof. Applying Lemma 2.3.2 with u = r7u, we have
// |V () |*dady < C’//(|L(2)(r7u)|2 + | u|?)dxdy

< C// 2| L) dady

+ C//(72r27*2|;m"*1u|2 + 72r27*2|y7"*1u|2)dxdy

+C//r27\u|2dxdyv

< C//(r27|L(2)u\2 + 72272 u)?) dady.
On the other hand, since

// |V (rTu)|?dedy = //(|r“’8mu + " 2zul® + [P 0yu + 7 ?yul?)drdy

>1/2 //7“2“’|Vu\2dmdy — //727“27_2|u|2dxdy

we have a desire estimate. O
We shall show the proof of Proposition 2.3.1 with M (x,y) € X(Q).

Proof. Introduce the polar coordinates (x,y) = (rcosf,rsin ). Then the oper-
ator P(x,0) takes the form

P = T18T + T71M189
where
T1 = cos@ + sin @M (r cos 0, r cos 0)

and
My = —sinf + cos M (r cos 6, rsin 6). (2.3.2)

Since M (z,y) is a normal matrix, there exists a unitary matrix U suth that

M1
U*MU = diag (2.3.3)
in

and
cos 6 + sin O,
U*ThU = diag . (2.3.4)
cos @ + sin Oy,
Since |Imp;| is positive, |det T1| = | det U*T1 U] is positive. Here we set Pou =
Tl_lPu and M = T-1Mj.
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Lemma 2.3.4. M = (Mj k) s also a normal matriz with eigenvalues k; satis-
fying
|Im,‘{j‘ > 8 > 0.

th entries satisfies mj € C°(Q) N CHQ\ {(0,0)}) and |rd.m; k|, |Ogmj k| =
O(r=1).
Proof. By (2.3.3) and (2.3.4) we have
U*MU = U*T'UU* MU
= (U'nU)"tUur MU
(cos B + sin )=t
= diag
(cos @ + sin Oy, )t
—sin @ + cos Oy
x diag . (2.3.5)
—sin @ + cos Oy,

Therefore

[Tm# ;| = [Im(— sin 6 + cos Op;)(cos 6 + sin O ;) 7|
= |Imp;{(cos @ + (Rep;) sin0)* + (Imy;)* sin? 6} 7|
> 6{(cos @ + (Rep;)sin0)? + (Imp;)?sin® 0} 1.
Since
(cosf + sinOjiy)~!
U*M*U = diag
(cos B + sin Oi, ) !
—sin 6 + cos 011
x diag
—sin 6 + cos Oy,

and (2.3.5), M is a normal matrix. Using the relation
VayfI? =100 f1P +1r "0 f 7 (2.3.6)

we can easily see m; € CO(Q) N CYQ\ {(0,0)}) and [rd.m;kl,|0pmj k| =
O(r=1). 0

Setting v = e®u and Pv = e®Pye v we have
Pv=0,v+r"'Mdgv — v
= v 41 Y (M + M*)0gv/2 + 1Y (M — M*)dpv/2 — ¢'v
= 0,0+ 717 80v 4+ 17 Seu/2 + r 7 Qv — v — r 1S /2
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where S = (M + M*)/2 and Q = (M — M)/2. Then S and Q satisfy |rS,|,
[rQ-|, |Sol, |Qo| = O(1). Therefore we have

/\Pv|2drd9 = /|8rv+r_1589v+r_159v/2|2drd9

+ / 7 Qv — ¢'v — 1t Spv /2|2 drd

+ 2Re(9,v + 17180 + 17 Sev /2, r T QOgv — v — r 1 Sgv/2) 12
> 2Re(0pv + r1S0v + 1S /2,77 Q0pv — @'v — 11 Spv/2) 2
= 2Re(0,v 4 11 80pv + r 1 Sgu/2, —p'v) 2

+ 2Re(0,v, 7 Q) 2 + 2Re(r "1 Spv, 1 QIpv) 12

+ 2Re(0,v + 17 180pv + 171 Sgv/2, =11 Spu/2) 12

+ 2Re(r 1 Sgv /2,71 Q0gv) 12

> 2Re(dpv + 1 1S0v + 1S /2, —'v) 12

+ 2Re(9,v, 7 Q0pv) 12 + 2Re(r tSyv, " Q0pv) 2

_ 0/(|arv| e 0] + [ o))l o|drdo (2.3.7)

Using integration by parts, S = §*, Q@ = —Q* and SQ = QS we have

2Re(0,v + 1S + r 1 Spv /2, —p'v) 12

= (v,¢"v 4+ @' 0,v) + (Ogv, —'r 71 SV) + (v, —'r 71 Spv/2)

+ (—¢"v, 000 + 17 180pv + 171 Seu/2)

= (v, ¢"v), (2.3.8)

2Re(9,v, 7 Q0gv) 12 = (v, =1 Q- 0pv 4+ 7 2QDpv) + (v, QpO,v)
> —C’/ lr Y| (|r~t0pv]| + |0,v])drdd (2.3.9)

and

2Re(r~1S0pv, Q) 12 = (—12QSpu, Dgv) + (r"2SQ0gv, Dgv)
0. (2.3.10)

Combining (2.3.7), (2.3.8), (2.3.9) and (2.3.10) we have
/\PuFdrda > /cp"|v|2drd9—0/(|8rv\ + |77 0pv| 4 [ o)) |r to|drd6
> /<p"|v|2d7"d0—C/r_2|v|2drd9

— C/ﬁ_lrﬁ(|(9rv|2 + |r_169v|2)drd9 — C/Br‘ﬁ|7‘_1v|2drd9
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From ¢”(r) = B(8+ 1)r=°=2 we obtain
/|15v\24rd0 > /(ﬁ(ﬂ +1)r P = Cr 2 = CBr77?) vl drdd
— C’//B*lrﬁ(|8rv|2 + |r~10gv|?)drdsb.

Since ( is a large parameter and r < 1, we may assume
BB+ 1r P2 —Cr2—Cpr 772 > p?)2.
By (2.3.6) it follows that

/|I5v|2drd0 > ﬁQ/Q/r*f’*Qw\?drde—0/ﬂ*1r5|vu|2r*1dxdy.
Applying Lemma 2.3.3 with L®v = Pv + /v and v = (8 —1)/2 we have
/ﬁflrﬁ|Vv|2r71dxdy <opt /(rﬁ|l5v + @"v|? + B2|v|2rP2)r L dady
=0p! /(Tﬁ|fj’v — Br P Y2 4 B2 Ldady
< 0,6’71/r'8|Pv\2r*1d:cdy+C’ﬂ/r*ﬁ*2|v|2r*1dzdy
Thus it follows that
/\Pu|2drd9 > ﬁ2/2/r*ﬁ4|v|2drd9— Oﬁfl/rﬁ\mﬁfldazdy
fCﬂ/r7ﬁ72|v|2r71dxdy
Since ( is a large parameter and r < 1, we have
C/|13v|2r_1dxdy zﬂz/r_ﬁ_2|v\2r_1dxdy
Since

0/62¢|Pu\2r71dxdy > /eQW\P2u|2r71dxdy
:/|Pv|2r71dxdy,
we have
C’/eQ‘p|Pu\2r_1dxdy > ﬂQ/r_ﬁ_Z\vFr_ldxdy
=ﬂ2/62“"r7ﬁ72|u|27“71dxdy,

which is the desire estimate in Proposition 2.3.1. O



2.3. Proof of Theorem 2.2.1 27

By Proposition 2.3.1 we have the following Carleman estimate.

Lemma 2.3.5. There exists a positive C' such that
C’// e2¢r_27|L(2)u|2dxdy > 32 // e2Pr= P22y 2 dady

for any large B and any u € CA(Q\ {(0,0)}) where ¢ = r=% and v is a linear
function of .

Proof. Applying (2.3.1) with P = L) and u = r~7+1/2y, we have
c// 22| L3 (r= Y 20) |2 Y dady > 52 // 2P r=A7272v)y 2 dasdy.
Since L? is a first order operator

|LP (r=7H20)12 < Cr= 2 LOu)? + C(y — 1/2)%r~ 2 Hul2

Therefore we obtain the desired estimate in Lemma 2.3.5 if 3 is large enough. [

In order to prove Theorem 2.2.1 we require the following elliptic estimate
with weight function.

Lemma 2.3.6. There exists a positive C' such that
/ / e*r 2| Vulfdudy < C / / 2™ (|ILPuf? + 222 |u]?)dady
for any u € C(2\{(0,0)}) and any large 3 where v = vo3+~1 with v9,71 € R.
Proof. Applying Lemma 2.3.2 with u = e¥r~Vu, we have
/ |V (e?r™"u)|[Pdedy < C//(|L(2) (e®r=7u)]? + |efr ™ ul|*)dxdy

< C// 2220 Ly dady
+ C// 2e2Pr =272 (|or ) + |yr tul?)dedy
+ C// ﬂ2€2i‘07”72772’872(|$7"71u|2 + |yr*1u|2)dxdy

+ C// e2Pr=27 u|?dxdyv

< C’//(eQ"°7"_2”*|L(2)u|2 + 32e20r= 277272y ?) dady.



28 Chapter 2. Strong uniqueness with two independent variables

On the other hand, since

// IV (e?r™u)Pdedy = // le?r ™Y (Opu — v~ 2au — Br P~ 2zu) Pdedy
+ / P17 (Dyu — yr~2yu — Br P 2yu)|2dzdy

>1/2 // 222 | Vu|2dxdy

—//7262‘pr72772|u|2d3:dy
7//5262¢T72V72’672|U|2d$dy
>1/2 // e2Pr=27|\Vu2dady
- C’// 322612072872y 2 dady
we have a desire estimate. O

In order to prove Theorem 2.2.1, we prove the following Carleman estimate.

Proposition 2.3.7. There exists a positive number C such that
/ e*?| Lu|*dzdy > 052/ e22r 2| Vul*dzdy
Q Q
+ 064/ e2Pr =204y 2 dady (2.3.11)
Q

for all large 3 >0 and any u € CZ(Q\ {(0,0)}).

Remark 2.3.2. The estimate (2.3.11) in Proposition 2.3.7 remains valid if we
assume u € H7 () with compact support satisfies

limO exp(p~?) / |0%u|*dz =0
p—

lz|<p
for any positive § and any |a| < 2.

Proof. Applying (2.3.1) with P = L™ and v = L(®®u, we have

C// e*?| Lu|*dxdy > 3 // e2er= =2 L@y 2 dzdy. (2.3.12)

By Lemma 2.3.5 we have

B // e2er =P~ LDy 2dady > 5* // e2Pr =24y 2 dxdy. (2.3.13)
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On the other hand, by Lemma 2.3.6 we have
52 // e22r= P2 L@y 2 dady > 52 // e22r 2| L P u|2dady
> CpB? // e22r=2|Vul*dzdy
- cpt // e2fr =24y 2 dady. (2.3.14)

Combining (2.3.12), (2.3.13) and (2.3.14), we obtain the desired estimate in
Proposition 2.3.7. O

Now we can prove Theorem 2.2.1.

Proof. Let 0 < Ry < Rg < 1 and let x(r) € C*°(]0,00)) be a cut-off function
such that x(r) =1if 0 <r < Ry and x(r) =0if Ry <r and |x/| < C.
Applying Proposition 2.3.7 with @(z) = x(|z|)u(z), we have

062/ 62“"7“_2|V12|2dxdy+6'ﬂ4/ e2Pr =242 dady
B(Ro) B(Ro)
g/ e*?| Li|*dxdy
B(Ro)

From (2.2.5) we have

/ | Lu|?dxdy < / X2 | x| (Cor™P0lu| + Cyr~ Y| Vul|)2dady
B(Ro) B

o)

+C e (r=2|ul® + |Vu|?)dzdy
B(Ro)\B(R1)

< 26’3/ X2y =200 |2 dady
B(Ro)

+ 2012/ e2er=2|Val|*dady
B(Ro)

+C X (r=2[ul® + |Vu|*)dzdy
B(Ro)\B(R1)

Therefore it follows that
C/ ez‘o(r*Q\uF + |Vu\2)dxdy
B(Ro)\B(R1)

> (Cp* - 2012)/ e2r=2|Va|>dady
B(Ro)

+ C’ﬁ4/ 2o r= 20402 dxdy — 203/ e2Pr 2P| a2 dady.
B(Ro) B(Ro)
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Thus for any large 5 > 28y + 2 we have

C/ 22 (r2ul® + |Vul?)dzdy > ﬂz/ e22r=2|Va|*dedy
B(Ro)\B(R1) B(Ro)

+ 64/ 2o 2074 42 dady
B(Ro)

Thus it follows that
3? sz o2R1” /

. |Vu|*dzdy + 54Rf2ﬁ74e2Rfﬁ / lu|?dzdy
1

B(Ry)

< ﬂz/ e22r 2| Vul2dzdy + 54/ e2Pr =204y 2 dady
B(R1) B(Ra)

< 52/ e22r 2| Va2 dzdy + ﬂ4/ 22 r= 20402 dady
B(Ro)

B(Ro)
<C 22 (r~2ul?* + |Vul?)dzdy
B(Ro)\B(R1)
< CeQRl_ﬁRﬁ/ (|uf? + |Vul?)dady.
B(Ro)\B(R1)

From u € H} () we have
62/ |Vu|*dedy + ﬁ4/ |u|?dzdy < C.
B(R1) B(R1)

Therefore letting S tend to oo, we conclude that u = 0 in B(R;). O
Next we shall prove Corollary 2.2.2.

Proof. We define

Ba.y) = (2mi) ™ § VT (= Alwy)) ¢
where T is a closed curve in C\(—o0, 0] enclosing p;(z,y) (j = 1,2,...,n), sym-
metric with respect to the real axis and /¢ means r/2¢%/2 when ¢ = re?. Then

applying Theorem 2.2.1 with Ny (z,y) = iB(z,y) and Na(z,y) = —iB(x,y), we
can prove Corollary 2.2.2. In fact, from the first resolvent equation

(z=A)TC-AT ={E-AT = -AT}( - 2),

we have
B = mi) 2 P VE G- )N | VE -
= (2mi) 2 § VE = AT VE /- 2)achis
+em) 7 VE = AT VE [ - Odzbag
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where I'™ is a closed curve inside I' and satisfies the same conditions as I'. From
]{L V¢ /(€ =2)d¢ =0 and (277@')_1%}\& /(z = ¢)dz = /¢,

it verifies

Blay)? = (2ri) " f (=)= A,

In what follows, we denote this B(z,y) by y/A(z,y). Since T is symmetric, we

have
VA ) = (2mi)! 7( V(¢ — Az, y)?) e

Hence it easily follows that 1/ A(x,y) is a normal matrix. Moreover it is easy to

see that the eigenvalues of \/A(z,y) are ,/i; and entries of \/A(z,y) belong to
X1(Q). O

In the rest of this section, we shall prove Corollary 2.2.3.

Proof. From our hypothesis, there exists a unitary matrix U(z,y) such that

)\1 M1
U*AU = diag and U*BU = diag )
An Hn
Hence
AL — /«L%
U*(A - BHU = diag
An = 13,
By (2.2.7) we see that \j(z,y)—p;(z,y)> > 6 (j =1,2,...,n) for any (z,y) € Q.
Repeating the same arguments as the proof of Corollary 2.2.2 we can define

VA(z,y) — B(z,y)?. Since eigenvalues of VA — B2 are /\; — u? and p; € R,

we have

[Tm(eigenvalues of B 4 i/ A — B2)| = [Im(p; +iy/Aj — p13)]
= 1/)\j — ,u? 2 0.

Applying Theorem 2.2.1 with Ni(z,y) = B(x,y) + i\/A(z,y) — B(z,y)? and
Na(z,y) = B(x,y) — i\/A(z,y) — B(x,y)2, we obtain the desired conclusion of
Corollary 2.2.3. O
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2.4 Proof of Theorem 2.2.4

First we shall give the proof of Theorem 2.2.4 with a = 1. We consider
Lo = 92u+ N(0,0)*0 u.

Then the first result we will show is the Carleman estimate of L.

Proposition 2.4.1. For an arbitrary positive B < 1, there exists a positive
number Bo(B) such that if 3 > By with B € N+ 1/2 then

(1+¢) // 7282 Lou|?dady
> B/2 //7"_25|Vu\2dxdy+eﬁ2/4//r_2’6_2|u|2dxdy.

for any u € C2(Q\ {(0,0)}) and any positive ¢.

Proof. By our hypothesis there exists a unitary matrix Uy such that Uj LoUy =
(824 92)I. Introduce the polar coordinates (x,y) = (r cos @, rsin ) and making
the change of variables z = log r we see the following.

Lemma 2.4.2. For arbitrary B < 1 and B’ < 1, there exists a positive By =
Bo(B, B’) such that if 8 > By with 3 € N+ 1/2 then

(1+e) // e 2P2(9% 4 9%)u|*dzdf > aB //6_252|89u|2dzd9
+(1-a)B // e 2070, ul?dzdf + 3% /4 // e 0% |u|?dzdh

for any positive € > 0, any o € [0,1] and u € CZ(2\ {(0,0)}).

Proof. We use the same method as [4]. We show it briefly (see [4] in detail).
Putting u = e’?v, we have

// e 29%|(92 + 02 )u|2dzdf = / |02v + 2B0,v + B*v + Ojv|*dzd.

By integration by parts, it follows that

2Re(0%v, 0,v) = 2Re(0.v,v) = 2Re(d,v, dav) = 0,
2Re(9%v,v) = —2||0.v]|?,
2Re(920, 93v) = 2102 402,
2Re(v, O5v) = —2||0pv]|?,

where (-, ) is the L? inner product, and || - || is the L? norm. Therefore, we have

// e™202((92 + 07)ul’dzdd > 262|100 + | 95v]|* — 262 9pv]|* + B*|v]|*.
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We use Fourier series expansion of v(z,-) € L?(S') :
27
v(z,0) =Y v(2)e’*?, / o]?d0 = |ok(2)].
k€eZ 0 k€eZ
Note that

27
Dpv(z,0) = ikvg(2)e’*?, /O |Dpv|?d0 = " K2 Jug(2)]?,

kEZ keZ

27
0fv(z,0) = > (K )ve(2)e™”, /0 05v2d0 = > ko (2)]*.

kEZ kEZ

Thus, we have

//e—%ﬂ(ag + ORB)ulPdadd > 267002 + 3 (67 — )2 / (o 2.

k€EZ

For any positive B < 1, there exists §o(B) such that if 5 > Go(B) with g €
N+ 1/2, we have

> (8 k)2 / vk[?dz > B "k / luk|2dz = B||dgv]|.

kEeZ keZ

Hence, we have

On the other hand, for any positive B’ there exists 81(B’) such that if § >
B1(B’) with § € N+ 1/2, we have

S5 =12 [ ez B Y [Iufas = B

kEZ kezZ

Hence, we have
[ =12 + opyulazdo = B/ (52)0)? + 0.0l
> B'|0.0 + Bol?
=B // e 22|90, ul*dzdb. (2.4.2)

Combining (2.4.1) and (2.4.2), for any positive B > 1 and B’ > 1 there exists
Bo(B, B') such that if 8 > §y(B, B') with § € N+ 1/2, we have

/ / ¢20|(92 4 02 yu|*d=db

> aB // e 2P| 0gu)?dzdf + (1 — a) B’ // e 2P0 u)?dzdf  (2.4.3)
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for any a € [0, 1]. We recall that the inequality

/ / —207(92 4 92)u|*dzdf > 3*/4 / / ~202)y)?dzdf (2.4.4)
holds (see the appendix of [4] ). (2.4.3) and (2.4.4) show the desired conclusion
of Lemma 2.4.2. O

Now, we proceed to the proof of Proposition 2.4.1. From Lemma 2.4.2 with
B =B’ and a = 1/2, it follows

(1+ ¢ / / r242 (92 4 2)udady

> B/2 //T725|Vu\2dzdy+6ﬂ2/4//7"72572|u|2dxdy,

which proves the desired result. O

Proposition 2.4.1 and (2.2.3) give the following Carleman inequality with a
remainder term.

Proposition 2.4.3. For arbitrary B < 1, there exists a positive By = Bo(B)
such that if 8 > By with € N+ 1/2 then

(14€)(149) //r‘25+2|Lu|2dwdy+C(1+e)(1+5_1)//r_2ﬁ+2+2“|8§u\2dxdy

> B/2//r_2ﬁ\Vu|2dxdy+652/4//7°_2ﬁ_2|u|2dmdy (2.4.5)

for any positive €,5 and any u € CZ(2\ {(0,0)}).
Proof. We can write
Lu = Lou + (N(z,y)* — N(0,0))du,

and
[N (z,y)* = N(0,0)%| < Cr"

because of their Holder continuity. Using
|Lu — (N (2, )? — N(0,0)2)02u?
< (1+0)|Lul* + C(1+ 6~ (N (z,9)* = N(0,0)*)dul?,
the proof is clear. O

We require the following elliptic estimate.

Lemma 2.4.4. There exists a positive constant C' such that
//(|a§u|2+|a§u|2)dzdy < C’//(|Lu|2+|Vu|2+|u|2)dzdy
Q Q

for any u € C3(Q).
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Applying Lemma 2.4.4 with u = r~Pu, we have

Lemma 2.4.5. There exists a positive constant C' such that

//Q r=2(|02uf? + |02u[?)dady
< c// r 2 (| Luf® 4+ 822 | Vul? + B4 ul?)dady
Q

for any u € C2(Q\ {(0,0)}).

Proposition 2.4.6. Under the assumption of Theorem 2.2.4, there exist posi-
tive constants Cy and Cs such that

/[ (lul? + [Vul? + [92uf? + 02u]?)dedy < Cz exp(~Cp™)
0<R(z,y)<p

for any small positive p.

Proof. Let x(r) be a nonnegative function belonging to C3([0,2)) such that
x(r) = 1 when 0 < r < 1. We shall consider @(x,y) = x(MBY*r)u(z,y). Here,
M is a large positive parameter, which will be determined later. By Proposition
2.4.3 and Lemma 2.4.5, we have

(B/2— C/K) / / 20|V dady + (/4 — C/K)B2 / / =252 2 ddy
F ) [ [0z & 05 dady
< {(L+)(1+8) + C(KB) ™} // 2042 Lit|2dady
+C(1+e)(1+071) // PR 92 dwdy (2.4.6)

where K is a large parameter which will be determined later. On the other
hand, for all positive €; we have

// =202 | LalPdady < (1+ €) // =22 LuPdedy + C(1 4 ;1) x

x / / PR MBIVl MY uf?) ddy.
B(2M~18=1/%)\B(M~18-1/x)
(2.4.7)

because of

1< M2%5r2 <4 if (z,y) € B@M ™17 Y/%)\ B(M~t3~1/").
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From (2.2.8), we have

// 7 20%2 | Lu|*dzdy

< (14 €)1+ e3)C? // 20|V dedy

+ O+ e)(1+eh)CEM?5" // 72 |ul*dudy
B(2M-1-1/~)\B(M—13-1/%)

+(1+eY)C2 / / 2822 ddy (2.4.8)

for all positive €5 and e3. Combining (2.4.6), (2.4.7) and (2.4.8), we see that

T //wa\vmzdmdy—!—Tgﬂz //7’72572\11|2dxdy
+ (Kﬂ2)*1//r*25+2(|6§ﬂ|2 + 020 dxdy
S T3 //r726+2+2n|a§ﬁ|2dxdy

o // PR MGVl 4 MY ) dudy
B(2M~-18-1/m)\B(M~138-1/%)

I // r 2 dady,
B(2M~—13-1/s)\B(M-13-1/r)

where

Ty =B/2—C/K — (1+e)(1 + e)(1 4 e3){(1 4 €)(1 + 8) + C(K ) ~1}C?,

Ty = (/4= C/K) = (1 +e))(1+ & ){(1+e)(1+0) + C(KF*) T }C587*
and T3,Ty4,T5 are positive constants depending only on J, €; and e3. Take
€,0,€1,€2 and €3 to be small enough. Moreover taking K to be large enough,
by our assumption, 77 and 75 are positive if g is large enough. Choose M

such that T3M ~2% < 1/(8K). Then it holds that T3r?* < 1/(2K3?) if (z,y) €
B(2M~*71/%). Then it follows that

h // r=28|\Vudady + To3° // r20 72 P dady
B(1/2M~1p—1/x) B(1/2M~18-1/%)
+ (QK/BQ)*l // r725+2(|8§u‘2 + |8§U‘2)d$dy
B(1/2M~13-1/x)
< C// 20|V 2 dzdy
B(2M-1p-1/®»)\B(M-13-1/x)

+C// 20722 ddy.
B(2M—13-1/s)\B(M—13-1/r)
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Therefore, we conclude that

// (|Vu|* + |u? + |02u)* + |8§u|2)dxdy
B(1/2M~15-1/r)

< C2—2ﬁ+2<Mﬁ1//§)452 %

y // IVl + [uf? + |02uf? + |02u?)dzdy
BM=15-1/")\B(M~15-1/%)

for any large § € N + 1/2. This gives the conclusion of Proposition 2.4.6. O

Now we recall an estimate in the case of a first order system. Let P =
Or + M (x,y)0, where M(z,y) is an n x n normal matrix with complex entries
of the class X*(Q) and

|Im(eigenvalues of M (x,y))| > .

Moreover suppose that all the eigenvalues of M (0,0) are ¢ or ¢ with a non-real
complex number ¢. Then in [9], he proved the following estimate.

Proposition 2.4.7. (Okaji [9]) For a sufficiently small Q, there exists a positive
C' independent of Q0 such that

C//_ eﬁ(logr)2|Pu|27‘_1dxdy > ,8/[ 2 logr|eﬁ(l°g7')2|u|2r_1dxdy
) Q

for any u € CE(Q\ {(0,0)}) and any large 3.

1/2

By Proposition 2.4.7 with u = 7~1|log r|'/?u we have the following estimate.

Lemma 2.4.8. For a sufficiently small Q, there exists a positive C independent
of Q such that

/[ 72| log 7“|65(log r)? | Pul?r~tdxdy
a

>Cp // 7‘74|logr|2eﬁ(1°gr)2|u|2r71dxdy
a

for any u € CE(Q\ {(0,0)}) and any large 3.

Thus, we have the following Carleman estimate with a stronger weight func-
tion.

Proposition 2.4.9. For a sufficiently small Q, there ezists a positive C' inde-
pendent of Q such that

/ eﬁ(logr)2|Lu\2r_1dxdy > Cﬂ// 2 logr|eﬂ(1°gT)2\Vu\Qr_ldxdy
Q Q
+ CB? //~ 7“_4|logr|26’3(1°gr)2|u|2r_1dxdy
)

for any uw € C3(Q\ {(0,0)}) and any large 3.
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Proof. Putting

= 0 I, N 0 _(u
L:(In O)&,c—i—(() _N)ay and U_(u>’

it follows that

= (Ogu+ N(z,y)0yu\ z2,, (Lu+ A(z,y)u
LU = (&cu — N(z,y)0,u LU = Lu+ B(z,y)u

where A(z,y)u = —Ny0yu+ NN,0yu and B(z,y)u = Nydyu + NN,O,u. Since
|A(z, y)ul, | B(z,y)u| < Cr~1|Vu| we have

/eﬁ(logr)2|Lu|2r_1dxdy > C/eﬁ(logr)2|l~/(l~/U)|2r_1dxdy
—C/eﬁ(logT')zr_2|Vu|2r_1dxdy.
By Proposition 2.4.7 with P = L and u = LU we have
C /ﬁeﬁ(log’”)zﬂ(iU)\Qr_ldxdy > ﬁ//{z 2| 10g7"|65(1°gr)2|EU\QT_1dxdy

for a sufficiently small . Moreover applying Lemma 2.4.8 with P = L and
u = U we have

/[ T_Q\ logr|66(logr)2|[~/U|2r_1da:dy
o)
> Cﬁ/[ r74|logr|266(logr)2\U|2T71da:dy.
Q
On the other hand, we have

//~ r2 logr|eﬁ(l°gr)2|IiU|2r71dxdy
Q

> C’/[ 7‘72|logr|eﬁ(logr)2\Vu\zrfldxdy
Q

from
|LU|? = |0,u + N(z,9)0yul® + |0pu — N (z,y)dyul>
= 2|0,ul?® + 2|N(z,y)0,ul?
> 2min{1, 6%} Vul|?.
Thus we obtain the desired estimate in Proposition 2.4.9. O

Theorem 2.2.4 with a = 1 follows from Proposition 2.4.6 and 2.4.9.
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Proof. Suppose that Ry is sufficiently small so that Proposition 2.4.9 holds
for @ = B(Rp). Fix 0 < Ry < Ry and take 6 > 0 and a smooth function
xs € C§°(0, Ry) such that

) 1 if 6<r<R; ) Co~1 if §/2<r<$
)= T =
X 0 it r<goiz 9 C  if Ri<r<R

and

9 Cé6=2 if §/2<r<9d
X5 ()| = .
C if ng’r’SRo

for a positive constant C. By Proposition 2.4.9 it follows that
cp // 2 logr|eﬁ(logT)2|Vu|2r_1dxdy
B(R1)\B(9)

+Cp? // r*4|logr|266(l°gr)2|u|2r*1dxdy
B(R1)\B(3)

< C’ﬁ// 7‘72|logr|e'6(1°gr)2\V(X(su)|27‘71d:£dy
B(Ro)

+ Cp? // 4 log r|2eﬁ(1°gr)2|X5u|2r_ldxdy
B(Ro)

< / / 2108 | L (x5u0) [2r L ddly.
B(Ro)

From (2.2.8) we have

// eﬁ(log’y|L(x5u)|2r*1dxdy
B(Ro)

= C// PUED (| Luf? + [Vul? + [uf?)r ' dedy
B(Ro)\B(R1)

+// eﬁ(logr)2|Lu|2r_1dwdy

B(R1)\B(6)

+ C// 635(10’35T)2(|Lu|2 + 672 Vul? + 5 Hul?)rtdady
B(6)\B(6/2)

< C// eBlloan)? (r2|Vul? + r~ul?)r L dedy
B(Ro)\B(R1)

+ C// 6ﬁ(1°gr)2(r72|Vu|2 + 4 ul?)r~ dady
B(R1)\B(9)

+ C’// eﬁ(logr)z(6727"72|Vu|2 + 6~ ul?)r~tdxdy.
B(6)\B(4/2)
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Therefore we have
(Ccg—-0C) // 72 logr\eﬁ(logr)Q|Vu|2r*1dxdy
B(R1)\B(d)
+(C3* - 0) // 4 logr|265(logr)2|u|27’71d:17dy
B(R1)\B(d)
< C// ePlosr)” (r 2| Vaul? + 7Y ul?)r tdady
B(Ro)\B(R1)
+ C// eBllogr)? (722 Vul? + 54 ul?)r tdady.
B(8)\B(4/2)
Since
C// eﬁ(logr)2(572r72|Vu|2 + 6~ ul?)r~dedy
B(5)\B(4/2)

< CePlosd/2)" 54 / / \Vu|2dzdy + CePosd/2)7 58 / / |uf*dzdy,
B(3) B(d)

this integral tend to zero if 6 — 0 by Proposition 2.4.6. Hence letting § tend to
zero it follows that

(Ccg-0C) // 2 10gr|eﬁ(1°gr)2|Vu|2r_1dxdy
B(R1)
+(CB* - 0) // 4| log r|265(1°gr)2|u\2r*1dxdy
B(R1)

< C// ¢Bllogm)? (r=2Vul? + r~Hul?)r~tdady.
B(Ro)\B(R1)
Thus we have

(CB— C)R:|log R)| / / (IVul? + [uf?)dzdy
B(Ry)

< C’// (|Vul? + |u*)dzdy < oco.
B(Ro)\B(R1)

Letting 0 large enough, we have that u is identically zero in B(R;). By Theorem
2.2.1 with Ny(z,y) = iN(z,y) and Na(z,y) = —iN(x,y) we have that u is
identically zero in (. O

Next we prove Theorem 2.2.4 with a € R.
Proof. Setting v(x,y) = u(z, ay) it follows that
(9% + a™*N(z, ay)*95)v(z,y)| = |L(u(w, ay))|
< Cor™?|u(a, ay)| + Crr~|(Vu) (2, ay)|
< Cor?u(x,y)| + Crr~tmax{1, [a| "'} Vu(z,y)|.
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By Theorem 2.2.4 with a = 1, v is identically zero in Q if C; < min{1, |a|}/\[
Therefore u is identically zero in 2.

Finally we shall prove Corollary 2.2.5.

Proof. We define 1/ A(x,y) in the same way as the proof of Corollary 2.2.2. Then
VA(z, y) satisfies the assumptions of Theorem 2.2.4 because the eigenvalues of

VA(z,y) are \/p;(x,y). Hence, by Theorem 2.2.4 with N(z,y) = \/A(z,y) the

proof is complete.






Acknowledgements

The author would like to express his sincere gratitude to Professor Tatsuo Nishi-
tani for his valuable advice, support, constant encouragement and leading the
author for six years.

The author would like to express his hearty thanks to Professors Shin-ichi
Doi, Nakao Hayashi, Hideo Kubo, Akitaka Matsumura, Takashi Okaji for their
support and continuous encouragement.

43






45

Bibliography

1]

2]

S.Alinhac; Non-unicité pour c{es opérateurs différentiels a caractéristiques
complezes simples. Ann. Sci. Ecole Norm. Sup. (4), 13 (1980), 385-393.

S.Alinhac and M.S.Baouendi; A counterexample to strong uniqueness for
partial differential equations of Schridinger’s type. Comm. Partial Differ-
ential Equations 19 (1994), 1727-1733.

L.De Carli and T.Okaji; Strong unique continuation property for the Dirac
equation. Publ. Res. Inst. Math. Sci. 35 (1999), no. 6, 825-846.

C.Grammatico; A result on strong unique continuation for the Laplace oper-
ator. Comm. Partial Differential Equations 22 (1997), no. 9-10, 1475-1491.

L.Hormander; Uniqueness theorems for second order elliptic differential
equations. Comm. Partial Differential Equations 8 (1983), no. 1, 21-64.

L.Hoérmander; The Analysis of Linear Partial Differential Operators. Vol.
3, Springer-Verlag, Berlin/New York, 1985.

G.N.Hile and M.H.Protter; Unique continuation and the Cauchy problem
for first order systems of partial differential equations. Comm. Partial Dif-
ferential Equations 1 (1976), no.5, 437-465.

M.Ikoma and O.Yamada; Strong unique continuation property of two-
dimensional Dirac equations with Aharonov-Bohm fields. Proc. Japan Acad.
Ser. A Math. Sci. 79 (2003), no.9, 158-161.

T.Okaji; Strong unique continuation property for elliptic systems of normal
type in two independent variables. Tohoku Math. J. 54 (2002), no. 2, 309
318.

R.Regbaoui; Strong uniqueness for second order differential operators. J.
Differential Equations 141 (1997), no. 2, 201-217.






List of author’s paper cited
in this thesis

1. M.Sanada; Strong Unique Continuation Property for Some Second Order
Elliptic Systems with Two Independent Variables. J. Math. Kyoto Univ.
to appear.

2. M.Sanada; Strong unique continuation property for some second order el-
liptic systems. Proc. Japan Acad. Ser. A Math. Sci. 83 (2007), no. 7,
119-122.

47



