
Title フェージング環境における周波数変調通信方式の検波
特性に関する研究

Author(s) 樫木, 勘四郎

Citation 大阪大学, 1981, 博士論文

Version Type VoR

URL https://hdl.handle.net/11094/1907

rights

Note

The University of Osaka Institutional Knowledge Archive : OUKAThe University of Osaka Institutional Knowledge Archive : OUKA

https://ir.library.osaka-u.ac.jp/

The University of Osaka



DETECTION CHARACTERISTICS 

OF FREQUENCY MODULATION 

IN FADING ENVIRONMENTS

SYSTEMS

KANSHIROH KASHIKI

JANUARY 1981

ID-P!



To my parents



DETECTION CHARACTERISTICS 

OF FREQUENCY MODULATION SYSTEMS 

IN FADING ENVIRONMENTS 

     7 ,- 0*90 

    jtlCNt7aPrL)

KANSHIROH KASHIKI 

   a - * It V9 A5

JANUARY 1981



Acknowledgements

      This work has been carried out during a doctoral 

course under the guidance of Professor Toshihiko Namekawa 

at the Department of Communication Engineering, Faculty of 

Engineering, Osaka University, Japan. 

      The author would like to express his appreciation to 

Professor Toshihiko Namekawa for his guidance, continuing 

encouragement, and valuable discussion throughout this 

research. 

      The author would also like to thank Honorary Professor 

Kiyoyasu Itakura, Professor Nobuaki Kumagai, Professor 

Yoshiroh Nakanishi, and Professor Yoshikazu Tezuka, for their 

creative instruction and guidance. 

      The author is much indebted to Assistant Professor 

Norihiko Morinaga for his helpful discussion and untiring 

efforts in guidance during the preparation of this disserta-

tion. 

      The author is grateful to Associate Professor Masao 

Kasahara, Assistant Professor Masashi Murata, and Assistant 

Professor Masashi Satoh for their kind advice and encourage-

ment. 

      The author wishes to thank Dr. Toshio Mizuno of Kokusai 

Denshin Denwa Co.,Ltd. and Dr. Prasit Prapinmongkolkarn at 

Chulalongkorn University in Thailand, for their helpful 

discussion in the early phase of this research. Acknowledge-

ments are also due to Mr. Sung Joon Cho, Mr. Masato Hata, 

Mr. Tetsuo Mizutani, and all members of Namekawa Laboratory, 

for their earnest discussion on this work.

- i -



Preface

      This thesis investigates the detection characteristics 

of analog frequency modulation system, digital frequency mod-

ulation system, and digital phase-frequency modulation system, 

in fading environments. 

      It consists of eight chapters described as follows: 

      Chapter 1 presents a review of previous and recent re-

searches on frequency modulation systems concerned in this 

thesis, and gives the significance and the originality of this 

study. 

      Chapter 2 gives a basic analysis for the output charac-

teristics of analog frequency modulation system employing a 

conventional limiter-disckiminator detector. Expressions are 

given for three kinds of power; signal, random noise, and click 

noise. Finally the output Signal-to-Noise power Ratio (SNR) 

is defined. 

      Chapter 3 investigates the output SNR and the noise char-

acteristics of the analog frequency modulation system in the 

nonselective m-distributed fading environments, and the im-

provement effects on the output SNR performance by the prede-

tection diversity techniques; Selection Combining (SC), Equal-

Gain Combining (EGC), and Maximal-Ratio C`ombining (MRC). Deg-

radation characteristics due to the correlation between two 

diversity branches are also taken into accourit. Average num-

ber of clicks, power ratio of click noise to random noise, and 

output SNR are,graphically .presented as functions of input 

Carrier-to-Noise power Ratio (CNR) and fading figure. A com-

parison for the types of the diversity techniques is made and
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a design method for the frequency modulated TV signal trans-

mission is given as an example. 

      Chapter 4 gives a basic analysis for the error rate char-

acteristics of the digital frequency modulation system employing 

a limiter-discriminator with an integrate-and-dump filter. 

Expressions are given for the probability density function of 

the integrate-and-dump filter output and for the error rate.       

.Chapter 5 investigates the error rate characteristics of 

the digital frequency modulation system in the nonselective 

m-distributed fading environments, the improvement effects 

by the predetection or the postdetection diversity techniques, 

and the degradation characteristics due to the correlation 

between two diversity branches. In the case of the Switch-

and-Stay diversity, an optimum switching level attaining the 

minimum error rate is derived. The results are given in graphs 

showing the relationship among the error rate, input CNR, modu-

lation index, and fading figure, and a comparison is made for 

the types of the diversity techniques. It is also shown that 

the optimum modulation index giving the minimum attainable 

error rate is not to be affected by the fading figure, input 

CNR, and type of diversity technique, except for the postdetec-

tion diversity. 

      Chapter 6 proposes a new phase-frequency modulation sys-

tem and discusses its noncoherent detection systems. It is 

shown that the derived error rate becomes the same as that of 

DPSK system. 

      Chapter 7 investigates the error rate characteristics of 

the proposed phase-frequency modulation system in the nonselec-

tive m-distributed fading or the time-selective Rayleigh fading 

environments. The results obtained show that the Doppler phe-

nomenon affects more strongly the error rate of the phase in-

formation than that of the frequency information. 

      Chapter 8 summarizes the results obtained in this thesis.
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Chapter 1 

INTRODUCTION

      One of the basic problems of communication engineering 

is the design and analysis of systems which transmit various 

types of information with maximum accuracy and efficiency. 

To achieve this object, many investigators have been engaged 

in the research and development on various kinds of communi-

cation system, whose evaluations are based on the output 

Signal-to-Noise power Ratio (SNR) for analog systems and the 

error rate for digital systems [11-[6]. Analog communication 

systems include Amplitude Modulation (AM), Phase Modulation 

(PM), and Frequency Modulation (FM). This class of systems 

has an advantage of simple implementation of the detection 

systems. However, the recent hasty progress in digital 

techniques requires reliable digital communication systems, 

which include digital AM (ASK: Amplitude Shift Keying), 

digital PM (PSK: Phase Shift Keying), and digital FM (FSK: 

Frequency Shift Keying). 

1.1 Scope of This Work 

      The well-known analog FM systems have been applied to 

the transmission of audio signal such as the commercial 

stereo broadcasting and of image signal such as the televi-

sion signal through the satellite [71, while digital FM sys-

tems have been applied to space communications [8] and mobile 

paging systems [9]. The advantage of both analog and digital 

FM systems is their simple implementation by the employment 

of a conventional limiter-discriminator and their smaller
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performance degradation caused by a nonlinear device such as 

the travelling wave tube (TWT) [5]. 

      Concerning digital modulation systems, although there 

has been a large literature discussing the performance of basic 

systems such as ASK, PSK, and FSK, the increasing demand for 

data transmission with limited bandwidth has borne the so-

called hybrid modulation, which includes QAM (Quadrature 

Amplitude Modulation) system [101 using the combination of 

amplitude and phase keying. However, if this signal passes 

through a TWT operating in the saturation region, the ampli-

tude information will be lost. 

      In this thesis, a new hybrid modulation named "digital 

phase-frequency modulation " is thus proposed and its output 

performance is discussed when noncoherently detected. This 

new system bears information in the phase and the frequency 

domains, so that the information is deemed not to be lost 

in such a system using the TWT as mentioned above. 

      Fading phenomenon is an important degradation factor 

in addition to input noise or RF interferences [1l]-[16]. 

When the signal is transmitted through a steady media such 

as line-of-sight path, fading is not induced. However, over 

the ionosphere, troposphere, and urban radio channels, the 

transmitted signal will be subject to fading. For these 

motivations, the performance of three kinds of communication 

system are analyzed in fading environments. 

1.2 Relation between This Work and Previous Work 

  1.2.1 Fading Model 

      In the literatures up to the present, almost all the 

fading models have assumed either the Rayleigh or the Rician 

distributions [17]-[21]. However, considering that the radio 

channels are being set up on the various modes of propagation
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media and that millimeter wave systems are being 

developed, the fading model to be assumed is necessary to 

represent a wide class of fading, ranging from deep to shallow 

fading. This motivation leads to the adoption of the m-distri-

bution formulated by Nakagami [221, which has a parameter m 

as a fading figure showing the degree of fading. In this 

thesis, the detection characteristics of the three FM systems 

are discussed in the m-distributed and nonselective fading 

environments. The latter assumption means that the fading 

rate is sufficiently small compared with the modulating signal 

frequency and that any distortion to the signal is not induced 

by the fading channel. 

      In the application to the urban radio channels [23], 

especially in UHF or microwave radio channels, the signal is 

subject to time-selective fading, which is caused by the re-

flection from and diffraction around buildings and terrain 

when a vehicle is moving around, and Doppler phenomenon 

becomes an important degradation factor. The previous analy-

ses of detection performance in such a fading environment 

have been confined to the case of digital FM [24] and digital 

FM [251-[261. In this thesis, for the digital phase-frequency 

modulation system, the effect of this type of fading is 

discussed. 

 1.2.2 Diversity Technique 

      The diversity techniques are well-known to combat the 

effect of fading and are classified into two kinds: the pre-

detection diversity and postdetection diversity. The former 

has the combiner before the detector and the latter after the 

detector. Typical predetection diversity techniques include 

linear combining methods such as Switching, Selection Com-

bining (SC), Equal-Gain Combining (EGC), Maximal-Ratio Com-
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bining (MRC) [271. These types of diversity improve the out-

put performance by reducing the percentage falling into the 

lower signal envelope level. However, the necessity to have 

the knowledge on the status of fading makes the combiner cir-

cuit complex, and if the knowledge is imperfect, the improve-

ment effect degrades [28]. On the other hand, in the case of 

po8tdetection diversity, the unnecessity of such a knowledge 

makes the implementation simple. 

      In discussing the improvement effect by the diversity 

technique, one of the important factors is a correlation 

between two diversity branches. When two antennas are suffi-

ciently separated, no correlation will occur. However, when 

the antenna spacing is limited as in the case of vehicles, 

the correlation will occur more or less, and the improvement 

effect will be degraded. 

      Although many analyses on the improvement effects by 

these diversity techniques have been reported [291, the analy-

sis including the effect of correlation [301 and the comparison 

of predetection diversity and postdetection diversity are 

found only in a small literature. Therefore, under the 

assumption that two branches are correlated, this thesis 

describes the diversity improvement effects on output SNR 

and noise characteristic for analog FM and on error rate 

for digital FM. In addition, in the case of digital FM, the 

error rate analysis for predetection diversity and postdetec-

tion diversity clarifies the difference of improvement charac-

teristics of two technique s. 

1.3 Analysis Method 

      For the analog FM and the digital FM systems, this 

thesis adopts Rice's procedure [31],by which the output noise 

can be separated into the Gaussian random noise and the im-
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pulsive click noise [32]-[33]. 

      In the application of the analog FM system to the mono-

chrome TV signal transmission, above the threshold region 

the picture appears grainy because of the random noise. 

However, below and around the threshold region the character 

of noise on the picture changes to include impulsive noise 

[341 and this noise appears as black and white dots with the 

black dots predominating in the white areas and the white 

dots predominating in the black areas. Therefore, the number 

of these dots becomes a basic evaluation of the output per-

formance. Following Rice's procedure, it is possible to 

calculate the number of these dots per second. 

      In the analysis of the digital FM when detected by a 

conventional limiter-discriminator, early investigators have 

neglected the postdetection filter [351-[361 or have assumed 

the performance at high input Carrier-to-Noise power Ratio 

(CNR) thus neglecting the threshold effect [37]. Although 

the distribution of instantaneous frequency for signal plus 

noise at the output of the discriminator is given [381-[391, 

the result is not useful when the postdetection filter is 

employed, because there is no known relationship between the 

distributions before and after the postdetection filter [40]. 

On the other hand, the adoption of the concept of clicks 

extends the analysis to the case including the postdetection 

filter. In this thesis, when the postdetection filter is 

assumed to be an integrate-and-dump filter, the error rate 

is derived by the utilization of the probability density 

function of composite output of the desired signal, random 

noise, and click noise.
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        Chapter 2 

ANALOG FREOUENCY MODULATION SYSTEM

 2.1 Introductory Remark 

       In this chapter, descriptions are given for the detection 

 system of the analog Frequency Modulation (analog FM) signal, 

 which employs a conventional limiter-discriminator followed 

 by a low-pass filter, and for mathematical representation of 

 input and output components of the system. The output compo-

 nents consist of the desired signal, the continuous random noise, 

 and the impulsive click noise. Finally, the output Signal-to-

 Noise power Ratio (SNR) is defined by the above three compo-

 nents. 

 2.2 Analysis Model 

       The system under consideration is an analog FM detection 

 system employing a conventional limiter-discriminator. As 

 shown in Fig. 2.1, the received analog FM signal is corrupted 

 by white Gaussian noise, passed through a band-pass filter 

 (BPF) at the carrier frequency f. with bandwidth 2B, and sub-

 sequently detected by the limiter-discriminator with a low-

 pass filter. 

      The input analog FM signal s(t) is defined by 

           s(t)=rcos[w.t+~(0+01 (2.1)

- 6 -



                ilt r 

  (t) + Band-pass I Discrimi- rj ILOW-pass a.     tiFilter nator Filter signal 
     white Gaussian -(t) V . ~? W 

      noise 

         Fig. 2.1 Detection System for Analog 

                   Frequency Modulation Signal. 

where r is the carrier envelope, w.(=27Tf.) is the carrier 

angular frequency, ~W (=d~(Wdt) is the modulating signal, 
and 0 is the arbitrary phase of the carrier. 

      The input noise to the limiter, n(t), is given by 

          n(t)=q(t)cos[w.t+X(t)1 , (2.2) 

where q(t)is the Rayleigh distributed envelope and X(t) is the 

uniformly distributed phase of the input noise. An alternative 

expression may be represented by 

           n(t)=E(t)cosw.t-n(t)sinw.t (2 .3) 

where-nand ~ are the quadrature and inphase components of the 

input noise with respect to the carrier frequency, and are 

uncorrelated Gaussian random processes of zero mean value and 

of variance a 2. 
n 

      The corrupted signal to the limiter, V.(t), can be 

written as

Band-pass

Filter
Limiter

Frequency

Discrimi-

nator

Low-pass

Filter
-30- 4" --am.

S ig

+n,) I
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V.(t)=rcos[w.t+*(t)+O]+q(t)cos[w.t+X(t)] 
11 

    =A(Ocos[w.t+~(t)]
(2.4)

Referring to 

       A=vt

Fig. 2.2, the expressions

 r+qcos(X-*-6)12+fqsin 

  O+tan-1 r+
qcos(X-~-0)

for AM and

    12

     become 

   (2.5) 

   (2.6)

qsin

r

X-s--o
.1

0I

,~+e

      Fig. 2 

The limiter 

the corrupte 

comes ( A(t) 

     v d (t

        .2 Vector Diagram of Input Signal and Noise. 

        is used to suppress the env6lope fluctuation of 

       d input signal; therefore, the output V d (t) be-

         is normalized to 1 

       )=cos1W.t+W)1 - (2.7)
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Following the procedure of Rice [31] yields the approximate 

expression of (2.6) 

                   qsin(X-~-O) (2 .8)                     r k 

which becomes exact when q<<r. In addition, considering the 

effects of the click noise peculiar to FM detection'. the out-

put of the frequency discriminator can be expressed as follows: 

               +27r(Z+7Z _) 
                                            00 00 

          =;+5+~+2ffj X sa-t k Y 6(t-t 1 (2.9) 
                            k=- 1=-.CD 

                         Z+= I 6(t-t k) 
                                                                     00 

                                                           CO 

                            Z-= Y 6(t-t 

                                              =_00 

                                      Z=-M 

In the above equation, is the delta function, and 27(Z +-Z -) 
represents an additional factor necessary to account for the 

positive and negative clicks, which are impulsive. The term 

  represents the continuous random Gaussian noise as expressed 

below. 

        dt 

       qsin(X-~-6) Tjcos(*+6)-Esin(~+0) (2.10)      Y= 
r r 

     n=qsinX E=qcosX (2.11)
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It is worth noting that y is the ratio Of the quadrature noise 

component (with respect to the input signal) to the envelope 

of the input signal. 

2.3 Autocorrelation Function of Frequency Discriminator 

    Output 

      Since $k and 2Tr(Z+7Z_) are independent of each other, 
the autocorrelation function of $1 R~(T), can be expressed as 

           R; (T)=R;
k(-[)+RZ+(T) ' (2.12) 

where the first term R~ (-r) is the autocorrelation 

function of $k and the second term RZ,(T) is that of 2ff(Z + -Z 
Because ~' 61 and ~ are independent of each other, the auto-
correlation function Rs 

k W can be resolved into three compo-
nents: 

           R (T)=R~(T)+R6(T)+R'(T) (2.13)         ~k Y 

The phase e is regarded as constant now; therefore the effect 

of Rb(T) in (2.13) can be neglected and R$(T) becomes 

            R (T)=R~(T)+RZ:t('r)+R-(T) (2.14) 

Y This equation shows that the output autocorrelation function 

becomes a linear sum of R-(T), R and R.M.                       IP Z± 
Y 

2.4 Output Signal Power 

       In this analysis, it is assumed that the modulation 

signal ~W is a stationary Gaussian random process and its 
maximum frequency is fm Hz. Then, the output signal power S 0 

is defined as 

           5 0 =R~(0)=E[~2]=(27TAf)2 (2.15) 

                                - 10 -



where Af is the r.m.s. (root mean square) frequency deviation 

and E[-] denotes the ensemble average operation. 

      The modulation index ~ is defined as 

                Af (2
.16)            f

m 

and the bandwidth of the bandpass filter is defined as 

              2B=4Af=0f (2.17) 

m for passing the input analog FM signal without distortion . 

2.5 Output Noise Power 

 2.5.1 Click Noise Power 

      The Z+, Z_ processes are sums of positive and negative 

impulses (as shown in (2.9 )), which occur at random times and 

are assumed to be independent of one another. Furthermore, 

they follow.the Poisson process with average number of N 
+ and 

N- [411, [421. Utilizing the above fact, the autocorrelation 

function RZ±(T) becomes [43, p.2871 

           R Z± (T)=47r2 (N + +N 6 (T)+4Tr2 (N + -N _)2. (2.18) 

The average number of positive clicks, N is given by Rice: 

    N+= fd;p 2 erf c 2)                      47r a T2--G
n a, 

              -r2/2G2         - e n erfc (2
.19)       a W2 , ,, ) 1 

n
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where p($) is the probability density function of the modu-
lating signal $1 T 2 is the average power of the input noise , ~ n 

and -erfc(-) is-the complementary error function . Moreover, 

a/27 is the r.m.s. bandwidth (or the effective bandwidth) 

of the input noise and is defined as follows:

2 
               Ot (2 .20) 

                              Cr a           _27T / 12 
                                              CO 

                CY 2= f 25 (f)df 
                         E 0- n 

                                                   (2.21) 
                                                       00 

               cyL(202 f 2 (f-f 2S n (f) df                E 0 

where S (f) is the two-sided power spectral density of the 

input noise. For the average number N_ of the negative clicks, 
the following relationship holds: 

                             -r2/2CY2 (2 .22)            N 
- =N + + dipp 21T e n 

If the probability density function p($) of the modulating 
signal is an even function with respect to zero value 

(this is the-model assumed in this analysis), the average 

number of the positive clicks and that of the negative clicks 

are equal. 

      The output power N OZ± due to the clicks is obtained by 

utilizing the Fourier transformation of (2.18): 

          fm -

     N f RZ±(T)e -~27fTd,j df =16Tr2f N (2.23) 
       OZ± M + 

              _f
M -00
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where fm is the cutoff frequency of the low-pass filter. 

 2.5.2 Random Moise Power 

      The Gaussian random noise power is derived by firstly 

obtaining the autocorrelation function R Y (T) of y in (2.10): 

     R (T)=R (T) 1 E[cos(~(t+'r)-*(t))1 (2.24) 
      Y E r2 

where R E (T) is the autocorrelation function of E. For the 

Gaussian random pfocess *(t), the following relation is given 

by utilizing the characteristic function method [441: 

      E[cos(~(t+'r)-*(t))I=exp[-jR TP (0)-R (T)II 
(2.25)              O

r 

where R * (T) is the autocorrelation function of ~(t). The 

power spectral dendity Sr(f) corresponding to R (T), under the 
assumption that R (0)>>l (wideband FM), is [4, p.169] 

2 

       S, (f) F2 -Tr 1 Af -xpf- 2(Af)21 (2.26) 

From the power spectral density S Y (f) corresDonding to R Y (T), 

the power spectral density S.(f) is obtained [43, p-3511: Y 

         S. (f)=4jT2j2,2S (f) (2.27)          Y Y 

Therefore, the random noise power N - becomes                            OY 

f                M 
27r2 2f2erf (v'2-)       N,~= f S- (f)df= '~ M (2.28) 

               Y r2 30 
               -f 

M 

                          13



The derivation of (2.28) is described in Appendix B. 

2.6 Output SNR 

      From expressions (2.15), (2.23), and (2.28), the output 

Signal-to-Noise power Ratio (SNR) is defined as 

         (r +S) = - 0 (2.29)             0 No~+NOZ±

2.7 Concluding Remarks 

     In this chapter, the detection svstem of the analog FM 

signal and its output SNR has been defined. The following 

chapter extends the analysis described in this chapter to the 

case where the input analog FM signal is subject to fading.

- 14 -



        Chapter 3 

ANALOG FREQUENCY MODULATION SYSTEM 

IN FADING ENVIRONMENTS [451-[471

3.1 Introductory Remark 

      Since image information as a television signal is dete-

riorated more by the lower frequency component of the output 

noise than the higher frequency component, a reasonable con--

sideration of the transmission method suitable to such a 

information choose an analog FM system, which provides an 

triangular noise spectrum at the detector output [481. 

Therefore, the analog FM system is adopted for a broadcasting 

satellite system, and the transmission experiment has been 

already done [7]. 

      The theoretical discussion on the output performance of 

the analog FM sys-tem without a sufficient margin needs the 

adoption of an analysis model which can deal with the phe-

nomenon around the so-called threshold region. At and below 

the threshold point, many impulsive clicks peculiar to analog 

FM detection occur in addition to the continuous random 

noise. Although both of these noises degrade the detected 

image, they have different effects to the eyesight, as 

described in Ch. 1. A viewing test [7], for instance, shows 

that the clicks are perceptible when the number of clicks is 

of the order of 1000 to 5000 per second. To evaluate the 

click noise quantitatively, this chapter adopts the Rice's 

procedure which can deal-with the random noise and the click 

noise separately. 

      The improvement effects owing to the diversity tech-
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niques combatting the effects of fading are also investigated 

and three kinds of predetection diversity combining technique, 

such as Selection Combining (SC), Equal-Gain Combining (EGC), 

and Maximal-Ratio Combining (MRC) are compared from the view-

point of the improvement effects. In this case, the correla-

tion between two diversity branches which degrades the improve-

ment effect is also taken into consideration. 

      In this chapter, when analog FM is subject to nonselec-

tive m-distributed fading, the output noise characteristics, 

the output SNR characteristics, and the improvement effects 

by the predetection diversity techniques are described for a 

system whose transmitter output power is limited as in the 

case of satellite systems. 

3.2 m-Distributed Fading 

      The m-distribution is a general model of the faded 

envelope; it was formulated by Nakagami [221 in his study of 

experimental data on high-frequency long distance propagation. 

Its probability density function of envelope r, p(r), is 

given as 

                 m r 2m-1 mr2 

       p (r) _- exp M (r,m, Q) (3.1) 
            r (m) 

                     Q=E(r21=2a2 

C where CF2 is the average carrier power and r(.) is the Gamma 

C function. The parameter m, which is called the fading figure, 

is represented as 

              (Efr2])2 > 1             M= _
E_[ _(r_K_E[rZ 2 2 (3.2) 

2 that is, m is the inverse of the normalized variance of r 

By changing the value of m, various states of fading can be

- 16 -



represented: deep fading and shallow fading. Especially, 

the choice of m=1 corresponds to the Rayleigh fading, that 

of M=1 to the one-sided Gaussian fading, and that of m-~-w 

2 to no fading. In addition, by the appropriate selection of 

the parameters Q and m, the Nakagami-Rice distribution can 

be approximately represented [491. The plots of the m-

distribution are shown in Fig. 3.1 for typical values of m.

>1 
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M-1it-m-314
-~m=518,T mm 9/16

-m=112

I / I
Q=l

0-2 I F,%,-ML

                 0 2 3 
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                  Fig. 3.1 m-Distribution. 

3.3 Output SNR 

       The analysis described in Ch.2, which was applied to 

 the steady signal, now extends to the derivation of the out-

 put SNR in fading environments. In the nonselective 

m-distributed fading environments, the instantaneous envelope 

 follows the m-distribution and the phase follows the uniform 

 distribution; therefore,the envelope and the phase in (2.1) 

 are now time-varing: r(t) and 0(t). However, under the as-

 sumption that the fading rate is sufficiently small compared 

 with the modulating signal , the effects of time-variation 

 of theenvelope and the phase may be neglected. Hence, the

- 17 -



click or random noise power in the f ading environments, 

can be obtained by averaging (2.23) or (2.28) over the random 

variables r and 8. In addition, the equations (2.23) ' and 

(2.28) are independent of e, so that only the averaging 

operation on r is necessary. In this case, the average 

number of positive clicks ,[N + I F, is 

                                 CO 

         [N + j N+p(r)dr (3.3) 

0 Upon substituting the equation (3.1) into the above equation 

and by utilizing formulas (A.I)-(A.5) found in Appendix A, 

the average number of clicks is calculated to be 

                                    r(M+ 1) f +(-k) 21      d;p (~) 01 ( /1+ (ij) ~2 a 2 a  [N+]F= WT-f 
a (1+ -P- )I F(M) 

M 

             p.(j+(i)2) _(M+-I)    4P 2 3 
          1+ _ a 2 Fl(1'M+ 1 1      MTr M 2 M 

                                        (-j) 2) p 

   (i) 2r (M+ (1+(i)2)p. _(M+ 
 + a 2 4P- 2 a 2)    r(

m) -M 

                     2 P 0 
   F 1 3 a N

+(m,po) (3.4)   2 1 ("M+ 2'2' T,2, 
            M+ CL+ (r) ) P -

a 

                              GC2 

                              PO= G2 

n
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where P, 

and F(-,-  2 1 

The click

is the average Carrier-to-Noise power Ratio (CNR)  

- ; -) is the generalized hypergeometric function. 

noise power [N OZ± IF is 

    [N I =16-ir2f [N 1 (3.5)       OZ± F M + F

The Gaussian 

manner:

random noise

[N - I =[-- 1 -IF  OY F i;-2

power [N O~]F is 

 27r2a2f2erf (F2) 
     n m

obtained

9

in a similar

(3.6)

where

M

1 1-T2- f 

0

IF=
1 

r2 p (r) dr .
(3.7)

In 

is

the case of 

calculated

the 

as

m-distributed f ading, the above equation

[ 1 
 r2

From (2.15),(3.5) 

the m-distributed

(S

    Mr (M-1) A G 0) 
 F r(m)Q = 

  and(3.6), the output 

fading environments is 

         S 0 
7_4 = [N ]

,~+[N       OZ± Oy F

M>1 .

SNR S in  (+) F 
determined as

(3.8)

(3.9)

3.4 Improvement by Predetection Diversity Techniques 

      In this section, three types of predetection diversity 

technique are considered: Selection Combining (SC), Equal-

Gain Combining (EGC), and Maximal-Ratio Combining (MRC). 

The number of diversity branches is assumed to be two from 

the practical point and the block diagram is shown in Fig. 3.2.
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T

I (~T)Combiner Detector a-

2(

         Fig. 3.2 Predetection Diversity System-

In discussing the improvement effects owing to the diversity 

techniques, consideration of the correlation between the two 

branches is of great importance since such correlation-will 

deteriorate the output SNR performance. It is thus assumed 

that the two branches are correlated with the power correla-

tion coefficient of k2 ; 

                 E[(r2-Q)(r2_Q)] 
           k2= 2 1 2 2 (3.10) 

              ,'E[(r 1 _0)2]E[(r 2 _Q)2] 

It is also assumed that the input signals on two deversity 

branches are subject to nonselective m-distributed fading 

and have equal average power, and that the input noise 

components on the two diversity branches are uncorrelated 

Gaussian random processes of equal variance. 

      The means of deriving the probability density functions 

of the combined signals is described in detail by Brennan [271. 

Assuming m-distributed fading, the probability density func.-

tions are given as follows [501: 

   (1) Selection Combining (SC)

- 20 -



                         7T 

       P (r) = fdxfdc c, 2m M(r, 2m, 20/ 1-~ w,)           S WS 
                0 0 

                C S =[2 2m (2m-l)/7r]x Z-n- 1 sin 2m- 2 C 

                   WS=Yrl--                    k2lfl+X2-2XIk-2 COSCI 

   (2) Equal-Gain Combining (EGC) 

W 

                 dxfdC c, 2m M (r , 2m , 2 Q v'l-- _k2 wE) , (3.12)      PE f WE 
                 0 0 

               C E= [2(2m-l)/7T][l-(l-X)2]2m-1 sin 2m-2 C, 

               wE=v/1-k2/[fl+(,_X)21_{,_(,_X)2 JA2 cosd 

   (3) Maximal-Ratio Combining (MRC) 

                      TF 

           PM(r)= d~ cM 2m M(r,2m,2Q/1_-__k7 wM), (3.13)        f WM 

0 

                  cm=r( I sin 2rn-I vrTr-r (m                                   m+__:2:!_) 

                  wM~=/1_-_k_T/[l-A_7cosC1 

The click and random noise power owing to the diversity 

techniques can be obtained in a similar manner as described 

in Sec. 3.3. The click noise power [N OZ± I* is 

         [NOZ±]*=1,72f                     m[N+I* (3.14) 

                   1 7T 

        [N+]*= fdxfdc c* w2m N+(2m,2p.V1_-k_7 w*), (3.15) 
                0 0 
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where the symbol " * " denotes the type of the diversity 

technique: the replacement of " * " with " S " corresponds 

to SC, with E " to EGC, and with " M to MRC. The Gaussian 

random noise power [N -]* is                  O
Y 

                       27r2cy2f2erf (/2-) 
        [N n m (3.16)         Oy 3~ r 

                   1 Tr 

              f dxfdc c* W2MG(2m,2PVl-k2 W*) (3.17) 
                0 0 

The output SNR is finally obtained as 

        ( S 0 (3.18)         -; )*~ TNOz1]*+[NO~1-

3.5 System Comparison 

      The numerical calculations of (3.4),(3.9),(3.l4)-(3.l8) 

exemplify the following results: 

  (1) Relations of the average number of clicks to the fading 

      figures and to the input CNRs (refer to Figs. 3.3-3.6). 

    1) As P. and/or m increases (fading becomes shallower 

        for greater m), the average number decreases. 

    2) When the input signals are uncorrelated (k=O), 

       MRC has the smallest average number, EGC has the 

       second smallest, and SC has the largest. When they 

        are correlated, the smaller the correlation coeffi-

        cient , the better the performance. 

    3) By the utilization of these graphs, it is possible to 

       obtain the average number of dots N observed on the 

       picture. If the input BPF bandwidth is defined to be 

       2B, then

- 22 -



                 N=2N =2- -~-- (the value on the graph)                   + 4
7r 

                  2B - the value on the graph) 
                 vrl 2 

     For example, in the case of no diversity, N is calcu-

    lated to be about 6400 for m=10, Po=lOdB, and 2B=25MHz. 

     Conversely, assuming that the number of 5000 per second 

     (corresponding to the value of 6 .9X10-4 on the graph) 

     is the maximum perceptible value, the required CNRs 

     under the condition of m=2 and k=O can be obtained 

     from Figs. 3.5 and 3.6: 18.ldB for no diversity, 

    11.6dB for SC, 1O.ldB for EGC, and 9.7dB for MRC. 

(2) Relations between the power ratios of click noise to 

    random noise and fading figures (refer to Figs. 3.7 

   and 3.8). 

 1) In the case of no diversity, the increase of the power 

    ratio by the decrease of m implies that the click 

    noise is more strongly affected than the random noise 

    by fading. 

 2) The result that the employment of the diversity tech-

    niques decreases the power ratio compared with the 

     case of the no diversity, implies that diversity offers 

     greater improvement effects to the click noise than 

     to the random noise. In addition, since HPC has the 

     largest improvement effects, the threshold phenomenon 

     caused by the click noise occurs at the lowest CNR for 

     fixed m as in Figs. 3.9 and 3.10. 

 3) The reason why fading affects the click noise more 

     strongly than the random noise, can be explained as 

     follows: Since the inphase noise component with     

.respect to the input signal contributes to the occur-
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     rence of clicks, the fluctuation of the signal 

     envelope increase the chance of its occurrence. That 

     the employment of the diversity techniques decreases 

     the click noise power can be also explained in a 

     similar manner, because its employment decreases the 

     percentage of falling into the lower signal envelope 

    level. 

(3) Relations between the output SNRs and the input CNRs 

    (refer to Figs. 3.9 and 3.10). 

 1) The output SNR performance becomes better as m 

     increases, and MRC has the best performance when the 

     diversity techniques are utilized. Especially, the 

     difference between the performance for MRC and that 

     for EGC is small, and its difference tends to become 

     smaller as m increases. 

 2) In the case of m=2, the assumption that the output 

    SNR of 40dB is necessary to detect the image informa-

     tion, requires the input CNR of 21.5dB for no diver-

    sity, 11.5dB for MRC with k=O, 12dB for MRC with k=0.6, 

     and 14.5dB for MRC with k=0.9. Therefore, it is shown 

     that considerable diversity improvement effects can 

     be obtained even in'the case of high correlation. 

 3) The result for m=100 is also illustrated in Fig. 3.10, 

     and this result is consistent with that analyzed for 

     the no fading condition. Therefore, the analysis 

    described in this chapter can be generalized to in-

     clude the case of no fading.
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3.6 Concluding Remarks 

      In this chapter, the output noise and output SNR char-

acteristics of the analog FM system in the nonselective 

m-distributed fading environments have been described in-

cluding the improvement effects owing to the predetection 

diversity techniques. 

      The main results are summarized as follows: 

   (1) Fading affects the click noise more strongly than 

        the random noise. 

   (2) Much more diversity improvement effects can be obtained 

       for the click noise than for the random noise. 

   (3) Better output SNR performance can be obtained with 

       smaller correlation between two diversity branches. 

   (4) MRC is the most efficient diversity technique. 

   (5) The analysis described in this chapter is also appli-

       cable to the case of no fading.
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                    Chapter 4 

         DIGITAL FREQUENCY MODULATION SYSTEM 

4.1 Introductory Remark 

      This chapter describes the error rate performance of 

the digital FM signal when detected by a conventional limiter-

discriminator with an integrate-and-dump filter. The error 

rate can be obtained by, 1) deriving the probability density 

function of the detector output, which consists of the 

desired signal, random noise, and click noise, and then 

2) integrating this probability density function over the 

error region. 

4.2 Analysis Model 

     The system under consideration is a binary digital FM 

(FSK'~: Frequency Shift Keying) system employing a conventional 

limiter-discriminator with a postdetection filter [5l]-[521. 

As shown in Fig. 4.1, the received FSK signal is corrupted 

by white Gaussian noise, passed through a band-pass filter 

at the carrier frequency f. with bandwidth 2B, detected by 

the frequency-discriminator followed by an integrate-and-

dump filter, and then subsequently sampled.

  In this thesis, the term " FSK " is used to mean " digital 

 FM " for the sake of expressional simplicity.
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            Fig. 4.1 Detection System for Digital 

                      Frequency Modulation Signal. 

     The input FSK signal s(t) can be expressed by defining 

    in (2.1) as follows: 

    s(t)=rcos[w.t+*(t)+ej (4.1) 

t 

     M = AW, f f (t dt 
                       CO 

     f(t)= I 2(a C 2 ) 9(t-iT) 
                i=-00 

                   1, "mark!' 

                      0, 11space" 

                          1, 0 <-'t T 
         g(t)= 

                     0, otherwise 

           T : digit duration 

            Awd : peak angular frequency deviation 

      The approximate composite phase corresponding to 

(2.8) is given in the alternative form: 

                       31
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          ~~*+O+ a Cosa b sinO (4.2)                     r r 

               a A ncos~-Csin~, b A ~cos~+nsin~ 

Therefore, the output of the discriminator becomes 

                  co,1 sinl 
+27r (Z _Z_) (4.3)                    r r + 

where 27r(Z+-Z-) is the additional term on account of the 

positive and negative clicks as in (2.9). In the above equa-

tion, let z~ be defined as 

                 . - Cosa sin .0            u=
a- (4.4)                  r r 

then z~ is Gaussian distributed and its probability density 

function p(~i) is represented by 

                    1 exp - L2 (4.5) 
                    ,~2iT M 

               M2=E[~2]='E[~2] 
                              r2 

4.3 Probability Density Function of Detector Output 

      The derivation of the error rate necessitates the prob-

ability density function of the integrate-and-dump filter 

output. 

      The impulse response of the integrate-and-dump filter 

h(T) is defined as 

                           0 <T                                   :!~T 

            h(T)= ~ (4.6) 

                     0 otherwise 
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Sampled at the end of the digit ts[=(n+l)T: 

the sampled output of the integrate-and-dump filter V. becomes 

               V.A;.4.+Z. (4.7) 

where Lis a component due to the signal, 71. to the random 
Gaussian noise, and Z. to the click noise. Here the signal 

component ~. is given as follows: 

                      +Awd "mark" (4.8) 

                         -Awd 11space" 

The random noise component z~. is represented by 

                a. cose - b. -~ (4.9) 
                   r r 

               ~.=[ a* Ohl t =t
s , L,~=[bOhl t=t S 

where 0 " denotes the time convolution. 
      If the input random process to the linear filter is 

Gaussian distributed, the output random process is also 

Gaussian distributed [44, p.1891. Therefore, the probability 

density function pG.G.+~.I~.=±Aw d ) has the form 

                                                                                                                                      . , 2 
                                           (Vo -TA(od 

        P(;.I;.=±Aw d exp 2M2 (4.10) 
                                               0 0 

                                ?a2fo(~)                      E[a2] n 
                  M2o=E[L2]= 0               0 -r2 r T 

                  fo W= 1 sinff(a+l)                             Tr 0+1) 
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where M2 is the 

0 at the sampling 

The click noise

average power 

instants and 

component Z.

 of 

is 

is

the 

given

random noise 

 in Appendix

component 

C.

zo=- 2Tr T

(n+l)T 

f f T 6 (t-t k) 
nT k=-W z

00 

 6(t-t z )Jdt 
=--W

(4.11)

As described in Ch. 2, it is assumed that the clicks are 

independent of one another and follow the Poisson process. 

Therefore, ZO is the difference of two independent Poisson 

processes.and its probability density function p(Z,) is given 

as [53]: 

              CO 

p(Z.)= I exp[-(X +X 21 (2,7X- -X) 6 (Z. - 2Tqi 
         11=-00 + + - _T (4.12) 

where 

    X+9 X_: the average number of positive and negative t 

            clicks during T sec 

                    X + =N + T 

                       X - =N - T 

    V: the remainder after,taking the number of negative 

       clicks from that of the positive clicks, 

    Im: the modified Bessel function of integer order Ipl. 

      The convolution of (4.10) and (4.12) establishes the 

probability density function of V. p(V.) as:

t For the mark 

 be obtained in

signal, the 

(2.19) and

average number per 

(2.22) by setting

 second can 

P 6) = 6 (~ -Awd)
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                                  00 

   P(V.1~.=±Aw d X exp 2 1 
                         P=_00 

                              (V.:PAwd-2Trp IT) 2 
                        exp (4.13) 

2 

                   -7
2-ff M. 2Mo 

4.4 Error Rate 

     The integration of the probability density function 

given in (4.13) over the error region derives the error rate 

of the FSK signal. On the assumption that the mark and space 

signals are equally likely to occur, the detector decides 

that ~.=Awd if V.>O and that ~.=-Aw d if V.<O [54, Ch.3]. 

In addition, the error rate for the mark signal and that for 

the space signal become equal, because X_ observed in a posi-

tive digit interval is equal to A + observed in a negative 

digit interval. Therefore, the'error rate P N is given as 

0 

         PN= f P(V'1~'=Awd )dV0 
                              00 

            f p(V.j$.=-A.,)dVo (4.14) 

0 Substituting (4,13) into (4.14) yields 

P          N 2 P=-.00 I.P (2A + _X 
         -erfc([Awd+27rP/T1/vr2_Mo) (4.15) 
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Since the above equation is mathematically complex, it is not 

easy to extend the analysis to the next stage to be described 

in the following chapter. Thus, the simplification of (4.15) 

is attempted in the following. 

      In general, with existence of modulating signals, the 

average numbers N and N become unequal. The fact that for 

the mark signal the majority of clicks occur in the negative 

directions [6, p335] makes it reasonable to neglect the posi-

tive clicks: 

            N + <<N or X + <<X- (4.16) 

Upon utilizing (2.22) and the above fact, N_ and X_ 

are reduced to 

                 "d -r2/2a2                N
_= 2,ff n (4

.17) 

                 X_= ' e-P 2 

where $(=Aw T/Tr) is the modulation index and p(=r2/2G2) is        d 
n 

the input CNR. In addition, under the condition of the com-

paratively high input CNR,-the probability that many clicks 

occur during one dig it duration T is very small, i.e, -, X + 

and A-<<l, and at most only one click occurs during T, 

Therefore, the following approximate expressions can be uti-

lized: 

           1 2                   + + 

                                                 (4.18) 

            exp[-(X+ +X-)I=l 
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Substitution of (4.17) and (4.18) into (4.15), and the choice 

of p=O and 1 in (4.15), yield the final expression for the 

error rate as follows: 

 P =-Ierfc V/ P 4 e-Perfc ( 7r (a- 2) Vp- ) AP (4.19)   N 2 V -2f - TaT 4 N 

4.5 Concluding remarks 
      In this chapter, the detection system of the FSK signal 

and its error rate have been discussed. The following chapter 
extends the analysis described in this chapter to the case 
where the input FSK signal is subject to fading.
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         Chapter 5 

DIGITAL FREQUENCY MODULATION SYSTEM 

IN FADING ENVIRONMENTS [551-[571

5.1 Introductory Remark 

      Although many authors have investigated the error rate 

performance of FSK systems in fading environments, their 

fading models have been assumed to be either the Rayleigh[581or 

Rician distribution. Furthermore, the employed diversity 

techniques have been assumed to be the three kinds of pre-

detection type such as SC, EGC, and MRC without the consider-

ation of the correlation between two diversity branches. 

      In this chapter, under the assumption that the FSK signal 

is subject to nonselective m-distributed fading as described 

in Ch. 3, its error rate is derived by the extension of the 

analysis described in Ch. 4. Furthermore, two other diversity 

techniques in addition to the three kinds of predetection type 

described in Ch. 3 are considered: Switch-and-Stay diversity 

[559] included in predetection diversity, and postdetection 

diversity [601-[61) which has the advantage of simple imple-

mentation since the knowledge on the status of the fading channel 

is not necessary. In discussing the improvement effects owing 

to the diversity techniques, the effect of the correlation 

between two diversity branches are also taken into account. 

      In the case of the Switch-and-Stay diversity, a design 

method of an optimum switching level which attains a minimum 

error rate is shown. 

5.2 Error Rate 

      Under the assumption that the input FSK signal is subject
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to the nonselective m-distributed fading (as described in Sec. 

3.2), the envelope may be regarded as constant during one digit 

duration T. Therefore, averaging the result given in Ch. 4 

over the random variable r yields the error rate of the FSK 

Signal in the environments of interest,P F as 

         00 

 P F f P N (r)p(r)dr 
     0' 

         r(M+ -1 2~2
p.       1 2 Tr IT 

         Tr r M v~;wf- 2mfo(~)      2 7 

                        7T 2~2p. 
              1 3 2mf.(~) + a M M        F, ( l'M+ - Tr2a2p 4 

                   1+ 2
mf.(~) 

                                     2(~-2)2                       Tr Tr P- )7(M+-~) 

P 

          VTrr (M) 12 (m+p . 2 (m+p. ) f. (a) 

                         Tr2 (a-2) 2p. 
               1 3 2 (m+p.)fo W        F, (1,M+ TF2 (a-2) 2p. (M,P.)                      + 

2 (m+p . ) f. (a) (5.1) 

by the utilization of (3.1), (4.19) and the formulas (A.1)-

(A.5) in Appendix A. 

5.3 Improvement by Diversity Techniques 
      The diversity techniques are classified into two kinds, 

depending on the place at which the combiner is located: 
the predetection diversity was described in Ch. 3 and the 

postdetection diversity is shown in Fig. 5.1. 
      It has been assumed that , the number of diversity 

branches is two (from the practical point of view) and that the 
input noise components on the two branches are Gaussian dis-
tributed and mutually independent. Additionally, in the 
f ollowing analysis, the correlation between two branches is con-
sidered, except for the Switch-and-Stay diversity. 
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Fig. 5.1 Postdetection Diversity System.

 5.3.1 Predetection Diversity 

      Four kinds of predetection diversity technique are con-
t 

sidered: Switching , Selection combining, Equal-Gain Combining, 

and Maximal-Ratio Combining diversity-technique. The predetec-

tion diversity techniques, except for the Switching diversity, 

have been previously described in Ch. 3 and the error rates 

can be expressed similarly. By the utilization of (5.1), the 

error rates, P S for the Selection Combining, P E for the Equal-

Gain Combining, P for the Maximal -Ratio Combining, are given M 

as follows: 

                              4ff 

                         27n 

           j dx j dC c* W* P F (2m,2p.V1_-k_TW*) (5.2) 
            0 0 

where the symbol is the same as indicated in Sec. 3.4, 

and c* and w* are given in (3.1l)-(3.13).

  Switching diversity is equivalent to Scanninig diversity 

  named by Brennan,
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      There are two kinds of Switching diversity technique: 

Switch-and-Stay diversity and Switch-and~Examinediversity. 

In this thesis, however, the analysis is confined to the former, 

whose strategy is described as follows: the instantaneous en-

velope of the input signal is monitored; if it falls below a 

predetermined switching level, the antenna switching is acti-

vated, thus selecting the other branch. In such a case, even 

if the second branch is also in a fade, the antenna switching 

is not activated. In the case of the Switch-and-Stay diversity 

technique (SS), the combiner circuit in Fig. 5.1 is replaced 

by a switching circuit comforming to the above strategy. 

      TAen the two branches are uncorrelated , the probability 

density function for the output of the switching circuit, P SS (r), 

is given by Rustako [591: 

         PSS(r)= (1+c)p(r) , rkA S (5.3)               f c p(r) , r<AS 
where A S is the switching level and c is determined as 

            A S 

        c= f p(r)dr (5.4) 

0 The error rate P SS for SS is given by the utilization of (4.19): 

                        CO 

    PSS f P (r)p,,(r)dr 
N 0 
            AS 00 

        f c P N (r)p(r)dr + f (1+c)P N (r)p(r)dr 
            0 

M A S A S 

         (1+C) f P N (r)p(r)dr - f P N (r)p(r)dr (5.5) 
                 0 0 
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Therefore, the substitution of (3.1) into the above equation 

yields the error rate in the m-distributed fading environments: 

                          MMHM 1 ( 7T~,fp-.H X)    P SS = (1+c)PF(M,P.) - F~M-) N erfc 12-f -.(~) 

0 

                p.HX2 2M_l -MFX2         + e- erfc Tr 2) p -.Hx x e dx (5 . 6)         2 -2-f 
. -(~ 

                   H AS 2           .1 Q 
                             C 1 -- y(m,mH)                 TH 

where y(',*) is the incomplete Gamma function and PF(M'P') is 

given in (5.1). 

      The selection of the value of A S is a very important 

factor on the error rate performance. As is easily known from 

(5.5), when A S is zero or infinity, P S5 reduces to P F . The 

optimum switching level A SOP, which attains the minimum error 

rate, can be obtained from the differentiation of (5.5) with 

respect to A S : 

                                00 S      9P S5 DC f      DA S -~A S P N (r)p(r)dr - M S f P N (r)p(r)dr 
                                    0, 

               0 0 

         p (A S )f P N (r) p (r) dr - p (AS) P N (A S 

0 

          =p (A 
S )[P F -P N (A S (5.7) 

Consequently, the level ASOP proves to be the solution to the 

following equation: 
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                  P (A )= P (5.8)                  N S F 

This equation shows that the optimum switching level A 
SOP is the 

envelope for the no fading condition which gives the error rate 

equal to that for the fading condition. To verify the above 

description graphically, the relation between P SS and A S 21A SOP 2 

is shown in Fig. 5.2, where P SS0 is the error rate in the case 

of the optimum switching level. These curves clarify that the 

shallower the fading, the more the degradation due to 

the offset from the optimum level appears. 

                        P F P SS0 

                      10 -1 - x 0.5 
x 
                                CQ I .............................................. 

                                10-2 . ..... z 2 

                     4J 

                  cc 3 
                10 7 
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                                                    6=0.64 
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A 
                          I.Ozog 10( A 
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                  Fig. 5.2 Effects of Offset from 
                           Optimum Switching Level. 
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 5.3.2 Postdetection Diversity 

      The postdetection diversity techniques have two kinds 

of strategies: a)two output components of the detectors are 

directly combined, b)two appropriately weighted output compo-

nents are combined. Though the latter has greater improvement 

effects on performance compared with the former, the simpliness 

of the implementation confines the analysis of this thesis to 

the former strategy. 

      The probability density function of the two output compo-

nents for the mark signal, p(V 1 %=Aw d' r 1 ) and p(V 21~0='~wd r 2)9 
are given af ter replacing r with r 1 and r 2 in(4.10) and (4.13). 

Since the input noise components are uncorrelated, the proba-

bility density function of the combined output p(V%=Aw d9 rl,r 2 
can be obtained by the convolution as follows: 

        P(Vl~.=Aw d9 rl,r 2 )=p(vll;.=Aw d~ r 1) (5.9) 
                       OP(V 21 ~.=Aw d5 r 2 

 Then, the error rate for the postdetection diversity P 
P is 

 given by 

                  0 Od 00 

      P P = f dV f dr 1 f dr 2 p~rl,r 2)P(Vl~'=6b~d rl,r 2 (5.10) 
                . 0 0 

 The joint probability density function of r 
1 and r 2' P(rlIr 2 

 necessary to derive P P in the M-distributed fading environ-

ments, is given as [22] 

  p(rllr 4m 2m (r 1 r 2 ) 2m-1 lr(m-0.5)        2 Fff r (M) [Q2 (1 -k2) Im 

          7T 
r2 I r2 2 A-2-r jr 

          dc sin 2m-2 Cexp M 1 2 2cos~      f 1-k 2 Q 0 
       0 (5 .11)
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The substitution of (5.9) and (5.11) 

final result: 

          P P =P Pl +2P P2 +P P3 +2P A 

              Tr 

                Tr 
C-& m 2m (coscsinx)         d, f d'x -

                         Trr (M) r (M_O. r 
    ppi f

    0 0 

    r (2m) 

   4D~m 
       11 

   2 F 1 (1, 

C 1 4 

C 2 2~ 

c 3 ~ 2 

c 62 4 2 

E 1 = Tr ~ 

E 2 = Tr U-1) 

E 3= 7T (~-2) 

E 4= Tr (a-2)

dx

Z-n+

into (5.10)

2m-1 . 
    sin

2m-2

yields

    M kc0scsinx) x 

   VT r (m) r (m-0. 5) (1-k 2)m 

   cosCsinCr(2m+0.5)Ej .- -

the 

(5.12)

D 2 

D 3 

D 4

    VTTTr.TaT 

 3 G i ) ~ 
  2 ' F.+G. (i=l, 2,          11 11 

     m 1- 2 vrk- -2c o s s in c o sX 
1 1-k2 

2= D 1 +P.COS2 

3= D 1+p. 

  D 1 +2p.cos2 

 Fl= Fn2~2 

 F 2= F(Tr~_Tr) 2 

 F 3= F(Tr~-2Tr)2 

 F 4= F(Tra-2Tr)2 

   F= 2pcos2Csin2 c

(F +G i )- (Z-n+ 

     3,4)

1 ) 
2
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where each term is explained as follows: 

  P PI : the error rate due to the occurrence of no click on the 

        two branches, 

  P P2 : the error rate due to the occurrence of one click on one 

       of the two branches, 

  P P3 : the error rate due to the occurrence of one click on the 

       both branches, 

  P P4 : the error rate due to the occurrence of two clicks on one 

       of the two branches. 

5.4 System Comparison 

      The numerical calculatLons of (5.1), (5.2) , (5.6), (5.12) 

show the following results: 

   (1) Relation between the error rates and modulation indices 

       (refer to Figs. 5.3 and 5.4). 

     1) As a whole, the smaller the correlation coefficient, 

        the better the performance. When the input signals 

        are uncorrelated, MRC has the best performance, EGC 

        has the second best, SC has the third best, and SS has 

        the lowest, except for the postdetection diversity. 

     2) Except for the postdetection diversity, it is seen 

        that the inclination is negative for a<0.6, a>1.8 

        and positive for 0.6<0<1.8. This can be explained as 

        follows: a) For 0<0.6, the probability that one click 

        occurs in one digit duration is very small, so that 

        the Gaussian noise is the main contributor to error. 

        b) For 0.6<a<1.8, an error occurs due to one click 

        only. Especially, since the probability of the occur-

        rence of one click is proportional to the modulation 

        index, the inclination becomes positive, c) For ~>1.8, 

        although the average number of clicks increases, the 

        contribution of clicks becomes smaller, as the modu-
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   lation index increases. An error occurs due to the 

   interaction of the click and the Gaussian noise. 

   In the case of the postdetection diversity, the incli-

   nation is negative for ~<0.35, 0.8<0<1.4, ~>1.7, and 

   positive for 0.35<~<0.8, 1.4<~<1.7. This can be ex-

   plained as follows: i) For ~<0.35, it is identical to a) 

   described above. ii) For 0.35<0<0.8, it is identical 

   to b). Mi) For 0.8<~<1.4, it is identical to c). 

   iv) For 1.4<~<1.7, an error occurs due to two 

   clicks. Especially, since the probability of the occur-

   rence of two clicks is proportional to a2' the inclina-

   tion becomes positive. v) For a>1.7, it is identical 

  to C). 

3) The optimum modulation index yielding the minimum 

   error rate is found within an appropriate range of 

   the modulation index. This means that the increase 

   of a may not necessarily improve the performance of 

   the system because more noise may be introduced. 

   Except for the postdetection diversity, this optimum 

   modulation index becomes .about 0.6 and it is not 

   affected by the types of diversity, values of average 

   input CNR, values of fading figure, or values of 

   correlation coefficient. In the case of postdetection 

   diversity, this optimum point is about 0.35 for a<l , 

   and 1.4 for a<2. 

4) In the region of m=l, 0.36<~<1.4 and of m=5 , 0.46<~<l, 

   the error rate for the postdetection diversity is 

   greater than that for no diversity. 

5) In the case of the postdetection diversity, the effect 

   of the correlation between two branches becomes smaller 

   than the case of MRC. Especially, for 0.4<a<l, there 

   is no difference between the case of k=O and that of

- 47 -



I

    k=0.9. This can be explained as follows: In this 

     region of a, since only one click on a single branch 

     is the main contributor, the occurrence of clicks on 

     the other branch does not affect the error rate. 

    That is, in the case of the postdetection diversity, 

     the worse branch dominates the error rate petformance. 

     On the other hand, in the case of the predetection 

     diversity, the better branch dominates the error rate 

     performance. 

(2) Relations between error rates and fading figures 

    (refer to Fig. 5.5). 

 1) As m increases (fading becomes shallower), the 

     difference between the improvement effect of EGC and 

     that of SS becomes greater. On the other hand, MRC 

     and EGC give nearly identical performances; SC and SS 

     so do. 

  2) For m=0.5 (one-sided Gaussian), SC yields the same 

     error rate as EGC does. 

(3) Relations between error rates and average input CNRs 

    (refer to Fig. 5.6). 

  1) As the average CNR increases, the error rate decreases. 

     Furthermore, the degree of this decrease becomes 

     greater, as m increases.
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5.5 Concluding Remarks 

      In this chapter, the error rate characteristics of the 

digital FM system in the ~ nonselective m-distributed f ading; 

environments have been described including the improvement 

effects owing to thepredetection and the postdetection 

diversity techniques. Furthermore, for the Switch-and-Stay 

diversity, a design method of an optimum switching level 

attaining a minimum error rate has been shown. 

      The main results obtained are summarized as follows: 

  (1) The optimum modulation index yielding the minimum error 

      rate is found within an appropriate range of the modu-

      lation index. Furthermore, except for the postdetec-

      tion diversity, the value of this optimum index is not 

      affected by the types of diversity, values of average 

      input MR, values of fading figure,and values of corre-

      lation coefficient. 

  (2) The better branch dominates the error rate performance 

      for the predetection diversity. On the other hand, 

      the worse branch dominates the error rate performance 

      for the postdetection diversity.
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      Chapter 6 

DIGITAL PHASE-FREQUENCY 

MODULATION SYSTEM [621

6.1 Introductory Remark 

      Hybrid modulation schemes have been achieved with the 

combination of phase and amplitude [63]-[68]. However, when 

these signals pass through a nonlinear device like a travelling 

wave tube operating in the saturation region, the information 

in the amplitude will be lost. On the other hand, the hybrid 

modulation in terms of phase .shift keying and frequency shift 

keying can be amplified without loss of its information by 

such a device. This chapter proposes a new hybrid modulation 

named "digital phase-frequency modulation (PFSKt: Phase-

Frequency Shift KeyingY, in which the multilevel transmission 

can be performed by the phase-frequency combination, and its 

error rate and power spectral density are given. 

      Five kinds of noncoherent detection system are proposed. 

They can include a delay detector, a frequency discriminator, 

and an integrate-and-dump filter. When detected by the dis-

criminator, the impulse noise appears at the output, because 

this PFSK signal has a sharp phase shift which includes phase 

information. Furthermore, the limitation of the bandwidth 

enhances the effect of this noise. Therefore, one of the 

proposed systems is implemented to reduce the effect of this 

impulse noise.

t In this the
sis, the term "PFSK" is used to mean "digital 

  phase-frequency modulation" for the sake of expressional 

 simplicity.
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6.2 Signal Configuration 

      The PFSK signal has two bits consisting of phase infor-

mation and frequency information in one digit duration T, and 

is expressed as 

                        k-l 
    S W r cos [w. t+ Y (a 27T + (a -

                         2 1 ) ~L7r (t-kT)        k 1=-CO Z_ k- 2 T 

                    k-l 
              + X b z Tr + b k Tr+8] kT_<t:~(k+1)T (6.1) 

                          Z=-00 

                  f , "mark"            a k9 b k= J110, 11spacell w,,T=2m7r 
                                       (m:integer) 

where a k represents frequency information, b k phase information. 

6.3 Detection System 

      Five PFSK noncoherent detection systems will be proposed 

in this section. These detection systems can include a delay 

detector (Fig. 6.1), a frequency discriminator, and an integrate-

and-dump filter. In Fig. 6.2, the phase variation of the PFSK 

signal and the behavior of the detector outputs are illustrated.

Band-pass 

Filter

Sk W

Time-delay 

T

Fig. 6.1 Delay

Low-pass 
Filter

Detector

s k-i (t-T)

ector.
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The output of the delay circuit s
k-l

(t-T) is represented

by
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                               k-2 
    S (t-T)= rcos[w.(t-T)+ Y (a 27r 

      k-l Z=_CO Z 2 

                               2,ff k-2             +(a k-l- ~j- (t-j~fl+ ~ bZ7T+b k-17r+e (6.2) 
                                                 Z=_00 

Then the output of the low-pass filter,Z(t),becomes 

  Z(t)= LPF[s k(t)-sk -1 (t-T)j 

        r2 1 27r 
           cos[w.T+(a k-i__~ ) 27T+(a k-a k-l ) T (t-kT)+b k 71 , (6.3) 

where LPF[.] denotes the operation of taking a low 

frequency component. When sampled at the end of the digit 

t=(k+l)T, its sampled value Z[(k+l)TI is given by 

   Z[(k+l)TI r2 cos[woT+(a 1 ) 2Tr+27r (a a )+b 7r]                              k-~ k- k-l k 

                 r2 

                f cosb k Tr (6.4) 

Therfore, it is seen that the delay detector may recover the 

phase information b k' Furtheremore, the other value sampled 
1 at t=(k+ f)T, Z[(k+ .1 )TI, is represented by 2 

                      r2 
       Z[(k+-!)TI _f cos[(a -a 1 +b )7T]             2 k k- k 

                   r2 
cosf(a $a eb )7T] (6.5)                      2 k k-l k 

where "(D" denotes the operation of modulo 2 addition. The 

above equation means that the knowledge of the phase informa-

tion b k can determine the difference of the frequency informa-

tion a k (Da k-i, and vice versa. 
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The block diagrams of the proposed five syst~ems 

Fig. 6.3, where c k represents the information 
1 t=(k+-~~)T and also takes the value of 1 or 0 . 
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          Fig. 6.3 Detection Systems for Digital 
                     Phase-Frequency Modulation Signal. 

6.4 Some Comments on Detection System 

      The sharp phase shift, which the phase information 

generates at the transient point, results in the impulse noise 

at the frequency discriminator output. This impulse noise is 

caused by the differentiating operation.of the discriminator 

and appears at point "A~ in Fig. 6.2. Though the impulse is                     Kt/ 

illustrated like the delta function for convenience, in prAc-

tice, the time duration of interest is about two times as wide
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as the reciprocal of the BPF bandwidth (6, p.3291. For example, 

if the BPF bandw idth is defined, following Carson's rule, as 

              2B = 2 (1+~) _L = 2 (6.6) 
                      2T T 

then the time duration becomes T sec. Therefore, only the 

midpoint of the digit is not affected so much by the impulses, 

so that the frequency discriminator output is sampled at 

t=(k+ ')T in systems I and 5. 2 

      The impulse observed at point (E), due to the simultaneous 

phase shift of the direct signal and the delayed signal, also 

affects the output of the delay detector in the vicinity of 

the transient point. Especially, the limitation of BPF band-

width enlarges its influence. However, as discussed on the 

impulse at the discriminator output, the midpoint of the digit 

is not affected so much. 

      Systems 1-4 can be adopted under the assumption that the 

effects of the above impulses may be neglected, while system 5 

is composed by the consideration of the small effects of the 

impulses at the midpoint of the digit. 

      From the viewpoint of the way to recover the information, 

in systems 1 and 2, the frequency information and the phase 

information can be obtained independently. On the other hand, 

systems 3-5 are the composite detection systems which utilize 

the information c k due to the combination of a k and b k' 

Therefore, the error of a k affects b k) and the error of b k 

affects a k : error-propagation phenomenon occurs. 

      From the viewpoint of the complexity of the implementa-

tion, system 4 is the simplest and system 5 is the most com-

plicated.
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6.5 Error Rate 

      System 1, which recovers the information by means of 

detecting the frequency and phase-difference components, is 

the most straightforward one and its error rate can be easily 

obtained under the assumption that the effects of the impulses 

may be neglected. 

      The error rate of the frequency information P EF is derived 

by Bennet [351, and given by 

1 

   P erf crP , _LP e_PX2 erf c (d)/p (l_x2) ) dx (6.7)      EF 2 2 vrff- f 

where p is the input CNR. The term d is defined by 

               d= 7r (6.8) 
                     aT 

where a is the r.m.s. bandwidth given in (2.20). 

      The error rate of the phase information P EP can be 

derived as follows. Defining the input noise n(t) as 

        n(t)=E(t)cosw.t-n(t)sinw.t , (6,9) 

the sums of the signal and noise, e k M and e k -l (t-T), are 

given as follows: 

                   k-I I 
     e (t)=[rcosf ~ (a 27r+ (a 2T (t-kT) 

                        Z =_00 

             k-l 
         + X b z 7T+b kff+O}+~(t)]coswOt 

               Z=_00
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                  k-l 1 
1 2-ff          -[rsin{ X (a -- )2,ff+(a --)-(t-kT) 

                  Z=-00 z 2 k 2 T 

             b -ff+b Tr+ej+Tj(t)]sinw.t (6.10) 
              Z =-CD 

                   k-2 1 1 2
Tr     e k-l (t-T)=[rcos{ X (a,- 2-ff+ (a (t-kT) 

                           j=-CO k-l 

               k-2 
            + X b z Tr+b k- Tr+O I+E (t-T) I cosw. t 

                   Z=-00 

                    k-2 1 1 2
7r             -[rsin{ X (a - )2-ff+(a (t-kT) 

                         Z=-00 z 2 k-l- -2 

                k-2 
            + j

_.b z 7r+b k-l ff+O)+fl(t-T)Isinw.t (6.11)           Z= 

At the sampling instant t=(k+l)T, the output Z[(k+l)TI becomes 

      Z[(k+l)Tl= 1 (6.12)               i(PIP2+QlQ2 

                P,=rcosX , 7 ~+~, 

             P 2=rcosxk-l~~2 

               Ql =rsinXk+.nl 

             Q2=rsinxk-l~"2 

                 k 1 k 

                Xk= I (a Z- -~ )27+ 1 b z TT+6 
                               Z=-00 Z=-00 

where the subscripts 11111 and "2" in E and n, correspond to the 

time instants (k+l)T and kT, respectively. The above equation 

is also represented by another form:
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   Z[(k+I)TI I F )2+(Q )21-{(p -P )2+(Q )21]              8 (Pl+P2 1+Q2 
1 2 l-Q2 

                                                (6.13) 

The probability density function for the output signal 

Z[(k+I)TI, leads to the derivation of the error rate PEP 

Under the assumption that the probability of the occurrence of 
"0" and "l" are equally likely

, the decision of the transmitted 

data is based on the sign of equation within the bracket, so 

that the following discussion takes interest only in equation 

within the bracket. 

     Let uV U 25 V12 V 2 be defined as follows: 

            U 1 =P 1 +P 2 U 2 =P 
1 -P 2 (6 .14) 

            V,=Ql'Q2 V 
2=Ql-Q2 

Since P 1 , P 23' QVI Q2 are Gaussian distributed, the transformed 

variab les uV U 23' V15 V 2 are also Gaussian distributed. Their 

means and variances are given as follows: 

             U 1 =rcosx k+rcosXk -1 

               U 2 =rcosxk -rcosXk -1                                                   (
6.15) 
             V 1 =rsinX k+rs'nXk -1 

              V 2=rsinX k -rsinXk -1 

          Er2 c2 = T12 = TI 2 = CF2         1 2 1 2 n 

        Y2 = El TI 1 = E 1 T12 = E2 TI 1 E2 TI 2 r1l TI 2 0 

              1)2= (U,-                      (V,                                 ,)7= (V -:~i2)2= 2(12 (6.16)                2 2 1 1 2 n
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   (U I_U 1)(Vi _V 1) =(Ul_U 1 )(U2 _U 2) =(U2_U 2)(V2-V 2) 

 (V - - - - = (U - - I     1__~Vl) (Vf_~VP = (Ul__~Ul) (Vf~VP 2_:U2) (Vl--:Vl) = 0 

where denotes the operation of taking the ensemble 
average. Therefore, the new variables are uncorrelated each 
other, so that U 1 and V 1 (or U 2 and v 2 ) can be regarded as the 
inphase and quadrature components of narrow band Gaussian proc-
ess. Moreover, defining R 1 and R 2 as 

        R =,IU2+V2 R = VU2+V2 (6.17)         1 1 1 2 2 2 

their probability density functions, p(R 1 ) and p(R 2 are 
expressed by 

     p (R R 1 10 YB 1 R 1 exp             2cy 2 2 2 2 
              n CI;i 4cy n 
                                                    (6.18) 

             R R,) R2 +B 
     p(R 2 10 2 , ! exp 2 2         2 2

cy 2 2a 2 j 402                n n n 

where 

        B -2 = 2r2 2            U 1 +V 1 2r cosb k 7r 

                 -2 (6.19) 
        B 2= U 2 +V 2 = 2r2 +2r2cosb k if 

The error rate P EP is determined .by 

          PEP=Prob(P 
1 P 2 +Q 1Q2 <01b k=l) 

             = Prob (R 
1 <R 2 1 b k=')
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               =prob(P 
1 P 2+QlQ2 >01b k=0) 

              =Prob(R 
1 >R 2 lb 00) (6.20) 

When b 01, the probability density functions, p(R 1 and p(R 2), 
become 

              R rR R2 +4 2 

     p (R 1 1 )exp(- 1 r            1) ~(Yn2 2cyn2 4an2 
                                                (6.21) 

             R RZ 
       p (R -:~L exp _            2 2a2 4u2                   n n 

The utilization of (6.21) and (A.6) in Appendix A, derives the 

error rate PEP for the phase information: 

                                       00 

    P =f dRP(R,){ dR2p(R 1 exp r2 
        -'P 2)1 = 2 -2-c-rT 

         0 R n 

          =1 e-P (6.22) 2 

It is interesting to note that (6.22) is the same as the error 

rate for DPSK [48, p. 2541. 

      Fig. 6.4 shows the power spectral density of the PFSK 

signal with that of the DPSK signal. From this figure, it is 

seen that the main lobe is one and a half times wider than that 

of DPSK signal. However, the PFSK signal has two bits per one 

time duration T, whereas the DPSK signal has one bit per the 

same duration. Thus it may be said that the width of main lobe 

per one bit information is compressed in the PFSK signaling. 
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6.6 Concluding Remarks 

      In this chapter, a new hybrid modulation signaling named 

PFSK has been proposed, and its detection system, power spectral 

density, and error rate have been discussed. The following 

chapter extends the analysis described in this chapter to the 

case where the input PFSK signal is subject to fading. 

      In addition, it is interesting to note that the concept 

of this PFSK signaling leads to the hybrid modulation scheme 

by the combination of amplitude, phase, and frequency shift 

keyings.

- 67 -



          Chapter 7 

DIGITAL PHASE-FREQUENCY MODULATION 

SYSTEM. IN FADING ENVIRONMENTS

7.1 Introductory Remark 

      In land mobile radio communication systems, the propaga-

tion between a base station and a vehicle is usually performed 

not only by a direct line-of-sight route, but via multiple 

random paths because of reflection, scattering, and diffrac-

tion. Therefore, in the case of UHF or microwave land mobile 

radios, rapid and deep fading phenomenon called time-selective 

fading will occur on the received signal when a vehicle moves 

through an interference field composed of many waves. A re-

ceived signal suffering from such a fading phenomenon has a 

Rayleigh distributed envelope and uniformly distributed phase 

[23, Ch. 11. 

      In this chapter, the error rate characteristics of the 

PFSK signal proposed in the foregoing chapter are discussed 

when utilized in the nonselective m-distributed fading envi-

ronment and the time-selective Rayleigh fading environment. 

Especially, in the latter case of the fading environment, the 

difference between the effect of fading on the phase informa-

tion and that on the frequency information is described. 

7.2 Error Rate in Nonselective Fading 

      The error rate for the PFSK signal in the'nonselective 

M-distributed fading environments can be derived by a similar 

method as in Sec. 5.2. Averaging (6.7) and (6.22) over r, 

the corresponding error rates P EFS and P EPS are given by
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PEFS

  00 

f P,,p (r) dr 

0 

 1 r (M+O. 5) Vp 0 (,+ p o 
               VIM m 

 00 

+f d. m' r (m+O. 5) v'p-. M-1 
        2v(Tr-r (m) 
0 

  MmV3-(-l--x--r)- r(m+l)p.f
     27rr (m) 

3 
2 F 1 (1,M+l; 

  00 

f Ppp(r)dr 
0 M 
M 

 2 (P,+m)m

         F (1,M+ 1 ; 3 ; PO         2 1 2 
M+P. 

       -(m+0 .5) M+X2 P 4 
                   (M+l) 

 x2p.+m+0.75p,(l-x2)

0.75p.(l-x2 )

PEPS

m4-x2p.+O .75p.(l-X2) (7.1)

(7.2)

7.3 Error Rate in Time-Selective Fading 

      The input signal subject to the time-s6lective (fast) 

Rayleigh fading encountered in the typical UHF or microwave 
                                                                               11 

land mobile radio channels, can be represented as 

  S k(t) =X(t)cosJW.t+?' k (t)I-Y(t)sin{w.t+X kMI (7.3) 

            W= k-l (a 1 ) 2-ff+(a 1 ) 2,ff (t-kT)           k Z_ k-

                 k-l 
             + ~ b I 7r +b k 7T kT:st:~(k+I)T 

                       Z=_CD
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 'EFF ~ 2 
V/(P.+l) f-Pj x (0) (0)+(2TrAfd)2P.I f 

                                              00 

          (0) f f2SX(f)df 
                 x Cy 2 

                                              00 

                    47r 2          (0) f f2S, (f) df 
                                    _00 

where S x (f) is the two-sided power spectral density of X(t), 

and S E (f) is that of ~(t). 

      The procedure to derive the error rate P EPF is the same 

as in Sec. 6.5. The outputs e k W and e k-l (t-T) corresponding 
to (6.10) and (6.11) are represented by 

  • k (t)=[X(t)cos)L k (t)-Y(t)sin)L k (t)+~(t)]Coswot 

       -[X(t)sinX k (t)+Y(t) COOL k M +n M I s inw. t (7.5) 

   • k-l (t-T)=[X(t-T)cosX k-l (t-T)-Y(t-T)sinX k-l (t-T) 

             +C(t-T)]coswot 

            -[X(t-T)sinX k-l (t-T)+Y(t-T)cosX k-l (t-T) 

              +n(t-T)Isinwot . (7.6)

where XW and YM are statistically independent 

processes of zero mean value and of variance a2. C 

      When system I (as described in Sec. 6.3) is 

the error rate of the frequency information P EFF 

Hirade [25] under the assumption that the Doppler 

symmetric about the carrier frequency: 

      1 2TrAfd P 0

Gaussian 

utilized, 

is given by 

 spectrum is 

     (7 4)

- 70 -



Therefore, the output of the LPF at the sampling instant, 

Z[(k+l)T], becomes 

      Z[(k+l)T]= (P P +Q Q (7.7)                2 1 2 1 2 

                P =x Cos Y sin                 1 1 Xk_ 1
1 Xk+El 

               P 2 =x 2 cosx k-1-Y 2 sinXk-l+E2 

              Ql =x 1 sinXk+ylcosXk+nl 

              Q2 =x 2 sinxk -i+y2cosXk-l+n2 

                 k 1 k 

                Xk= I (a 1__~ )2ff+ X b Z Tr 
                               Z=_00 Z=_00 

where the subscripts "1" and "2" denotes the time instants 

(k+l)T and kT respectively. The random variables X and Y 

are Gaussian distributed and have the following relations: 

          X2=y2=X2=y2=G2          1 1 2 2 
c 

         x x = Y Y = R (T) = a 2 p (T) (7.8)          1 2 1 2 X 
C X 

         x 1 Y 1 =x 2 Y 2= x 1 Y 2= x 2 Y I =0 

where a2 is the average carrier power, and p (T) is the nor-
       C x 

malized autocorrelation function of the inphase or quadrature 

component of the faded signal. The relation on EV C 29 1111 

Ti 2 are given in (6.16). Utilizing the relations in (6.16) 

and (7.8). the joint probability density function of the ran-

dom variables ul, U 29 VV V 2 given in (6.14) and (7.7), 

P(UVU 29 V19V 2 ), is given by
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  P(Ul9U V V19V 2)= 

            -exp 

            a.=2[a24 

C 

             =2 [ o24 

C 

               -y 
0 =2(y 2                  C P~ 

Then the output sig 

       Z[(k+l)T 

through the followi 

           U 1 =R 1 Cos 

           U 2 =R 2 Cos 

The joint probabili 

p(Rl9R 2 ). can be ob 

           2Tr 21 

 p(Rl'JR 2)= f de 1 f 
           0 0 

            R IR2 

              010 %-Yo 

Therefore, the erro

           1 1 0 2 2 10 2'1 1-2 (7 .9)                   2 (
a. ~ o -y 

        G2+cy2p (T) 
         n c X cos'Xk-xk-11], 

         CY2-CJ2p (T)          n C X coslxk-Xk -11], 

         (r,P ) S in (x k-x k-1 ) . 

        nal ZI(k+I)TI can be represented as 

          1 (R2 - R2) (7.10) 
         8 1 2 

         ng transformations: 

         el v 1 =R 1 sine 1 

                                          (7.11) 
         6 2 v 2 =R 2 sine 2 

        ty density function of R I and R 2' 

         tained as 

        de 2 p(R,,I,,R 2"2) 

                   OoR2+ot.R y R R          exp - - ) T 1 2 
                    2((%.~._y2) ~.-Y2                                          ao 

                                          (7.12) 

         r rate PEPF is determined by

1 

(2-ff) 2 (a. ~.-y~) 

(u2+V2)+U, (U2+V2)+2 (u -u
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                           OD CO 

      P",,,= f dR, dR p (R,,R I b (7.13)              f 2 2 k=') 
                        0' R 

or 

       P =prob( 1 <11b (7.14)         EPF R 2 k=') 

under the assumption of the equally likely occurrence of "0" 

and "1". The substitution of (7.12) into either (7.13) or 

(7.14) leads to the derivation of the final result as 

             1 POPX (T) (7 .15)          PEPF= 2 2(1
+po) 

This is consistent with the result obtained by Voelker [241, 

where the error rate of Differential Phase Shift Keying (DPSK) 

is discussed in the fast Rayleigh fading environments. 

      The calculation of the error rates necessitates the 

specification of S X (f) and S E (f). When a vehicle with a ver-

tical monopole antenna is moving constantly through the multi-

path propagation field consisting of a large number of uniform 

plane waves, the power spectrum S X (f) is given by Gans [691: 

                      U2 
C 

               T_ 9 lfl<fD             Tr V f~f 

        S XV)=~ D (7.16) 

                      0 31 otherwise 

where fD is the maximum Doppler frequency. The normalized 
autocorrelation function p X (T) is obtained by performing the
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inverse Fourier transformation of (7.16); 

            P (T)=J (2Tr-P rp)               x 0 -1 D-

where J o (-) is the zeroth order Bessel function of 

kind. 

      Assuming that S takes the form as 

                          CF 2 n 

S 

                        0 otherwise, 

the final results of the error rates can be derived 

tuting (.7.16)-(7.18) into (7.4) and (7.15): 

                 ilp.Af IfD                                                        ,d
P EFF 2 1-

P P  EPF 

     When the 

f 0, the e D 

1      P
EFF= 

     PEPF=

   (7.17) 

the first

                   + ') Tj- (P.+l)fp.[I+(,'ZAfdlfD)2] (2BI&-f-

'1 0 (TrfDlAfd) 
(Afd= I )      1+

P. 2T 

 Doppler effects may be neglected, that 

rror rates (7.19) and (7.20) reduce to 

               P, 

         .+l)fp.+(2-B-/-2,-/T-A-f-,)-7-j ~'

f I- P. 
l+P

(7.18)

substi-by

(7.19)

(7.20)

is,

(7.21)

(7.22)
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7.4 System Comparison 

      The system comparison is confined to the case of the 

time-selective fading, since the error rate characteristics 

for the nonselective fading is similar to those in Ch. 5. 

      One example of the numerical results is shown in Fig. 

7.1 as functions of the maximum Doppler frequency to frequency 

deviation ratio VDIA-fj and the average CNR (P.), when 

a 2B=5Af-. This figure shows the following results:         4d 

  (1) In comparatively low p.regions, P is slightly superior                                EPF 

      to P 

  (2) In comparatively high p. regions, PEFF is much superior 

      to P 

  (3) The irreducible error rates are found and are dependent 

     on the values of fDl"fd as given by 

                             12-Af / 
           P d fD (7.23) 

                                                              -P NT                EFF p.->- 11+ (vl2-Afd / -/ D 

            P 
a (7.24)               EPF P 0-* 00 2 0 (TrfDlAf d 

  (4) The Doppler phenomenon affects the phase information 

      more strongly than the frequency information from the 

      viewpoint of the error rate. 

  (5) When the Doppler effect is quite small or can be 

     neglected (fD=O), P EPP is superior to P
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7,5 Concluding Remarks 

      In this chapter, the error rate characteristics of the 

PFSK signal has been discussed when applied to the land mobile 

radio communication system. The main results are as follows: 

   (1) The Doppler phenomenon affects the phase information 

       more strongly than the frequency information from the 

       viewpoint of the error rate. 

   (2) When the Doppler effect can be neglected, the error 

       rate for the phase information is superior to that 

       for the frequency information.
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Chapter 8 

CONCLUSIONS

      This work has theoretically investigated the detection 

characteristics of the analog frequency modulation, the digital 

frequency modulation, and the newly proposed digital phase-

frequency modulation systms. 

      In order to discuss the detection characteristics in a 

wide class of fading environments, covering from deep to shal-

low fading environments, this work has adopted the m-distribu-

tion as the fading statistics. Especially, for the digital 

phase-frequency modulation system, the time-selective Rayleigh 

fading has been assumed in consideration of the application 

to the mobile radio communication system. In addition, the 

improvement effects owing to the diversity techniques combatting 

the effect of fading have been discussed including the influ-

ence of the correlation between two diversity branches. From 

the results obtained, the system comparisons have been done. 

In this chapter, the main results obtained in the previous 

chapters are described: 

  (1) The output noise and the output SNR characteristics of 

      the analog FM system in the nonselective m-distributed 

      fading environments have been investigated. Addition-

      ally, the improvement effects owing to the three kinds 

      of predetection diversity technique have been discussed 

      including the influence of the correlation between two 

      diversity branches. The main results can be summarized 

      as follows:
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    (a) From the numerical results of the power ratio of 

       click noise to random noise, it has been clarified 

       that the fading affects the click noise more strongly 

        than the random noise and that much more diversity 

       improvement effects can be obtained for the click 

        noise than for the random noise. 

   (b) From the numerical results of the output SNR, it has 

       been shown that Maximal-Ratio Combining system has 

       the largest improvement effects and that better out-

       put SNR performance can be obtained with smaller 

       correlation coefficient between two diversity 

       branches. 

(2) The error rate characteristics of the FSK system in the 

   nonselective m-distributed fading environments have been 

   investigated. Additionally, the improvement effects 

   owing to the four kinds of predetection diversity tech-

   nique and to the postdetection. diversity technique have 

   been discussed including the influence of the correlation 

   between two diversity branches. In the case of Switch-

   and-Stay diversity, a design method of an optimum 

   switching level attaining a minimum error rate has been 

   described. The main results can be summarized as follows: 

   (a) The optimum modulation index yielding the minimum 

       error rate is found and this index is not affected, 

       except for the postdetection diversity, by the types of 

       diversity, the average input CNR, the fading figure, 

        and the correlation coefficient. 

   (b) The better branch dominates the error rate for the 

       predetection diversity. On the other hand, the 

        worse branch dominates that for the postdetection 

       diversity.
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(3) A digital phase-frequency modulation signaling by the 

   combination of phase and frequency shift keyings has 

   been newly proposed, and its detection systems and power 

   spectral density have been discussed. Additionally, the 

   error rate characteristics of this signal in the time-

   selective Rayleigh fading environments have been inves-

    tigated, From the numerical results, it has been clari-

   fied that the Doppler phenomenon affects the phase infor-

   mation more strongly than the frequency information.
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         Appendix A 

        Table of Foyy6ulas [701-[711 

             co 

r(s)=2 j e-t2 t 2S-1 dt 

0 erf(x)=1-erfc(x) 

erf W = 2X F ( 1 ; 3 ; -X2 
       VrTr 1 1 2 2 

1 F I(a;b;-,z)=e-zI F i(b-a;b;z) 

          co 

g(p)= f e-Pt f(t)dt 

0 

     f(t)=t'- 1 m F n (a 1 ... a m ;p, ... P n ;At) 

     g(p)=F(cy)m+l F n (a 1***a M.9 cy - P 1 ... Pn;X/p) 

00 

f ti 000e- (t2+a2)/2 dt=l 

0
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     The 

where Ito 11 

Therefore, 

   S 
Y (f) 

When ~;->5,

             Appendix 'B 

          Derivation of N -                     OY 

power spectral density S Y (f) is given by 

     S 
Y (f)=S E (f) 0 SZ (f) I (B 

 denotes the frequency convolution, and 

                 G2 
            __n If I :~B 

    S (f)= 2B (B 

                0 otherewise. 

S (f) can be calculated as follows: 

    G2 
     n 

erf                vf2+-f--)+ erf ( 2- f B  8~r2 V-2~f     fm M V-2~f, 

the random noise power No~ becomes approximately 

       fm 

     N 4Tr2f2S Y (f)df 

M 

                  2Tr2G2f2erf(/2--) 
                    n m (B 

            r2 3~

. 1)
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where

The

H(f)

and 2B is 

related to 

Therefore, 

where

            Appendix C 

            Derivation of M2. 

variance E[~2] is given by 

0 

                            00 

      E[~2]= 12df         0 (2nf)2S (f)IH(f) 

f 

                     -CO 

 is the Fourier transformation of h(T)in (4. 

                          00 

      H(f)= f h(T)e -j 2.rrfTdT 
                    -CO 

            sin (TrfT) 
               TrfT 

                   CF2           n Ifl ~B 
            2B ' 

      S V)=~ 

                 0 , otherwise, 

the bandwidth of the input bandpass filter, 

 digit duration T and modulation index as 

      2B=2(~+l) 1               2T 

       ~=Aw dTl?r . 

M2 can be calculated as follows: 

0 

            2) 2a2f.(O) 
       M2) Efa n 

                  ~LUoj 
=          0 

r2 r2T2 

                sinff(0+1) 
                 7T 0+1) 

                     - 83 -
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(C. 2)

(C. 3)
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(C. 4) 

(C. 5)
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