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     .The analytical potential of Auger electron spectroscopy 

(AES) has increased considerably over the last few years. The 

growing interest of research and industrial laboratories in 

surface studies has stimulated the rapid development of quanti-

tative Auger electron spectroscopy and also of the high spatial 

resolution measurement by AES. 

     The scanning Auger electron microscope (SAEM), which is one 

of the most powerful tools for surface analysis, has been in 

development since the early 1970's. Although the SAEM satisfies 

the requirement of high spatial resolution to a considerable 

extent, it is still open to further improvement. 

      In the present work, basic problems in the scanning Auger 

electron microscopy were studied, especially, in terms of both 

high spatial resolution and quantitative analysis measurement. 

For this purpose, signal detection and processing systems for 

high spatial resolution measurement were devised and a simula-

tion program to accomplish quantitative analysis by AES was 

also developed. 

     The present paper is comprised of 5 chapters. As an intro-

duction to the present work, Chapter 1 describes the general 

background of AES and development of scanning Auger electron 

microscopy. The present status of the quantitative analysis 

by AES is also described in this chapter. 

     Chapter 2 deals with various approaches to attain high 

resolution and accuracy in scanning Auger electron microscopy. 

Auger signal detection and processing techniques are examined



and improved. 

     Chapter 3 discusses the theoretical treatment of quantita-

tive analysis by AES. Monte Carlo simulation programs developed 

for the purpose of quantitative analysis are described , and the 

backscattering correction factor in AES is calculated for a num-

ber of pure elements, compounds and alloys. 

     Chapter 4 compares the contribution of backscattered ele-

ctrons to Auger signal excitation between the present calculated 

results and experiment. 

     Chapter 5 presents applications of the scanning Auger ele-

ctron microscopy to fundamental problems of surface analysis 

with high spatial resolution. The basic study of electron beam 

damage during surface analysis with a scanning Auger electron 

microscope is also described in this chapter . 

     All the results are summarized in the Summary .
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direction of Professor H. Hashimoto of the Department of Applied 
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Chap. 1 Present Status of Surface Analysis by Scanning Auger 

          Electron Microscopy

1-1 Introduction 

      Scanning Auger electron microscopy is one of the most 

powerful techniques for surface research. This technique enables 

the surface characterization as well as the surface topography of a 

local area of submicron region and its rapid progress has been 

stimulated by an increasing necessity of surface analysis with high 

spatial resolution in various practical fields including semicon-

ductor device technology. Furthermore, Auger electron spectroscopy 

(AES) is, at present, nearest to the goal of quantitative surface 

analysis. 

     In the scanning Auger electron microscopy, kilovolt electrons 

(%10 kV) are used as a primary beam, which is focused on a sample 

surface as finely as possible in order to assure high spatial 

resolution in the surface analysis, and the current density at 

the surface often reaches so high as even to -10 A/cm 2 The scan-

ning Auger electron microscopy, therefore, reveals a quite new as-

pect in electron-specimen interaction than does the conventional 

AES which uses a rather low primary accelerating voltage (below 

3 kV) and low current density (10- 4 A/cm 2 'ulo_ 3 A/cm. 2 ). 

     The electron-specimen interaction is schematically shown in 

Figure 1-1. Primary electrons strongly interact with electrons and 

atoms in a specimen either elastically or inelastically. Some of 

them lose their whole kinetic energies in the specimen and finally 

come to rest, which are detected as absorbed current. The rest of



them come out from the specimen and are called backscattered elec -

trons. Besides those primary electrons
, the electron penetration is 

associated with generation of secondary electrons . Those back-

scattered (and secondary) electrons with high energy contribute t
o 

another excitation of Auger electrons as well as the primary 

electrons. This additional contribution is called the backscatter-

ing effect and the correction of the backscattering effect , which 

is often called backscattering correction , is of most practical 

importance in accomplishing quantitative analysis by AES . 
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Fig. 1-1 A schema of electron-specimen interaction in scanning 

           Auger electron microscopy.
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    Experimental studies of the backscattering correction publish-

ed so far have been limited to a few specific samples due to the 

difficulty in distinguishing Auger electrons generated by backscat-

tered electrons from those by primary electrons. Theoretical ap-

proaches for the estimation of the correction factor proposed so 

far also have some difficulties which cause considerable inaccu-

racy, resulting from the treatment of scattering processes of low 

energy (several hundreds-eV-,several keV) electrons. 

     High energy primary electrons with high current density , on the 

other hand, cause damage on the specimen. They dissociate the 

surface compositions, and desorb the surface element . The damage 

during AES has attracted much attention in recent years . 

The damage under such high energy and high current density as that 

in the scanning Auger electron microscopy, however, has not been 

well studied as yet.

     The present paper is aimed at studying basic problems in the 

scanning Auger electron microscopy for establishing quantitative 

analysis as well as more comprehensive surface characterization 

with high accuracy. 

     From the view point 
-of quantitative analysis, 

i) the estimation of backscattering correction is inevitable, 

     and this can be achieved theoretically by introducing an exact 

     treatment of scattering processes of low energy electrons 

     in a specimen. 

     From the view point of a more comprehensive surface analysis
, 

on the other hand,
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ii)

iii)

improvement of the Auger signal detection system ensures 

high spatial resolution spectroscopy, leading to the reduc-

tion of the damage by shortening the signal acquisition and 

processing time. 

A fundamental study is highly required as to irradiation 

of primary electrons with such a high energy and high current 

density. This enables the scanning Auger electron microscopy 

to be more a powerful technique for surface micro analysis .

I

- 4 -



1-2. Present status of scanning Auger electron microscopy 

1-2-1. -Principles and features of AES 

A) Principle of Auger electron ejection 

      The scanning Auger electron microscopy utilizes Auger electrons 

as the signal for surface study as well as AES . 

    The Auger electron was first detected by Auger (1925) durin
g the 

observation of X-ray with the Willson chamber . The principle of 

Auger electron ejection is shown schematically in Fig . 1-2, where 

a lower-shell (denoted by U) is assumed to be ionized . 

     An atom in an excited state decays through one of the chann els 

as 

1. radiative transition, 

2. Auger transition, 

and 

3. Coster-Kronig transition (if energetically possible) . 

                    U-VW Auger 
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 In the case of the first, the excess energy due to the de-excitation 

 transition from an outer-shell (V-shell) to the inner-shell is emit -

 ted as a photon (X-ray), while in the second case , it is transferr-

 ed to another electron which is ejected from an outer-shell (W-shell). 

After the Auger electron ejection, the atom is in the excited state 

 that V- and W-shells are doubly ionized instead of the initial 

 U-shell excited state. So, the ejected electron is called U-VW 

 (or UVW) Auger electron. 

      The last channel means the filling of a primary vacancy by an 

electron from the same major atomic shell (having the same principal 

quantum number), which was first explained by Coster and Kronig 

 (1935). Therefore, it can occur only when the excess energy is 

large enough to eject an outer-most shell electron . The transition 

leads to another Auger electron ejection (see Fig . 1-2) as it is 

clearly seen in the Auger-photoelectron coincidence measurements 

in copper (Haak et al. 1978), so it has much importance in quanti-

tative discussion by AES. (See Section 1-3). 

      The kinetic energy of the UVW-Auger electron is expressed by 

      Euvw = Eu - Ev - Ew', (1-1) 

where Eu and Ev are the first ionization energy of the U- and V-shell , 

respectively. Ew', on the other hand , represents the ionization 

energy of the W-shell under the condition that the atom is already 

ionized in an inner-shell. The energy is uniquely determined as a 

function of Z, the atomic number of the element , so we can easily 

identify the element by the energy analysis of ejected electrons . 

B) Escape depth 

     Usually, Auger electrons which have a kinetic energy of between 

a few tens of eV and 2000 eV are used for the identification of 
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an element. These electrons strongly interact with electrons and 

nuclei in a specimen and lose their energy while escaping from the 

surface. So Auger electron which are excited at the inner part of 

a specimen cannot be detected. 

     The escape depth of Auger electrons. which corresponds to the 

inelastic mean free path of each Auger electron , is shown in Fig. 

1-3. As is seen in the figure, the detection depth by AES is 

              0 0 

about 3 A-30 A, so AES is a surface sensitive technique .
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          Fig. 1-3 Escape depth of Auger electrons. 

                    (Palmberg 1973) 

C) Transition probability 

     The probability of Auger electron ejection (Auger 

after an inner shell excitation has been studied both 

and experimentally. The yield has an opposite meaning 

fluorescence yield, so 

7

yielda) 

theoretically 

 of w, the



            at = i - W 
. (1-2) 

 The Auger transition probability is calculated by (Burhop 1952)
, 

              2 - Tr. X* e x ( ir dIr
1-djK2        UVW = _h 00 1) '~U lirl- ir2j w 1 V 2 

                                                                                  

. (1-3) 

where X 
w and v represent the initial single-electron wave function, 

while X. and ~ V represent those of the final state. The equation 

 (1-3) corresponds to the transition 

                                   XW ---a- X 4)v ------ a- ~U 

while the transition corresponding to the exchange interactio n is 

also taken into account in exact calculation . Many calculations of 

the transition probability were reviewed in detail by BOmbynek 

et al. (1972). 

     The fluorescence yield w is shown in Fig . 1-4, and strong Z 

dependency (Z 4 dependency) (Chattarji 1976) can be seen . So the 

Auger yield is close to unity at low Z , which makes AES a suitable 

technique for light element electrons . AES is also useful for heavy 

elements since a becomes larger for the outer -shell of heavy elements . 

D) Application of AES to surface measurement 

     The applicability of AES to surface study was first pointed 

out by Lander (1953). He attributed the fine structures in th e 

energy spectra of secondary electrons to Auger electrons , and 

estimated that Auger electrons from an outer surface layer of 

ten atoms thick would be observed . AES, however, had not been a 

powerful technique for surface study due to the large background until 
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Harris (1968) first succeeded in obtaining a derivative mode 

spectra using phase sensitive detection technique (see Section 2 -2) . 

The derivative mode spectra can stress small peaks and humps on 

the energy distribution which correspond to Auger electrons
, which 

could be well applied in LEED--(low energy electron diffraction) 

apparatus (Weber and Peria 1967) . Thus, AES immediately became 

a popular technique in many fields of research and applicatio
ns in 

industry where chemical composition of surface was of import
ance. 

Furthermore it enabled in-depth analysis using an ion gun system 

which sputtered away the sample surface layer by layer . 

      Its characteristic features are 1) non-destructive as com
pared 

to SIMS (secondary ion mass spectroscopy) , and 2) high spatial 

resolution spectroscopy as compared to XPS (X -ray photoelectron 

spectroscopy), UPS (ultraviolet photoelectron spectroscop
y) and
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SIMS, too. Moreover, AES gives information abo
ut transition 

probability if valence electrons take part in the Auger transition , 

which have been extensively studied as described below . 

      The spectrum corresponding to XVV transition (V denotes a 

valence state) can be expressed by a convolution integral of a 

valence band density of state (Y(E)) as shown first by Lander (1953) , 

             f E p (E-AE) - p (E+AE) - d (AE) (0 < E <-, 0 

   N(E X_ 2E)~, 

If E l-E P (E-AE) - P (E+AE) - d (AE) E 1 :!~,.E!CE (1-4) 0 

where Ex and E 1 denote the energy level of the inner-shell (X-shell) 

and the bottom of the valence band, respectively . All those are 

measured from the Fermi-level. (Therefore, the energy width of the 

valence band equals to E 1 ). Strictly the p(E) should be considered 

as the product of the state density and the square root of the spatial

integrated square of the transition matrix element. Through the 

comparison of the N(E) between-experiment (which is obtained by 

the deconvolution of the spectrum) and theory, anenergy variation 

of the transition probability is examined. (Powell 1973, Feibelman 

et al. 1976). Moreover, the effect of the final hole in the valence 

state is also studied through comparison with theory (Houston 

et al. 1977, Smith and Levenson 1977, Feibelman and McGuire 1977) . 

     This study will lead AES to further applicability of surface 

measurement. 

1-2-2. Scanning Auger electron microscopy 

A) Instrumentation

- 10 -



      The combination of Auger electron detection systems with 

conventional scanning electron microprobe system which is called 

scanning Auger electron microscope (SAEM) has been attempted 

since the early stage of the application of AES for surface qual-

itative analysis. Use of the scanning electron microprobe allows 

for intimate insight into close relationship between surface to-

pography and surface chemistry, and this strongly supports the 

utilization of AES as a surface analytical tool much more than 

other surface sensitive techniques, for instance , XPS, UPS, etc. 

     The first success of the attempt was reported by MacDonald 

and his co-workers in the beginning of 1970's (MacDonald 1970 , 

MacDonald and Waldrop 1971). They obtained the Auger electron 

images (the distribution of an element on a specimen surface) of 

Fe and Cu, which are shown in Fig. 1-5. Their SAEM needed a rath-

er long processing time of-~l. 7 hour with the primary beam current 

of 2.5xlO- 8 A to visualize the image using a laboratory digital 

computer. It is not satisfactory and the vacuum conditions (in 

the order of 10- 7%#10- 8 Torr) were not high enough for AES . 

     A schematic diagram of an SAEM in the present wider use is 

shown in Fig. 1-6. Primary electrons (,,-10 keV) are finely focus-

ed by a magnetic lens system (condenser lens and objective lens) 

onto a specimen. Auger and secondary electrons excited by prima-

ry electrons are energy-analyzed by a cylindrical mirror analyzer 

(CMA) which is equipped in most SAEM because of its high sensi-

tivity. The output signal of the CMA is fed to a X-Y recorder to 

obtain an Auger spectrum in the case of point analysis relating to 

the surface morphology of a specimen. Otherwise:it fed to a 

brightness modulation circuit of a cathode ray tube to obtain an 
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Auger electron image. In the latter case, primary electrons are 

scanned synchronously with CRT using a scanning coil. 

     Ah example of the energy spectrum obtained with an SAEM with a 

CMA is shown in Fig. 1-7. Primary electrons lose their energy 

through inelastic scattering with electrons and nuclei in the 

specimen, and they either come out from the surface (backscattered 

electrons) or are absorbed in the specimen losing their whole kinetic 

energy (absorbed electrons). Some excited electrons are also 

ejected from the surface (secondary electrons). Those secondary and 

backscattered electrons distribute continuously forming an energy 

distribution as shown in the figure, which is often conventionally 

called energy distribution of backscattered electrons even though 

it includes the secondary electrons. A peak in the high energy re-

gion is due to the characteristic feature of the CMA, that is, due to 

                                    KLL 
                                      Auger 

               LVV 
                 Auger W 

z 
              Lij

          0 500 1000 1500 

                       Energy (eV) 

Fig. 1-7 Auger electron spectrum of Si measured with a 

           scanning Auger electron microscope. (Ep= 10 keV)
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the constant energy resolution (AE/E = K: constant) 

      Auger electrons appear as a small peak on the distribution 

 (see Fig. 1-7). In the scanning Auger electron microscopy the 

signal to background ratio is much higher than that in conventional 

AES, and this leads to a more prominent appearance of Auger 
peaks in 

the spectrum. This is due to the fact that the backgroud redu ces 

almost inversely in proportion to the primary energy (since tot al 

secondary electron yield remains nearly constant) while the Auger 

signals do not show such a rapid change with an incident energy. 

     Auger electrons must be well distinguished from the background 

in order to get an Auger image in which the brightness corresponds 

to the concentration of an element. It is also required to draw out 

quantitative information from the Auger spectrum. 

B) Methods for background subtraction 

     Many methods ,for background subtraction have been studied 

(Sickafus, 1971, Grant et al. 1973, Staib and Kirschner 1974 , Springer 

et al. 1975, Martin 1975) some of which are discussed as follows; 

(1) Method by derivative mode spectra 

     The energy spectrum from a specimen has fine structures other 

than Auger spectra in high (nearly elastically scattered) and low 

(true secondary) energy regions. The use of high energy primary 

electrons in scanning Auger electron microscopy leads to a rela-

tively low influence of the feature in high energy region. Auger 

electrons, in such a case, can be approximately considered to exist 

on a linear background. So the energy spectrum can be represented as 

         KE-N(E) = KE-A(E) + KE-B(E) (1-5) 

          KE-B(E) = CE + D (1-6) 

                (K,C, and D are constants) 

                                    - 14



Here KE denotes the window width of the CMA, and A(E) and B(E) 

are energy distrubutions of Auger and backscattered electrons
, 

respectively. The derivative of the equation becomes , 

       d(KE-N(E)) = KE- dA(E) + K-A(E) + C (1-7)           dE d
E 

If A(E) has a Gaussian distribution and the peak to peak 

height in a derivative spectrum is measured , the height h P -P is 

(see Fig. 1-8) 

       h 2KE.( dA(E) 
         P-P dE E=E 

where the backgroung is eliminated . 

     The derivative Auger spectrum was first measured by Harris 

(1968) using phase sensitive detection systems (see Section 2-2). 

Since then it has been used often in AES probably because it 

can stress-small peaks and humps in energy spectrum (which 

correspond to Auger signals). Since the energy width of Auger 

electrons associated with inner-shell (K-shell) excitation is 

narrow (-l eV: Chen et al. 1980), the method seems to be quite use-

ful for the background subtraction of high energy Auger electrons . 

             N(E) 

  All 
                 :EV E 

              d"M 
             dE 

                                          Fig. 1-8 
                            h" 

                                     A schema for the derivative 

                                     mode detection of the Auger 

                                        spectrum. 
E
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As for low energy Auger electrons which are excited from valence 

states, the subtraction by the derivative method"have some 

difficulties due to the so-called 'chemical effect' (Paimberg 1972) . 

(2) dynamic background subtraction 

      Grant et al. (1973, 1974a,b,c) proposed the dynamic background 

subtraction method which means successive differentiation and 

integration to remove the background. The theoretical basis for 

this operation was explored by Houston (1974), and assumes 

that background function B(E) has a Taylor series representation 

with a large radius of convergence. Therefore, the characteristic 

function A(E) is represented by 

       A(E) = R 
n (E,a) (1-9) 

where 

         R (E,a) f E ---- f dE`----dE`-? H (n) (E"') (1-10) 
         n a 

n 

         H(E) A(E) + B(E) H (n) (E) = d n H(E) (1-11) 
                                           dE n 

     This method largely overcomes-the problem accompanied by shape 

changes in dN(E)/dE mode detection (Grant et al. 1973). 

(3) Method of functional representation of the background 

     Staib and Kirschner (1974) proposed to use the Spline polynomial 

fitting for 1) structureless backqround distribution whose first 

and second derivatives are continuous and derivable, assuming 2) the 

pure background exists between two separate Auger lines. Then, the 

n-l third order polinomials
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      B Ox) = a k (x-x k) 3 + b k (x-x k ) 2 + c k (x-x k ) + d k (1-12) 
                                                  (k=l, --- n-1) 

           (a k" b kr c k' and d k are constants) 

are assigned to the sets of data points (x k' Yk ), and an approximat-

ing function for the background is 

                'B 
1 W X < X 

             BW ='B k W xk___.L x.IW_I x k+l (1-13) 

                   B n -l W X n-l zrax 

This method seems to be one of the most effective approaches . 

     From the view point of the application to a scanning Auger 

image, the above methods except for the derivative one needs long 

data processing time to be practically used -though they are useful 

in conventional AES. , Usually, an Auger electron image is taken 

within several hundreds seconds for reasons such as damage reduction
, 

primary current stability, and so on. Picture elements per frame 

are 256 x 256 or more, so Auger signals from a picture element should 

be subtracted the background within several milli-seconds . Thus, 

the derivative method using phase sensitive detection technique has 

been used leaving, however, the room for further improvement (see 

Section 2-2). For this improvement, square wave modulation tech-

nique by Springer et al. (1975) is most useful (see Section 2-2) . 

     As to the subtraction of inelastically scattered Auger electrons , 

the iterative method by Martin (1975) is most useful . 

1-2-3. Approaches to attain high spatial resolution surface analysis 

     The spatial resolution obtained in the Auger analysis is mainly 
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determined by the probe size of the primary beam which gives a rea-

sonable signal to noise ratio. In the case of point Auger analysis, 

the signal to noise ratio (SIN) is estimated by 

                      SIN A (1-14)                                      CT 
B 

where NA denotes an Auger signal intensity and a B' the fluctuation 

of background signals (see Fig. 1-9). NA is given by the following 

equation, 

                     N yI (1-15)                       A p 47r 

Here I P and Q represent prim ary beam current and detection solid 

angle of the analyzer, respectively, while y denotes the Auger 

electron yield by a primary electron. The valus y is estimated

E-N(E)

Fig. 1-9 A schema for signal and noise in Auger signal detection 
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          - 4 - 5 
about 10 ~10 (Bishop and Riviere 1969, also see Section 3-6). 

Primary beam current is represented as a function of electron beam 

size d by (Booker 1970) 

                  d 2 d 2 2                 I
p Tr3 0 (-=,) - TBff a (1-16) 2 

Here, j denotes the current density of the primary beam, and it is 0 

given by the brightness B of an electron source and a, beam diver-

gence on the specimen. Therefore, high spatial resolution in scan-

ning Auger electron microscopy has been accomplished by A) the use 

of electron sources with high brightness, B) the improvement of the 

SIN ratio by effectively subtracting the background. They are 

discussed as follows; 

A) Use of electron source with high brightness 

    Various electron sources for high resolution Auger. 

spectroscopy have been studied by Christou (1976). He obtained 

Au Auger images with various electron sources and concluded that 

the field emission source gave the highest resolution at a primary 

beam current of below 10- 9 A, while LaB 6 source was superior to 

field emission source and also to conventional W-hairpin cathode 

at the region of primary beam current above 1 x 10- 8 A. The, 

result is shown in Fig. 1-10. 

     Some trials for the application of the field emission electron 

gun for high spatial resolution Auger spectroscopy have been -

reported (Pocker and Haas 1975, Todd et al. 1975), and the spatial 

resolution of 30 mm in an Auger image (Venables et al. 1976) is 

probably the highest resolution reported, to the author's knowledge, 

at the present time. They obtained Ag Auger map with primary 

beam current of r~,l x 10- 8 A, prim ary beam voltage of 30 kV and 

a frame time of 500 sec. 
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       Fig. 1-10 Comparison of various electron sources. 

                  (Christou 1976) 

      The main problem which occurs in the application of the field 

emission source exists in electron beam instability . It is well 

known that the gas adsorption onto the emitter tip and residual gas 

ion sputtering of the emitter tip brings about instability of 

emission current causing serious trouble particularly in accompli
sh-

ing quantitative analysis with high accuracy . To overcome this 

difficulty the following techniques have been proposed
, and used; 

1) signal averaging over repetitive traces (Pocker and Haas 1975)
, 

2) digital referencing method which uses the primary beam current 

    intensity as the gate pulse of the analyzer (Todd et al . 1975), 

3) a rationing technique which uses the ratio of Auger-signal 

    to the background as a signal (Janssen et al . 1977a). 

     Compared to the field emission type electron gun , LaB 6 cathode 

has a high current-stability and seems to be most favorable for 

scanning Auger electron microscopy. (See Section 2-5) . 
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B) Improvement of the SIN ratio 

     In an SAEM, Auger and secondary electrons are amplified by an 

electron multiplier after passing through the MA. Then, the gain 

fluctuation of the electron multiplier affects a B' So OB is repre-

sented by (Shockley and Pierce 1938) 

           a I(N -g- )2 
            B B B 

                 ."
B 2 + (T) 2 (n 2 (1-17)                                        B-HB) a 

Here n B and N B denote the number of secondary electrons before and 

after amplification by the multiplier, respectively. & denotes 

the gain of the multiplier, and the over-bar in the equation deno-

tes the mean value of each physical quantity. So the signal to 

noise ratio is given by 

            S__ n~ 6 (1 -18) 

N

                     2 + 2. ( n - )2 
                                           B - _EB 

where n denotes the number of Auger electrons before amplification. A     

'The pulse counting method can cancel out the gain
.fluctuation 

of the amplifier (6=7), so it leads to the improvement of the sig-

nal to noise ratio. This method was applied to an SAEM which had 

a digital data acquisition system with considerable success in at-

taining high spatial resolution microscopy (Browning et al. 1977a,b) 

This method seems to be effective for low primary beam current (10- 9 A 

or less). However, for fast observation of an Auger image with a 

little higher primary beam current ('~,10_ 8 A), the method has a 
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problem inthe maximum counting rate of the mutiplier, and also in 

the problem of background subtraction. 

      Another data processing system using conventional current mode 

detection which is more useful for this purpose has been developed 

by the author (see Section 2-4). 

1-2-4. Discussion about resolution limit 

     The theoretical limit of spatial resolution of the Auger anal-

ysis has been discussed. The spatial resolution of several tens of 

0 A is obtained with a scanning electron microscope (SEM). So much 

attention has been paid to the possibility of such a high resolu-

tion spectroscopy with the SAEM. 

    Almost all of the discussions (Christou 1976, Kirschner 1977, 

Shimizu et al. 1977a, 1978a, El Gomatti and Prutton 1978 , Janssen 

and Venables 1978) concern the effect of the backscattered 

electrons, that is, whether the spread causes deterioration of 

spatial resolution or not. Christou concluded through his experi-

ment about Au Auger image that the limit of the spatial resolution 

is ten times the probe diameter and attributed his results to the 

effect of backscattered electrons. El Gomatti and Prutton , on the 

contrary, concluded that spatial resolution is dominated 

by the size of the .primary beam. Spatial distributions of the 

Auger signal generation calculated by them using the Mont Carlo 

simulation approach show a 6-function like feature at the spot of 

the electron beam incidence which was surrounded by a broad-region 

due to backscattered electrons. A more detailed discussion on this 

problem was done by the author using the Monte Carlo calculation 

for Al (see Section 3-6). 

     El Gomatti and Prutton also estimated the spatial,effect of 

                                      - 22



backscattering for the case of a step-like distribution of an element 

using the response function obtained by the Monte Carlo calculation. 

They cohc,luded that the spatial resolution which is estimated as the 

0 spacing between 25% and 75% of the maximum is 2200 A for an incident 

beam with 100 A diameter (for Cu). Similar estimations (in more 

0 .strict spacing) have been tried by Kirschner for Al and Au, and 

janssen and Venables for Ag. Shimizu et al. (1978a) have revealed 

an edge effect for Al on Si, inherent to AES of steplike sample and 

clarified it theoretically using the Monte Carlo calculation. 

1-2-5. Problems associated with the application of SAEM to 

         surface measurement. 

     The SAEM developed so far allows us to study the material 

surface with a short processing time (in a few minutes), under high 

              - 9 - 10 
vacuum (10 ~10 Torr), and high spatial resolution (Gerlach and 

MacDonald 1976, Mogami and Sekine 1976, Venables et al. 1976, 

Ishida Y. et al. 1976). Actually it has been applied to various 

surface problems of either physical or practical importance such 

as grain boundary diffusion (Ishida T. et al. 1976, Janssen et al. 

1977 b) and device deterioration due to surface migration (Inoue 

et al. 1976). The high spatial resolution surface characterizationt 

however, is associated with electron beam damage due to the high 

current density of primary electrons incurring serious problems as 

mentioned below. 

      Electron beam damage under low primary energy and low current 

density has been studied in relation to compositional change 

during the irradiation. (For SiO 2" Thomas 1974, Menyhard and 

Gergely 1977, Le Gressus et al. 1977, Carriere and Lang 1977, 

Schwidtal 1978). Electron beam damage under high primary energy 
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(10 keV 15 keV) but at low exposure was also studied with an electron 

microprobe. (Borom and Hanneman 1967 , Sigsbee and Wilson 1973). 

Electron beam damage under such a high current density and high 

primary energy as an SAEM, however, has yet to be well studied. 

Mogami and Sekine (1978 investigated the damage for Si plate 

specimen with an SAEM and found that Si LVV-Auger peak and se-

condary electron emission abruptly change even for 1 sec. irra-

diation. They proposed to use beam brightness modulation (BBM) 

method instead of the conventional Auger signal detection tech-

nique in order to minimize the beam damage. This method is based 

on the use of chopping of primary beam and the chopping frequency 

is used as a reference signal of phase sensitive detection. So 

it gives a N(E) mode spectra, and effective power transfered to 

the specimen by primary electrons becomes half that of the SAEM 

with the usual signal detection method. The damage observation 

by an SAEM in respect to the surface topography as well as the 

surface composition is also studied (see Section 5-4).
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1-3 Present status of quantitative analysis by AES 

1-3-l. - Physical basis for quantitative approach 

a) Model equation for Auger signal intensity 

     In AES, signals (Auger electrons) are generated in electron-

specimen interaction, and the basic process of the excitation is, 

in principle, the same as in electron probe microanalysis (EPMA). 

The following simple equation has been used by several authors 

(Biship and Riviere 1969, Palmberg 1976, Powell 1977, Holloway 

1977) to describe the signal intensity for UVW Auger transition 

of i-th element, I i (EV, UVW).

I i (E i I

where X. is 

  100%) and 

I (E 
P P 

N 

CY i (E E u 

Yi (Z U)

 UVW) X i* I P (E p )-N -0 i (E p E u )Yi(Z,U)Vi(UVW) 

    X R (E E )X (E )T(E")G, (1-19) 
        i p u i i i 

the concentration of the i-th element (0 < X < 1 

other symbols denote physical quantities as follows; 

: Primary beam current with the primary energy E 
p 

: atom density of the materials (bulk) 

: the ionization cross-section for U-shell (its binding 

  energy E u ) of the i-th element 

: the correction factor for the additional ionization 

  of the U-shell of the i-th element due to Auger and 

  Coster-Kronig transitions that can occur after ioniza-

  tion of electrons in other level Z. 
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V (UVW) : the probablity that an atom ionized in the U-level 

             will decay through the UVW Auger transition. 

R (E E : correction factor for the additional ionization of 

             electrons in the level U due to backscattered electrons. 

x (E i) : the inelastic mean free path in the sample for electrons 

             of kinetic energy E i* 

 T(E i the transmission function of the analyzer for electrons 

            of kinetic energy E i* 

G the geometrical factor concerning the collection 

             efficiency of Auger electrons. 

 Note that the above is based on the following assumptions 

 (i) The element, i, to be analyzed is distributed uniformly 

      parallel to the surface and also in depth from the surface. 

 (ii) Inelastic scattering events that an Auger electron undergoes 

       in a target occur in a random process and the absorption effect 

       effect of the Auger electron during the travelling path, s, 

       is simply represented with the inelastic mean free path X by 

      exp(-s/X). 

 (iii) The number of electrons with kinetic energy E is uniform 

      within the escape depth of Auger electrons. This is quite 

       reasonable since the escape depth of Auger electrons is less 

       than several tens of A while the electrons with energy E 

0 

       spread overa depth corresponding to the range of primary 

       electrons, two or three orders of magnitude larger than the 

       escape depth. 

       These physical quantities must be well studied before the 

 AES can be accomodated to quantitative analysis. This is, how-
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ever, not easy since those are represented as functions of many 

variables. Moreover, the dependence of some parameters (for 

example , X i (E i ), R i (E P E u ), etc.) on the composition of a material 

which is often referred to as 'matrix effects' (Chang 1974, 1975) 

makes the relation between I i and x i very intricate. 

     Powell (1977) checked the validity and utility of the model 

equation (1-19) and the data for each physical quantity that had 

been available. He estimated the signal intensity of KLL and L17V 

Auger signals of Al using the equation (1-19) and compared the 

ratio of the two Auger signals (I LIVTV /I KLL ) with the value obtained 

by experiment, which is shown in Table 1-1. The results, although 

the comparison of calculation and experiment was carried out only 

for 2 keV of primary electron energy due to the lack of data for 

R, show an excellent agreement. Therefore, the model equation 

seems to be valid and useful for the quantitative approach by AES. 

     Table 1-1 Comparison of measured and computed relative 

                yields of KLL and LVV Auger electrons of Al. 

               (Powell 1977)

E 
0 

(keV)

   LVV 

   KLL 
(measured)

  ILVV 

  I KLL 

(computed)

2 

3 

4 

5

12.6±0.4 

 4. 6±0.2 

 2.8±0.2 

 2. 2±0.1

13.7
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B) practical formalism for quantification. 

     Formalism relating Auger signal intensities measured to those 

for bulk reference standards has been presented in the past by 

several authors in analogy to quantitative correction in EPMA. 

(Heinlich et al. 1976). The following equation can be obtained 

using equation (1-19). 

  - I X i -N-0 i (E P E U )yi(",?,U)vi(UVW)R I (E P E U )X 1 (E j (1-20) 
     s s s s s s s 
  I C N C7 (E E )Yi(Z1U),i(UVW)Rs(E E )X (E    i i i i 

p U i p u i 

where superscript s denotes physical quantities for the reference 

standard of i-th element. One can further put the equation 

(1-20), as convincing assumptions, to 

                      s s s s 
            I. C. N i R i (E p E U )X i (E i 

      X. I x 1 (1-21) 
             I s N-R.(E E )X (E              i 1 P U i 

where C s is the concentration of i-th element in references stan-i 

dard. Therefore the concentration can be estimated if N, R and 

X are known with the ratio I /Is experimentally obtained.                           i I 

      Another formalism was proposed by Chang (1974). In this case 

an Auger signal intensity ratio of reference standard with an arbi-

trarily chosen standard, i.e., 

           Is /I s (1-22) 
               a i 

is used. I s denotes the Auger signal intensity of an arbitrarily a 

chosen (e.g., Ag) standard. The factor a is called "inverse Auger 

 sensitivity factor". Then, using equation (1-21) and (1-22) we 

obtain 
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             a I C s N s R s (E E X s (E 
        X. = i i i i i p U) a (1-23) 

           I s N RAE E )X (E                a I p u a 

Here, is represented by 

                 C s N s R s (E E )X s (E 
                X i i i p u i (1-24) 

                N R i (E 
p E U )X i (E i ) 

and it denotes 'inverse Auger sensitivity factor' taking into 

account the 'matrix effects'. Equation (1-23), then, becomes, 

         X. (1-25) 

           (for all elements) 

which indicates that the signal intensity of the reference standard 

does not need to be recorded if once is obtained. Of course, 

the signal intensity must be measured under the same experimental 

conditions. Both of the methods need precise knowledge about R 

and X. As to the binary and ternary alloys, Hall et al. (1977a, b, 

1979) proposed the use of relative sensitivity factors through the 

investigation of matrix dependent parameters. Their formulations 

are as follows; the concentration of an element in a binary alloy 

AB can be expressed with relative sensitivity factor P rel by the 

equation, 

      X A (1-26)        A I 
A + I B P rel 

 Here P rel is a factor which is necessary to correct the different 

 Auger yield of A and B in an composition, which can be written 

 explicitly by 
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      P (1-27) 
      rel I B f (X B 

where 

A      X
Af (XA) I -A 

     X f (X B (1-23-b)      B B 7 7-
B 

I" and I' are the signal intensity of pure A and B element,  A B 

respectively. Though the matrix sensitive factor f(X A ) and 

f(X B ) strongly depend on the value of X A and X., the ratio shown 

in equation (1-27) can be considered to be constant for many sets 

of binary alloys. Their results are shown in Table 1-2 with 

standard deviations. (Here, Ps is the relative sensitivity factor                                     rel 

after sputtering, and it is related with P by P s R-P where                                                 rel rel rell 

R denotes the ratio of sputtering yield of A and B). As can be seen 

in the Table 1-2, the standard deviation is small especially for 

binary alloys of Ni-Cr and Ta-Si. It is probably because of the 

similarity of the atomic number effect in the former alloy and 

of the closeness of the Auger excitation energy in the latter. 

     Table 1-2 Relative sensitivity factors for binary alloys. 

                (Hall et al. 1977a) 

 Element pair Peaks used (eV) AES Sputter Primary Number Concentration range PSe, Std. Std. 
 A-B system ion volt- electron ofpoints - (A, 8) dev. on dev. 
            EA EB age (kV) voltage CAmin CAmax PrSel Psr" (%) 

                                      (kV)

Fe-CT 

Fe-Cr 

Ni-Cr 
Ni-Cr 

Ag-Cu 

Ta-Si 

Au-Cu 
N-Ti 

O-Ti

703 529 M 
703 529 C 

845 529 M 

845 529 C 

356 920 B+F 
1680 1619 M 

2024 920 C 
381 418 M 

510 418 M

2 
1 

2 

1 

1.5 
1 

1 

2 

2

5 

5 

5 
5 

1.7 

3 

5 
5 

4

12 

1 

5 

5 
6 

4 

1 

6 
6

0.01 

0.01 

0.35 

0.35 

0.05 

0.09 
0.04 

0.06 

0.04

0.989 

0.972 

0.78 
0.78 

0.80 

0.94 

0.97 

0.55 
0.26

0.66 0 

0.91 0 

0.45 0 

0.62 0 
4.5 1 

0.90 0 

0.184 0 

1.20 0 

1.53 0

19 29 

23 25 
05 to 

06 9 

0 22 

07 8 
06 33 

.17 14 

.14 9
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 1-3-2 Physical quahtities for quantitative correction 

A) Inelastic mean free path of Auger electrons 

     The inelastic mean free path of an electron, which is often 

used as a measure of t he depth detected by AES, has been studied 

both in theory and experiment. Seah and Dench (1979) have compiled 

about 350 experimental results for the inelastic mean free path, 

and proposed empirical formulae for elements, inorganic compounds, 

organic compounds and adsorbed gases which are most useful for 

quantitative estimation by AES. Their results were given through 

the least square fit to the relation, 

         A + BE 1/2 (1-29) 
           -2 E 

where E denotes the kinetic energy of an (Auger) electron above the 

Fermi level in eV. The E- 2 dependency in the low energy region was 

also shown by the simple estimation by Sze et al (1964). For high 

energy electrons (above 150 eV), Penn (1976) has obtained the 

following formula for fr.ee-electron-like materials, 

     X E (1-30)           a(lnE + b) 

which shows E 0.77 dependency in the middle energy range instead of 

 the empirical value of 0.5. The resultant empirical formulae are, 

 i) for elements 

         = 538 + 0.41(aE) 1/2 (monolayers), (1-31-a) 
M E 

      where a is the monolayer thickness in nanometers, 
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ii) for inorganic compounds 

         X 2170 + 0.72-(aE) 1/2 (monolayers) (1-31-b) 
          m E 2 

iji) for organic compounds 

         X 49 1/2 (w-g cm- 2 (1-31-c)           d 
E2 + 0.11-E 

     In this case the path in mass thickness unit gives the least 

square fit. 

     The comparison of the empirical formula with the experimental 

results (for element) is shown in Fig. 1-11. Seah and Dench have also 

discussed the interatomic difference of the inelastic mean 

free path, which is also useful for the estimation of matrix sen-

sitive sensitivity factor

Fig - 1-11
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B) Backscattering factor 

     The correction factor R(E P E U ) for additional ionization due 

to backscattered electrons can be represented by 

                              sece T) a(E,E ) dE dQ 

    R(E E + fQ fE ~!E &2 U (1-32) 
        p u sec~ a(E P E U 

2 
Here --dETI denotes the energy- and angular distribution of backscat-       dQ 

tered electrons, while the incident angle ~ of primary electrons and 

ejection angle 6 of backscattered electrons are measured from 

the surface normal. The second term of the right hand side of 

equation (1-32) represents a ratio of Auger signal intensity 

excited by backscattered electrons with that by primary electrons. 

i) Experimental determination of R 

     Experimental determination of R is very scarce. 

      Usually, following equation 
           _2 - d-n 

      f . sece c' TI dQ = "sece -TE- (1-33)            dE dQ 

      696-ce : mean ejection angle) 

was assumed in the experimental estimation of R, and a theoretical 

expression for the ionization cross section was used with experi-

mentally obtained energy distributions. (Gerlach and DuCharme, 

1972). Smith and Gallon (1974), on the other hand, obtained both 

the ionization cross-section formula as well as the backscattering 

factor by an iteration method as follows; Auger signal intensity 

     I I sec~ (:T(E E + I - Ep (:y (E,E d I dE (1-34)       A p p u p -gece fEU u)_TE_ 

is measured for different primary energies and those are used as 

the first approximation for a(E, E u Then, the second term of 

                                         - 33



equation (1-25) was calculated using the measured energy distribu-

tion of backscattered electrons, and the cross-section was modified 

taking into account the contribution of the second term. The pro-

cedure was repeated until consistent results were obtained. 

Their results for the backscattering factor seem to be reliable 

since the ionization cross-section agrees reasonably well 

with theory. Moreover, as the theoretical ionization cross-section 

formula has yet to be well studied especially for outer shells 

of high atomic number (Powell 1976), the method explored by them is 

very useful. 

      Another experimental method for the estimation of R was re-

ported by Goto et al (1975). Applying the evaporation technqiue, 

they estimated the Auger signal intensity of Be on Cu due only to pri-

mary electrons by the extrapolation, so called the 6--n method. Their 

method can be applied to other materials on the condition that the 

uniform film of an element can be obtained by vacuum evaporation. 

      The backscattering factors which are obtained experimentally 

up to this time are compiled by Jablonski (1979a) which is shown 

in Tab. 1-3. 

ii) - Theoretical estimation of R 

      Theoretical estimation of the backscattering factor has been 

attempted by the Monte Carlo simulation method as an extension of 

 quantitative correction in EPMA since Bishop and Riviere (1969). 

 Recently, Jablonski (1979b) calculated it for K-shell excitation of 

 C, Mg, Al, and Si. Since the screened Rutherford cross-section, 

     da 
2 Z 2 e 2 2 (1-35)       de 4E (1 -cose + 2M 

       0 screening parameter) 
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is used 

method 

tively

Eiememt 

 Be

c

si

si

Ge 

Se

Ag 

Gd 

w

Au

 for describing elastic scattering in the simulation, this 

is liable to considerable errors for heavy elements and rela-

low excitation energies. 

Table 1-3 Experimental backscattering factors in AES 

           (Jablonski 1979a)

Atomic 
number 

4

6

14 

14

14

32 

34

.47

64 

74

79

Augerelectron 
  energy 

   lev) 

  104

272

       120-510 

C, N, 0. P, S, Cl on Si single 

        crystals 

        510 

     0 on Si(100) 

        152 

     S on Si (100) 

        92

       120-510 

C, N, 0, P, S, Cl on Ge single 

        crystals 

        99

   Au 79 

 Energies reported in Handl 
"Values taken from the plot

.

351,356

  138 

  272 

C on W(100)

619

69

Primary 
energy 

W) 

 800 
1000 

1500 

2000

2000

                     ook of Auger Electron Spectroscopy

c Scaled using the ionization energy of the N
45 Shell, i.e. 350 eV, d 

The relation between the parameter -ja of Gerlach and DuChal 
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Reduced 

energy

2 

3 

4 

5 

3.33-10 

  1.88 

  2.82 

  4.69 

  4.55 

 12.20 

3 

4 

5 

6 

7 

8 

9 

  10 

3.33-10

2 

3 

4 

5 

6 

2 

3 

4 

5 

3 

4 

5 

1.06 

1.41 

1.76 

2.46 

3.52 

4.23 

5.29 

1.5c 

2c 

3-

4'

Experimentat 
  method 

 Goto et al.

Gallon

Meyer and Vrakking 

Meyer and Vrakking

Gallon

Meyer and Vrakking 

    Galion

Gallon

    Gallon 

Gerlach and DuCharnne

Gallon

Gallon

Backscattering 
  factor 

 1.1 

 1.2 

 1.2 

 1.25 

 1.11, 

 1-15b 

 1.18:L0.03o 

 1.21b 

 1.2=0.1

1.26d:0.10 

1.30j:0.10 

1.32:tO.10 

1.51 j-0.10 

1.62:tO.10 
1-32" 

1.38" 

1.42 b 

1.47b 
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C) Ionization cross-section formula 

     As is seen in equation (1-32), a precise knowledge of ioniza-

tion cross section is inevitable to perform accurate quantitative 

correction. Although theoretical expressions of ionization cross-

section have been reported, we do not have, at the moment, comprehen-

sive theoretical equations which cover all the inner-shell electrons 

of different energy levels except for K-shell and L-shell electron 

excitations of specific element. The ionization cross-section for-

mulae are reviewed in detail by Powell (1976). 

     Among those theoretical ionization cross-sections, the excita-

tion function derived by Gryzinski (1965) describes to some extent 

the energy loss of pene-trating electrons due to inner-shell elec-

tron excitations. The formula is described in Section 3-3. Other 

typical theoretical expressions used in practical calculations 

are as follows; 

i) Worthington and Tomlin (1956) 

       (E 6.51 x 10 -14 n, 4E p 2 2          p E 

p E u b - ln B (1 -36) (cm -eV 

and 
E 
     B = [1.65 + 2.35(1- E 2)] E 

u 

U 

           0.35 for K-shell electrons 
     b ={ 

           0.25 fro L-shell electrons 

     Fabre de la Ripelle (1949) 

     (jK(E 1.302 x 10 -13 ln(E p /E K) (cm 2. eV 2 
        p E 2 k(E /E + X 

               K p K K 

                                               (1-37)
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iji) Bethe (1930) 

               6.51 x 10 -14 Z b ln(C,: E P) (cm, 2. eV 2 
      L 0~ p E P* E u L L' E L 

                                                 (1-38) 

where 

      b L = 0.55 and C L = 1. 

      The ionization cross-sections given by these formula is 

shown in Fig. 1-12 as a function of E p /E c (Ec : critical ioniza-

tion energy), where the values are normalized at E p /Ec = 3. 

As seen in the figure, the cross-section steeply increases from 

E p /Ec=l reaching to the maximum value at about E p /E c =3, then it 

gradually decreases. Formulae in ji) and iji) are used in the esti-

mation of intensity ratio of KLL and LVV Auger signals from Al by 

Powell (1977) (see Section 1-3-1).

1

c Q5
I

             Bethe 

                        Gryzinski 

                       Fabre de la Ripelle          

,h-ngton Tomlin

Fig. 1-12

 0 5 10 

                Ep/ Ec 

Comparison of the theoretical ionization cross-

sections as a function of over-voltage ratio (Ep/Ec). 

All the results are normalized at Ep/Ec = 3. 
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1-4 Conclusions 

     The present status of high spatial resolution surface ana-

lysis by scanning Auger electron microscopy and the status of 

quantitative analysis by AES were described in this chapter. 

     A description of the general aspect of AES, i.e., the prin-

ciples of the Auger process and the features of AES as a tech-

nique for surface study, was followed by a description of vari-

ous approaches for improvement of the spatial resolution of 

surface analysis by AES. These are, 

1) to reduce the electron beam size by use of a high bright-

      ness electron source, 

and 

2) to improve the signal to noise ratio by the effective 

     Auger signal detection. 

     Those approaches have succeeded in obtaining high spatial 

resolution of submicrons in the surface analysis. 

     AES under such a high spatial resolution, however, has 

another problem, i.e., electron beam damage, due to high den-

sity and high energy of primary electrons. Some attempts to 

reduce the damage were described in this chapter, and the pos-

sibility of reducing it by improving the Auger signal detec-

tion method was also pointed out. 

      Next, the present status of quantitative analysis was des-

cribed. Some practical approaches to the quantitative analy-

sis by AES were introduced. Many problems which are often call-

ed 'matrix effect' and make quantitative analysis difficult were 

also discussed. Through out the discussion, the necessity of 

precise knowledge about the backscattering correction factor
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was stressed. Some experimental and theoretical attempts to 

obtain the factor were described. The necessity and possibili-

ty of estimating it by theoretical calculations with a more 

exact treatment of electron scattering in a specimen was also 

suggested.
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Chap. 2 Approaches to High Spatial Resolution Measurement with 

         SAEM

2-1 Introduction 

     With the development of SAEM, requirements for local surface 

analysis have been increasing especially in fields of semi-

conductor technology and metallurgy, where the size of objects for 

analysis is in the order of microns to submicrons (Inoue et al. 

1976, MacDonald et al. 1977, Janssen et al. 1977b). 

     To obtain high resolution images with an SAEM, the primary 

electron beam must be focused as finely as possible, the same as 

an SEM, but at the cost of primary beam current. In SAEM, how-

ever, we need a rather large primary current as compared to an 

SEM since the excitation probability of an Auger electron by a 

primary electron is very small (typically in the order of -10- 5 

(Bishop and Riviere 1969). So Auger signals must be detected 

efficiently to assure a reasonable signal to noise ratio under 

conditions of fine measurements. 

     This chapter describes some newly developed practical attempts 

for obtaining Auger images with high spatial resolution, especially 

in the range of submicrons, using conventional SAEM. 

      First, in Section 2-2, a modulation technique which is often 

used in phase sensitive detection is examined and improved. Instead 

of sinusoidal wave modulation, which has been most commonly used 

in AES since Harris (1968) adopted it, the square wave modulation 

technique was developed and applied to AES with considerable suc-

cess to improve the signal to noise ratio in an Auger image. 
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     For wider practical use in SAEM this square wave modulation 

technique has been successfully combined with the digital scan-

ning systems of a commercial type SAEM, JEOL JAMP-3. 

     The synchronization of signal modulation with the scanning 

of Auger images has also improved the degradation of Auger images 

by moire which will be discussed in ~ection 2-3. 

     In Section 2-4, digital systems which were designed for Auger 

signal processing are described in detail. That is, in Section 

2-4-1, the signal processing system for 'real time' observation 

of an Auger image was devised and its usefulness was confirmed by 

comparing the Auger image with those obtained by the ordinary system. 

It should be mentioned that the synchronization and the new system 

for Auger mapping were developed in cooperative research with 

Mr. K. Goto. 

     In parallel with these researches, another digital system 

based on the use of a micro-computer was devised particularly to 

attain accurate and high energy-resolution measurement of Auger 

spectra. The design and performance of the new system are 

described in Section 2-4-2. --

     Finally, in Section 2-5, an approach to high spatial resolu-

tion measurement in the SAEM by use of the LaB 6 cathode is 

described. The single crystal LaB 6 cathode developed by Shimizu 

et al. (1975a,b, 1977b) as a conventional electron probe instru-

ment was applied to attain high spatial resolution scanning 

Auger electron microscopy with JAMP-3.
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2-2 Signal modulation technique in AES and square wave modulation 

     technique as newly applied for SAEM 

2-2-1 Principle of sinusoidal wave modulation technique and its 

       disadvatage 

     Since Harris (1968) pointed out that the derivative of the 

energy distribution provides a more sensitive means of detect-

ing Auger electrons, sinusoidal modulation techniques have been 

commonly used in AES. Figure 2-1 shows the schematic diagram 

for measuring Auger signals with a cylindrical mirror analyzer 

(CMA) in its derivative mode spectra, dN(E)/dE. 
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number of detected secondary electrons can be described by the 

following equation using Taylor series expansions, 

                       dN(E) , sinwt + 1 d 2 N(E). E 2 sin 2 Wt 
     N (E+AE) = N (E) + j-E hm 2* 

dE 2 m 

                    + _-L. E 3 sin 3 Wt - -----                 3! 
dE 3 m (2-1) 

Here, E m (=CV m : C is a constant) is the amplitude in energy 

corresponding to V m and w the modulation frequency. The various 

powers of the sine function are then converted to harmonics 

through the use of trigonometric identities and the coefficient 

of the first and second harmonics are (Taylor 1969)

                           E 3 3 E 5 5 
 first harmonic = E - dN(E) + M . d N(E) + m . d N(E) +                   m dE 8 

dE 3 192 dE 5 

                                                             (2-2) 

                 E 2 2 E 4 4 E 6 6 
second harmonic =--i m - d N(E) + m d N(E) + m ..d N(E) + 

                    dE 2 48 dE 4 1536 dE 6 

                                                             (2-3) 

       It is clear from equation (2-2) that the second and the fol-

lowing term in the equation make little contribution to the first 

4 

 harmonic in the case of small modulation amplitude. Therefore, 

 using the phase sensitive detection system (lock-in amplifier in 

 Fig. 2-1) with reference frequency of w, we can detect signals 

 corresponding only to the derivative of the energy distributions. 

      The dN(E)/dE mode spectra have their merits in emphasizing
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small changes (peaks and hamps) in the energy distributions of 

secondary electrons which just correspond to Auger signals. 

In this detection mode, however, the modulation amplitude V M 

must be small to assure that the first harmonic of the collected 

signals is equivalent to the second term in equation 2-1, i.e., 

the derivative of N(E). The distortion of detected signals from 

the derivative of energy distributions with large modulation 

amplitude was discussed in detail by Taylor (1969) in relation 

to Auger peak width. He estimated percentage deviation below 

proportionality between fundamental (first harmonic) signal 

and modulation amplitude assuming that the Auger peak has a 

Gaussian distribution. The result showed that the deviation 

comes up to %9% even in the case that 2Em/FWHM (full width at half 

maximum) equals 0.5. Thus, the modulation amplitude must be 

set small in order to assure a linear relation between detected 

signals by a lock-in amplifier and dN(E)/dE at the cost of 

signal to noise ratio. 

     Another probelm of measuring Auger spectra in dN(E)/dE mode 

becomes serious in the use of quantitative analysis by AES. The 

derivative mode spectra are sensitive to the deformation of Auger 

peak shape which are often observed in valence band spectra. 

Therefore the peak height of Auger peaks in the derivative mode 

cannot be simply related to the concentration of each element 

which is discussed in detail in the Chapter 1.

2-2-2 Square wave modulation technique as newly applied to SAEM 

     Compared to the dN(E)/dE mode spectra discussed in the 
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previous section, N(E) mode spectra of Auger electrons provide 

some improvement in the signal to noise ratio (Grant et al. 1973, 

HouStoA 1974). This mode of spectra can be obtained by direct 

recording of collected signals passing through the CMA without 

any modulation, or by modulating primary beam intensity to 

utilize phase sensitive detection technique (Seah 1972). 

     The N(E) mode operation, however, inherently has a problem 

in subtracting the background level of the Auger electron spectrum. 

Grant and his coworkers (Grant et al. 1973, 1974a, b, c, Houston 

1974a, b) could overcome this difficulty successfully by adoption of 

the dynamic background subtraction method which involves the 

multiple differentiation followed by the multiple integration of 

some experimental variable. It is clear that this method needs 

so much time that it cannot be easily applied to SAEM where 'real-

time' data processing is required. 

      It has been recently reported that using the square wave modu-

lation technique instead of the conventional sinusoidal one called 

tailored modulation technique would overcome problems mentioned 

above (Springer et al. 1975, - Grant et al. 1976, Springer and 

Pocker 1977). This new technique has merits for both the N(E) and 

dN(E)/dE mode operations leading to substantial improvement in 

AES. 

      The principle of this modulation technique is shown schematic-

ally in Fig. 2-2 whe.re an Auger signal is superimposed on the 

 secondary electron energy distribution, i.e., background which 

is assumed to be linear for simplicity. On the condition that 

the modulation amplitude V m is adequately chosen so that it is 

at least larger than a (see Fig. 2-2), we can obtain the signal
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output V out which is in principle equal to the peak height, i.e., 

N(E A )-B(E B ). This is true, of course, only in the case that the 

frequency characteristic of the lock-in amplifier is broadband, 

that is, all the harmonics are passed with the same amplification. 

This method also gives the dN(E)/dE mode spectra (strictly speak-

ing, the difference spectra of N(E)) only using a small modulation 

amplitude.

N(E) 

MEA)

N(EB)

Auger Peak

i

Back-

ground

a ~

I I

VM

Fig.

-T 

 Vout 

-1

2-2

                EA EB ENERGY(E) 

Schematic illustration of square wave modulation. 

V m ; amplitude of modulation, EA; maximum Auger 

peak energy, a; energy width between the maximum 

Auger peak and higher energy side of the Auger peak.

     The features of this method are clearly 

where Ag-Auger spectra are recorded by these 

techniques. With small modulation amplitude

shown in Fig. 2-3 

two modulation 

both methods give
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nearly the same spectra, but the peak to peak height of the Auger 

spectrum by the square w4ve method (solid lines) is larger than 

that by'the sinusoidal one (dotted lines). It is obvious comparing 

the characteristics of the.two methods that the ratio of the 

peak to peak heights obtained by these methods (P-P heights) square/ 

(P-P heights) sinusoidal comes up to 7/2 in ideal conditions. 

Using large modulation amplitude the difference between two methods 

becomes clear. The spectra obtained by the square wave modulation 

show fine structures (double peaks) clearly while the spectra were 

deteriorated in the sinusoidal wave modulation. 

      Therefore, if output signals of the lock-in amplifier obtained 

by the square wave modulation technique with large modulation 

amplitude are used in an SAEM, we can get a Auger-map of an element 

whose brightness directly corresponds to the 'peak height' of the 

                                      -Square wave 
                                                      ---- SWUSOW01 wave 

                 1eVP-P 
10OWP-P 

                  tn                               X10 X1 

                                  3OeVpp                    3e'Vp-p 

                                  -13 x

Fig. 2-3

      300 400 300 400 
                  ENERGY(eV) 

Ag Auger spectra in dN(E)/dE mode obtained for an 

Ag-Cu alloy: 

solid lines ; square wave modulation 

dashed lines; sinusoidal wave modulation 
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Auger signal and the background is automatically eliminated on 

each surface point of analysis. Moreover the method can be 

expected to gives a higher signal to noise ratio in an Auger image 

than that by the ordinary method. 

     So the present technique was applied to a commercial type 

SAEM, JAMP-3, to confirm its usefulness through the direct 

comparison of Auger images of a silver-copper alloy for soldering. 

The result is shown in Fig. 2-4. 

      Figures 2-4(a) and (b) are the Cu(LMM) Auger electron images 

and each photograph was taken and processed under the same condi-

tion except for the modulation waveform. The modulation fre-

quency was u3 kHz and the scanning speed, 400 seconds per frame. 

The time constant of the lock-in amplifier, Brookdeal 9402 whose 

frequency characteristic is broadband, was 1 msec. The primary 

beam current was %3 x 10- 8 A at 10 keV. These photographs show 

that the present technique (Fig. 2-4(a)) allows us to obtain the 

higher contrast scanning Auger electron images (high signal to 

noise ratio). The Ag(MNN) Auger electron image using this 

technique and the absorbed electron image of the same area are 

also shown in Fig. 2(c) and (d), respectively, and the former is 

in good contrast with (a). These figures show that the Auger 

images shown here have a submicron spatial resolution. 

      This technique will be easily extended to such a case that 

energy positions of the Auger signal peaks of different elements 

are close to each other and obtain the Auger images using the 

signal of each element. Therefore, it is ascertained that the 

square wave modulation technique is also as effective in SAEM 

as in AES. 
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            (a)

(c)
1 1 opm

Fig. 2-4 Scanning Auger electron images ((a), (b), and (c)) 

and an absorbed electron image ((d)) of an Ag-Cu 

soldering alloy. (a) and (b) are Cu-signal (920 eV) 

images obtained by square and sinusoidal wave modu-

lation, respectively, (c) is the Ag-signal (350 eV) 

one by square wave modulation. Modulation voltag~s 

are 30 eV 
          P-p-
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2-3 Synchronization of signal modulation with electron beam 

      scanning 

     Although the square wave modulation technique mentioned in 

the previous section has merits of both the background subtrac-

tion and high efficiency of Auger signal detection, one problem 

is still left. ' That is, it may lead to distortion of the 

Auger image when the modulation and scanning frequencies are 

comparable, i.e., the number of picture elements scanned per 

seconds and the modulation signal can interfere to results in a 

moir6 image. 

      The mechanism of the degradation by moir6 in an Auger image 

is shown schematically in Fig. 2-5(a), where the deflecting 

voltage is assumed to be modulated by a frequency of f(modulation 

amplitude is V M ). It is also assumed that the same amount of an 

element exists at analyzing points denoted by x n-l' (time ppriod of 

electron beam scanning at the point is t n-1 L t < tn ) and x n (t n 

< t < t ). The output signal of a CTMA is also shown schematical-
         n+l 

ly in the right hand part of the figure. In the case that the 

modulation and the electron beam scanning are not synchronized, 

it is clear from the figure that the detected signal at the point 

of x n -l is different from that at x n (The detected signal corres-

 ponds to the difference between the shaded part and the white part 

 in the figure). Therefore, this results in another variation of 

 Auger image contrast in addition to that by the surface concent-

 ration. 

      An example of this moire image is shown in Fig. 2-5 (b) where
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Fig. 2-5 Principle and an example of moire image. 

(a); schematic illustration of signal modification 

     by moire 

(b); Ag-Auger (350 eV) image deteriorated by moire 

      (primary electron energy 10 keV, primary current 

      - 3 x 10- 8 A , and 30 eV P-P modulation) 
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the overall quality of Ag Auger image is degraded. The moire can 

be changed with different modulation frequency and the number of 

stripes of the pattern roughly agrees with calculation. It should 

be mentioned that the SAEM used in this experiment is isolated 

from 60 Hz line frequency and other noise sources. 

     The phenomenon is not a problem when the modulation frequency 

differs by order of magnitude from the scanning rate, but it seems 

to be a severe restriction for electronic circuit considering the 

scanning speed of the SAEM. 

     To overcome this difficulty, synchronization of modulation 

with electron beam scanning was attempted (Goto et al. 1979). In 

the SAEM used here, a digital scan design is fortunately available 

which allows us to use the clock pulse of the image scan as the 

signal for CMA modulation. The circuit for the present purpose 

is shown in Fig. 2-6. The original clock pulse is fed to the 

digital scanning control circuits (X and Y) for the image display 

and to the modulation circuit, so that they are simultaneously 

driven from the same source. In the modulation, the original 

clock frequency, 360 kHz, is counted down by the two binary 

counter ICs(7493) by a factor '1 7 (128) to be 2.8 kHz. This 

frequency was chosen considering the characteristics of an isola-

tion transformer. This frequency corresponds to four modulation 

pulses for one element of the SAEM image if we choose image 

elements of 512 x 512 for a frame and 400s per frame for the scan-

ning speed. The resulting pulse height is adjusted by variable 

resistor VR and is then amplified to a desired amplitude for the 

CMA through the isolation transformer. The SAEM image of Ag-Cu 

soldering alloy obtained by using this circuit is shown in Fig. 
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2-7. The SAEM images have been taken under the following conditions. 

primary energy of 10 keV, primary current of '~,3 x 10- 8 A, amplitude 

of modulation 10 eV time constant of lock-in amplifier of 1                       P -P 

ms, and image elements of 512 x 512 for a frame. 

     Comparing this picture with that shown in Fig. 2-5(b), it 

is clear that the degradation of Auger image by moir6 is much 

improved and that synchronous modulation associated with the 

square wave technique allows for the use of any modulation 

frequency. This technique, therefore, enables the operation of 

SAEM in the optimum condition determined from capacitive couplings 

and other design characteristic of the detector electronics, 

leading to more flexible analysis for various types of sample and 

research programs with an SAEM.
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2-4 Applications of digital control systems to SAEM 

2-4-1 Real time signal processing in an Auger image. 

      The new modulation technique and the synchronization of 

modulation mentioned in the previous section have provided consi-

derable improvement in an Auger image. However, the noises in 

the Auger signal have been processed only by photographic 

integration on film with photographic equipment and by the 

time constant of the lock-in amplifier. It is true that we can 

have an Auger image with enough signal to noise ratio by the use 

of a large time constant, but at the cost of spatial resolution. 

That is, the integrated signal at one point of analysis shall 

affect the signal which should be detected at the next and fol-

lowing points due to the,delay characteristic of integration 

circuits in the lock-in amplifier. 

      The signal integration adoped by MacDonald and Waldrop (1971) 

which is mentioned in Section 1-2 is very useful. The technique, 

however, needs such a long time for signal acquisition that we 

cannot get an Auger image by 'real time' processing. The counting 

method by Browning et al. (1977a,b) is one such type of system 

 that would meet the requirement of 'real time' data processing, 

but because of its N(E) mode its use is fairly limited to the 

ranges of lower signal intensity in order to avoid satulation 

 (due to counting capability) of the channeltron used. 

      Therefore, the signal processing technique is still 

open to further improvement and the technique combined with the 

previous ones (in 2-2 and 2-3) seems to be most desirable.
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      Hence a new signal processing system for Auger electron map-

ping was approached (Goto et al. 1980) and the schematic illustra-

tion of the characteristic and electronic circuit for this are 

shown Fig. 2-8 and Fig. 2-9, respectively. 

      In figure 2-8, it is assumed that an element exists at 

a point denoted by x n and the output signal of the CMA is phase 

sensitively detected by a lock-in amplifier with a small time 

constant compared to the dwelling time at each point. (The 

signal modulation at the CMA is, of course, synchronized with 

electron beam scanning.) Therefore, the output signal from the 

lock-in amplifier which has a relatively large noise steeply rises 

up at t = t 
n and falls down at t = t n+l . The signal from the 

lock-in amplifier is then converted to the digital one and counted 

throughout the dwelling time. The final value of the counter 

at the time t = t 
n+l which corresponds to the shaded portion of
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the output signal of the lock-in amplifier is latched and the 

brightness of a CRT is modulated by the amount during the next 

time period of t n+l :_!i t < tn+2 . Thus, the present system gives 

an Auger image without any reduction of spatial resolution due to 

signal processing. 

     As can be seen in Fig. 2-9, the signal from the lock-in 

amplifier is first amplified to a suitable level considering 

the intensity of the signal under ordinary operating conditions 

of the SAEM and the characteristic of a voltage to frequency 

converter (V/F) A-8400 used in the system. Since A-8400 is 

sensitive for only the positive Dolaritv ranae, the input signal 

of the V/F is properly biased at half of the input dynamic range. 

Therefore, the negative signal due to the noise in the negative 

side (no signal input is assumed to be zero level) is also 

converted to the digital pulses which act to setoff noise in the 

positive side (see also Fig. 2-8) This results in an Auger image 
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with an improved signal to noise ratio as compared to an image 

obtained by an ordinary system with a small time constant. 

     All the counters (SN 7493), latches (SN 7475) and gates 

(SN 7400) are controlled by the clock pulse of the SAEM, JAMP-3, 

through the one-shot (SN 74121) for pulse shapin~. 

      The usefulness of the present system was confirmed by com-

paring the Auger image with that obtained by the ordinary system, 

as is shown in Fig. 2-10. 

      They are Ag Auger images of Ag-Cu soldering alloy, where the 

primary energy and current of the SAEM for the observation were 

10 keV and %3 x 10- 8 A, respectively. The picture elements were 

256 x 256 and the frame time was 190 sec., so the dwelling time 

for each point was 2.7 msec. Figure 2-10(a) was taken using a 

conventional method with a time constant of 3 msec., while Fig. 

2-10(b) was taken using the present system. The time constant of 

the lock-in amplifier was chosen to 0.1 msec. in the latter, 

which was short enough compared to the dwelling time to assure 

a steep change of the signal. It is also mentioned that the 

time which is required for the 'latch' and 'clear' (less than 

1 psec) of the signal is also short enough as compared to the 

dwelling time. 

     Comparing the image shown in Fig. 2-10 (a) with the image 

(shown in Fig. 2-10 (b)) by the present system, a considerable 

improvement in the spatial resolution can easily be seen. 

     Therefore, it is ascertained that the present system is 

very useful for signal processing in the Auger image.
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Fig.

(a)

2-10

              (b) I 1OPM I 

 Ag-Auger (350 eV) images of Au-Cu soldering alloy. 

  (a); Auger image obtained with relatively large time 

        constant of the lock-in amp. (ordinary system) 
  -(b); Auger image obtained with the present system 

        with small time constant (0.1 msec.). 

  Both images were obtained under conditions of 10 keV, 

 -3 x 10- 8 A, and 10 eV 
P-P modulation. Dwelling time 

  for one picture element was 2.7 msec. (190 sec./frame) 
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2-4-2 Applications of a micro-computer to SAEM 

      In the application of an SAEM to surface analysis, observa-

tion of Auger images has been substantially improved by the 

system described in the previous section (2-4-1). Another 

requirement for the surface analysis with an SAEM is the precise 

measurement of Auger signals at a local area of a specimen (point 

analysis). The accurate determination of Auger signal intensities 

is very important especially for quantitative analysis by AES. 

     It is true that the detected signals have a high signal 

to noise ratio due to the use of a large time constant of 

the lock-in amplifier, but at the cost of the energy resolution 

instead of the spatial resolution in an Auger image. Therefore 

the Auger signal has to be measured with a small time constant 

spending a relatively long time for signal acquisition . For this 

purpose, it seems desirable to measure the Auger spectrum in 

repetition since it will compensate such signal variations as 

those resulting from instability inherent to the measurement. 

      Hence the signal processing system for the JAMP-3 has been 

devised and constructed using a micro-computer, the Commodore CBM 

3032, as the main control system. 

     The function of the new system is shown schematically in 

Fig. 2-11 in comparison with the ordinary system. Thick lines 

in the figure represent the sequence of signals controlled by the 

CBM 3032, while thin lines represent the operation through which 

the JAMP-3 has been processed by the work described in the previ-

ous sections. In addition to the function described above, i.e., 

the function of accurate measurement, another function of the cont-

rol of electron beam scanning by the CBM 3032 is intended for fur-
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ther 

cuit 

are 

the

2)

 sophisticated studies with the JAMP-3. The electronic cir-

of the interface to the CBM3032 is shown in Appendix I. 

 Procedures for Auger signal detections using the system 

briefly described as follows : (detailed explanations about 

functions of the interface are also described in the Appendix 

 A deflection energy is first applied to the CMA from the 

 CBM 3032 through a versatile interface adaptor MCS 6522, a 

 12 bit D/A (digital to analog) converter, and a programmable 

 power supply, KEPCO 2000B. 

 At the energy, Auger signals are converted to digital pulses 

 by the V/F (see also Fig. 2-9) and counted by a counter 

 (2 byte) of the MCS 6522 during a sampling time.

micro- compuw 
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Fig. 2-11 Schema of the signal sequence controlled by 

             a micro-computer 
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3) The MCS 6522 has a timer, so the sampling time can be 

     designated voluntarily by the initial programming. The time 

     constant of the lock-in amplifier is chosen to be shorter 

     than the sampling time. 

4) Counted signals are stored at corresponding memories (in 3 

    bytes) in the CBM 3032. 

5) Then, the energy corresponding to the next step is applied 

     to the CMA and procedures described in 2) - 4) are repeated. 

     Energy steps are designated at the initial programming. 

6) After Auger signal detection at all energy steps, the same 

      procedures from 1) to 5) are repeated. The number of repeti-

     tions is also designated initially. 

           All the procedures described above are programmed in the 

     CBM 3032 by the machine language, so the time required for the 

      measurement is roughly given by (the number of steps) x (sampl-

      ing time) x (the number of repetition). The measured Auger 

      spectrum is recorded by the X-Y recorder. 

     An Auger spectrum obtained with the new system is shown in 

Fig. 2-12 in comparison with the spectra obtained with the 

ordinary system. Those are the Auger spectra of Ag contaminated 

with carbon and oxygen (as received), and they were obtained under 

the conditions of E 10 keV and 1 5 x 10- 7 A. The modula-                  p p 

tion amplitude is 5 eV P -P and the frequency, %2.8 kHz. 

     Two spectra in Fig. 2-12(a) are obtained using the ordinary 

system with a large time constant of 1 sec. The upper spectrum is 

obtained with a relatively low sweep rate (1.2 eV) while the lower 

spectrum is obtained with a high sweep rate (6 eV/sec). It is clear 
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Fig. 2-12
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Auger spectra obtained with the ordinary ((a)) 

and new ((b)) system. All the spectra were obtained 

under conditions of E = 10 keV and I =5 x 10- 7 A. 
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that the large time constant results in the degradation of the 

energy resolution especially in the case of high speed measure-

ment, i.e., high sweep rate. (See the Auger spectra of Ag) . 

      On the other hand, the spectrum shown in Fig. 2-12(b), which 

is obtained with the new system, has enough energy resolution 

without affecting the signal to noise ratio. The time constant of 

the lock-in amplifier was 1 msec and the total time required 

for the measurement was 250 sec. It is about half the time 

required for the measruement of the spectrum shown in the upper 

part of Fig. 2-12(a). 

      Therefore, it is ascertained that the new system is very 

useful for the measurement of Auger signals accurately (in high 

signal to noise ratio) without deteriorating the energy resolution. 

The system can also accomodate the measurement under primary cur-

rent of 10- 9 '~' 10- 10 A, with the data smoothing procedure 

(Savitzky and Golay 1964) if necessary.
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2-5 Application of LaB 6 single crystal cathode to SAEM 

     Another approach for measurement with high spatial resolu-

tion in the SAEM is to use a high brightness cathode. As mention-

ed in Section 1-2, the primary beam current is given by the equa-

tion (1-16), which is transformed to 

                d = IT 2 a VrI p - AB (2-4) 

Since the signal to noise ratio in an Auger image as well as in 

an Auger spectrum is mainly determined by the amount of the primary 

beam current, and that the spatial resolution in the surface 

analysis is determined by the electron beam size, equation (2-4) 

indicates that spatial resolution will be improved as the 

sqaure root of the beam brightness. 

      Single crystal LaB 6 cathode for electron probe instruments 

has been investigated by several workers (Lafferty 1951, Broers 

1969, Vogel 1970, Shimizu et al. 1975a, b, 1977b), and found 

to be most suitable as a cathode since it gives high emission 

current and stable performance in long service life. 

      In this experiemnt, a single crystal LaB 6 cathode was used 

to examine its applicability to an conventional SAEM. An elec-

tron gun assembly of Vogel type was used since it has an advantage 

of ensuring high mechanical stability of the position of the 

cathode during the long run operation. 

      The picture and cut away drawing of the electron-gun assembly 

are shown in Fig.2-13, which was designed considering a direct 

plug-in replacement for a W-hairpin cathode. 
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     The usefulness of the single crystal LaB 6 cathode was examined 

through direct comparison of absorbed- and Auger-electron 

images with those obtained by the ordinary W-hairpin cathode. 

The results are shown in Fig. 2-14. 

     Figure 2-14(a) and (b) are absorbed electron images of Au-

Cu soldering alloy, while Fig. 2-14 (c) and (d) are Ag-Auger 

images of the sample. The figures (a) and (c) are obtained using 

the ordinary W-hairpin cathode, and (b) and (d) are obtained 

using the LaB 6 cathode. All figures were taken and processed 

under the same experimental conditions, i.e., Ep = 10 keV, 

I 
p % 3 x 10- 8 A, and 400 sec./frame. 

     As can be seen in the figure, the single crystal LaB 6 cathode 

shows the fine structures of the sample. These results, there-

fore, lead us to conclude that the single crystal LaB 6 cathode is 

very useful for attaining high spatial resolution measurement 

with the SAEM.
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(b) I WPM

Fig. 2-14   Absorbed electron images of 

 obtained with (a)W-hairpin 

  Primary electron energy is 

   3 x 10- 8 A.
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10 keV, and

ering alloy 

 cathode.

the current
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Fig.

                       (c) 

                 (d) O)UM 

2-14. Ag-Auger (350 eV) image of Ag-CU soldering alloy 
      obtained with (c)W-hairpin and (d) LaB 6 cathode. 

       Both images were taken and processed under the 

      same conditions of E p = 10 keV, I p 3 x 10- 8 A, 30 
       eV 

P-P modulation, and 400 sec./frame. 
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2-6 Conclusions 

      In -this chapter some practical approaches for improving the 

spatial resolution and also the energy resolution in the scanning 

Auger electron microscopy were described. 

     The square wave modulation technique has the merits of both 

background subtraction and signal detection corresponding to the 

Auger peak height, and can easily be applied to the SAEM improving 

signal to noise ratio in an Auger image. Moreover this modulation 

technique was easily combined with the digital systems for electron 

beam scanning and can improve the degradation of the Auger image 

by moire. 

     Further approaches for high spatial resolution measurement 

by an SAEM were accomplished successfully by the developments of 

digital integrator of Auger signals and electron gun with LaB 6 

single crystal cathode equipped instead of W-hairpin. 

     It has been confirmed in experiment that Auger signal detec-

tion by the digital integrator is very useful especially in 'real-

time' signal processing. 

     For the measurement of high accuracy with relatively long 

processing time in the SAEM, another digital system using a micro-

computer was also developed for the SAEM, and this has enabled 

with substantial improvement in the energy resolution of the Auger 

spectrum. 

    These techniques and the signal acquisition procedure developed 

in the present studies have assured higher spatial resolution 

measurement in scanning Auger electron microscopy.
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Chap. 3 Application of Monte Carlo Calculation to AES 

         - Approach to quantitative analysis -

3-1 Introduction 

     This chapter describes the application of the Monte Carlo 

calculation to quantitative analysis by AES. AES as a quantitative 

analytical technique. requires a simple formula relating the 

Auger electron current collected by the analyzer to the concentra-

tion of an element in the surface region. The physical formalism 

involves, basically, a knowledge of the inelastic mean free,path 

(IMFP) of Auger electrons and a knowledge of some measure accounting 

for the influence of backscattered electrons on the Auger electron 

yield besides accurate measurement of Auger electron current. 

The latter aspect is associated with Auger electrons produced by 

backscattered electrons ejected by primary electrons. This 

backscattering contribution is probably the most basic factor for 

accomplishing accurate quantitative AES analysis. The IMFP is 

concerned with absorption of Auger-electrons produced by the 

primary and backscattered electrons in a target. The accuracy of 

the final quantitative result for the composition of the surface 

atom layer depends directly on accuracy, with which the IMFP is 

known. 

     Concerning the IMFP, theoretical studies including a semi-

empirical formulation have clarified the general quantitative ten-

dency of the IMFP below 1 keV for pure elements. Furthermore the 

experimental determination based on currently about 350 measurements 

of IMFPs in different materials allows for empirical formulae of
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the IMFPs for various types of target materials, elements, inorganic 

compound, organic compound and absorbed gas (Seah and Dench 1979), 

which are most useful for practical quantitative AES analysis . 

     The backscattering effect, however, has yet to be studied in 

more detail in both theory and experiment before the backscatter-

ing correction can accomodate to the quantitative analysis for 

practical use. In experiment, few systematic investigations have 

been reported so far for the backscattered electrons in an energy 

range below a few keV (Sternglass 1954, Koshikawa 1973) and the 

backscattering effect has been deduced from the results for kV 

electrons which were obtained in rather low vacuum (,10-6 Torr) 

evacuated with oil diffusion Pump (Kanter 1957, Wittry 1966, 

Bishop 1966, Colby 1968). The effect of surface contamination 

was, therefore, significant and, thus, caused considerable errors, 

e.g., particularly in a low energy region. In theory, on the other 

hand, an extension of Monte Carlo calculations based on the use of 

the Rutherford scattering formula and Bethe's stopping power 

equation, which has widely been used for quantitative electron 

microprobe analysis with considerable success, was attempted for 

the correction of the backscattering effect. 

     In AES, however, the excitation energy of Auger electrons is 

usually lower than 2 keV and both the Rutherford scattering formula 

and Bethe's stopping power equation are no longer applicable in 

such a low energy region for describing electron penetration 

associated with Auger electron generation, particularly, for heavy 

elements (Krefting and Reimer, 1976). Hence the more accurate 

differential cross section for elastic scattering is required. 

     In this respect, although the differential cross sections
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for elastic scattering by an accurate calculation have been publish -

ed for electrons either below 1 .5 keV (Fink and Yates 1970a, 1970b, 

Fink and ingram 1972) or above a few tens of keV for the electron 

polarization study (Kessler 1976), the cross-sections for the energy 

region between 1.5 keV and a few tens of keV , which is often used 

in conventional AES and scanning Auger electron microscopy
, has 

yet, to our knowledge to be well studied. 

      Therefore, elastic scattering cross-sections were obtained by 

partial wave expansion method (p.w.e.m.), which is described in Sec-

tion 3-2. The treatment of inelastic scattering in the Monte Carlo 

simulation will be discussed in Section 3-3. The direct simulation 

approach (Shimizu et el. 1976, Green and Leckey 1976) which treats 

all the individual inelastic scattering processes statistically can 

be applied with accuracy and confidence only to a fewmaterials 

since it requires detailed knowledge about individual inelastic 

processes. Similar problems occur for the approach which uses the 

dielectric function to describe other excitations than inner-shell 

electron excitations (Ganachaud and Cailler 1979). Krefting and 

Reimer's approach (Krefting and Reimer 1976), then, is used since 

it can be easily applied to any polyatomic materials being re-

searched. Further discussions on inelastic scattering and precise 

representation of the simulation model are also presented in 

Section 3-4. The calculation of backscattering factors and others 

will be presented in Section 3-5. 

     Finally, in Section 3-6, application of the Monte Carlo 

calculation to a fundamental problem in the SAEM, i.e., the 

spatial resolution limit for AES with the SAEM, is described. 

The resolution limit has attracted much attention and discussed
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by several workers (Christou 1976, Kirschner 1977, El Gomati and 

Prutton 1978, Janssen and Venables 1978) as mentioned in Section 

1-2. Particularly the effect of the backscattered electrons to 

spatial resolution in AES, i.e., whether the spatial distribution 

of backscattered electrons deteriorates the resolution or not, has 

yet to be fully understood. So, the spatial resolution of Auger 

signal generation for KLL- and LVV-Auger electrons of Al is 

calculated using the Monte Carlo simulation and shows that the 

spatial resolution in AES is mainly determined by the beam size 

of primary electrons. A rough estimation about the resolution 

limit in an Auger image is also described in the section.
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3-2. Calculation of elastic scattering cross-sections by 

      partial wave expansion method 

3-2-l.- Partial wave expansion method using Dirac equation 

     According to the relativistic treatment by Dirac, the wave 

function ~ can be represented by the four components ('PlI ~21 

~31' ~4 ) which satisfy the following equations in a central field 

of force (Mott and Massey 1965), 

   (W-V+')'Pl + (Pl_'P2"4 + P3~3 0 (3-1-a) 

   (W-V+l"2 + (Pl+'P2"3 - P3~4 0 (3-1-b) 

    (W-V-1)~ 3 + (p l-'P2"2 + P3~1 0 (3-1-c) 

    (W_V_l"4 + (Pl+'P2)'Pl - P31P2 0 (3-1-d) 

Here, W denotes the total energy measured in units of mc 2 V 

the atomic potential energy, and 

     pl fh-~X- P 2 p in (3-2)                           3y 3 @z' 

respectively. The system of-units in so-called natural unit, in 

which c = m = -h = 1, where c is the light velocity, m the electron 

rest mass and -h the Planck's constant divided by 27( Iri - h                                                                27r 

     The necessity of treating the electron atom scattering 

relativistically even in the non-r . elativistic energy region of 

incident electrons is well discussed by Yamazaki(1977b). That is, 

in short, the electrons passing through near a nucleus may be 

accelerated to near light velocity, which in turn necessitates 

relativistic correction of the electron mass as a distance function 

between the electron and nucleus.
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      As the asymptotic form of these four components are 

 with one another, it suffices to treat only the lower two 

 of the four (Mott and Massey 1965) in electron scattering 

 I.T'he asymptotic forms of the scatteringstate , therefore, 

described as follows, 

           3 e ikr + r- 1. e ikr. f 1010 
(3-3)         4 r -1 -e ikr. 91 e, ~) ), -

related 

 component 

 oroblems. 

are

for incident electrons of parallel spin 

Z-axis (incident direction), and 

        ~3 r- 1 e ikr g2(e'fl 

        ~4 e ikr + r -1 e ikr f 2(610

state with

.4

respect to

(3-4)

for those of anti-parallel spin state. Here f and g are called 

direct and spin-flip scattering amplitude, respectively. 

     These scattering amplitudes can be obtained using the solu-

tions of equations (3-1) given by Darwin (1928). The solutions 

are, 

1    ~
3 = (.2+1)GIPP(cose) , ~4 = - G PP(cosB).e 

      = JG _I-l Pil(cose) , = G_ P 1 (cosO).e io (3-5)     3 4 R-l A

f or parallel spin state, and
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                 1 _i~      ~
3 = GiPt(cose)-e r ~4 = (J+1)Ggpp (Cose) 

      ~.3 = _G_ 1-1 P 1 (cose)e- io '~4 = j G_ P. - 1 P1.(cose) (3-6) 

for anti-parallel spin state, where P(cose) and P 1 (Cose) are 

Legendre and associated Legendre function, respectively. Gg is 

a solution of the simultaneous equations 

     (W-V+1)F dG'j A G, = 0 (3-7-a)             I dr r 

     (W_V_l dFj J+2 FI 0 (3-7-b)                 "-'I dr r 

and G-_Q-l is a solution of a similar pair of equations with -9-1 

in place of k. By elimination of the function Fp from equation 

(3-7-a) and (3-7-b) we have 

  d 2 G9 dG          2 1 9 (P-+l) = 0 
       + (_ - + + 1. c}G (3-8) 

  dr 2 r a Tr r 2 r.a 

where 

                                     da 
       a = (W-V+l) (W-V- 1) (x 

For r-a-, equation (3-8) reduces to 

    d 2 Gj 2
. dGt 2 -9) 

    dr 2 + r dr + (K r 2 )Gp = 0 (3
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 where K 2 = W 2 _ 1. Since this differential equation is that of 

 spherical Bessel function, the solution may be represented in 

 the asymptotic form as follows; 

       G., 00. j (Kr) - cos -n n Kr) - s inn 

                      -sin(Kr- -ITr + (3-10) 
                  r 2 

 where j. and nj are spherical Bessel and s -Pherical Neumann functions. 

 As G_V_l also satisfies the similar differential equation, the 

 asymptotic form for it is 

G_I-l a- 1 sin(Kr- I ff + n- -1) (3-11)          r~ Kr 2 .1 

Here Tj P
- andT,_,_, are called phase shift. 

      By combining the solutions (3-5) in the following way, 

 therefore, we obtain functions ~3 and ~4 having the asymptotic 

forms (3-3): 

         00 i rIt i Tj 
A   IP 3 E {(Q+l) e GQ + Qe G L }i PI(cose) 

        k=0 P 

         CO ino n 1 (3-12) 
   IP 4 E f-e G~ + e G_I-lIiQ P. (cose) e 

         9 = 1 0

Here, the

iKz 
e

Rayleigh's formula, 

      CO 

  E (2e+l)iQj,(Kr)Pp(cose) 
    P.= 0

(3-13)
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is taken into account. From these we have 

                   1 00 2 11 TIp   f 
1 (0 2 iK E I Q+l) (e + je (e 1)1PR(cose)                     j =0 

                                                                  (3-14-a) 

                1 00 2irlp 2 i Tj _R P 1 (3-14-b) 
   910,0 2iK E I-e + e i(cose) e 

     For the case of incident electrons with anti-parallel spin 

we find, by a similar procedure, that 

       f 2 (e f 1 (a f (e) (3-15) 

and that 

         92 g(e) e- (3-16-a) 

where 

        91 (6,~) g(O) e (3-16-b) 

Therefore the scattering cross-section for,unpolarized electrons 

can be obtained by the equation, 

        (8) f(a) 1' 2 + Ig(e) 1 2 (3-17)

3-2-2. Numerical calculation procedure 

     Since the scattering amplitudes are expressed as a 

of the phase shifts nk and n _,_l as shown in equation

function 

(3-14) ,
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it is necessary to determine phase shifts by clarifying the 

relationship with the radial wave function. Various calculation 

procedures have been developed for the estimation of phase shifts 

(Bunyan 1963, BUhring 1965, Bunyan and Schonfelder 1965). The 

present calculation adopts one of the most advantageous procedures 

which were developed for accurate and fast computer calculation by 

Yamazaki et al. (1976, 1977a, b) 

     Introducing the change of variables (Bunyan and Schonfelder 

1965), 

             F A (r). sin~ K (r) (3-18-a) 
                 K K r 

                          cos~ 
K (r) (3-18-b) 

                 K K r 

equation (3-7) and similar equations for G-~-l become 

        d~ K K 
+ (w-V) cos2~ (3-19-a)          d

r r K 

      1 dA K K cos2~ sin2~ (3-19-b) 
    A dr r K K K 

where 

            K= -(9+1), or K= (3-20) 

From equation (3-18) and (3-19), we obtain the expression for the 

phase shifts 

      tanTj K K.je.+l (Kr) j9(Kr)-j(W+l)tan~K+ (l+j+ic)/rT 
              K-n P

-+l (Kr) n Q (Kr)-1(W+l)tan~ K +(l+J+K)/rl 

                                                         (3-21)
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by taking into account the following relation, 

      - dj 
L(Z) j

P(z) (Z) (3-22)           dz z 1+1 

and equivalent equation for nj(z). The expression on the light 

in equation (3-21) is evaluated at r=a where a satisfies V(a)--,.,O 

using only the first order nonlinear differential equation 

(3-19-a), which simplifies the computer calculation procedure 

considerably. 

     As the potential used in these calculations is given by 

V(r) = -Z(r) where Z(r) is the effective nuclear change, 
          r -

numerical calculation of differential equation (3-19-a) can not 

be made from r=O. Therefore, we expand V(r) and (r) in a 

power series in order to derive initial conditions at small r 

(Bunyan and Schonfelder 1965, Yamazaki 1976, 1977a, b) as, 

    V (r) = -L-(Z +Z r+Z r 2 +Z r 3 + (3-23)              r 0 1 2 3 

       (r) = 0 +~ 1 r+~ 2 r 2 +~ 3 r3+ ---- (3-24) 

By substituting (3-23) and (3-24) into (3-19-a) we obtain 

  sin2~ = 0 (3-25-a)       0 K 

  ~l = (W+Z 1- cos2~ 0 )/ (1-2K -cos2~ 0) (3-25-b) 

 ~2 = (2~ 1 sin2~ 0 (1-20 1 )+Z 0 J/(2-2Kcos2~ 0) (3-25-c) 

2       2~ 2* sin2~ (1-2K~ )+2~ . cos2~e(l-&~,) 
                 0 1 1 3 +Z3 (3-25-d) 

   3 3-2 cos2~ 0 
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with extra conditions 

              0 2 ' 7T (K < 0)                         0 =_A~2 
                                                 (3-26) 

3                Tr K 2 0 ff (K _> 0) 

in order to keep the wave function finite at r=o. Integration 

was carried out from r=O.l by the forth order Lunge-Kutta process 

which has sufficient accuracy for the present calculations, while 

the interval in r in the integration was changed as follows: 

                                   5 __ i) r (=O. 1) -t~ r < r (=O. le _ 15)     1 = 2 

            A change of variable r=O.le t is introduced to 

      avoid the use of excessively small intervals. The 

      equation (3-19-a) is then rewritten as 

     d~ K t 
           - Ksin2~ + O.le (W-V-cos2~ (3-27)        d

r K K 

     The step was chosen as At-0.003. 

     r 2 <r;5 _r 3 (=200) 

          The ordinary equation (3-19-a) is used with 

     the step Ar~-0.05. 

0 

     r 3 :!5~ r < r 4 (=518 ~-_ 2 A) 

          The equation (3-19-a) is also used with the step 

     of twice as much as that in the region-Ul'), and the 

     integration was stopped at r=518 to reduce computing 

     time. To make this process more appreciable, the 

     charge distribution was reconstructed in this region 

     as a quadratic form taking-into account the following 

     conditions. 
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          A) The total charge in the region r < 518 is 

               made to equal Ze where Z is the atomic 

               number of each element. 

          B) The charge density and its derivative, also 

               the potential, is made continuous at r=200 

                to avoid anomalous 6-function type charge 

              distributions (BUhring 1965). 

     A charge reconstruction of this type in region iii) may 

have little influence on large angle scattering which is most 

important in the consideration of backscattered electrons since 

such scattering occurs for electrons with a small impact parameter, 

hence for those scattered by an unreconstructed potential. This 

is ascertained by calculating the scattering cross-section for 

different r 3 and r 4 values, as shown in Fig. 3-1. The solid 

line represents the differential scattering cross-sections obtained 

by the calculation procedure described above and the dotted line 

obtained using exact analytical expressions of the atomic potential 

(analytical expressions of Thomas-Fermi potential by Byatt (1956)) 
                        0 0 

UP to about 3 A, while integration was stopped at 4A for the 

latter. It is clear from the figure that the present treatment 

has enough accuracy in consideration of electron elastic scatter-

ing especially in the region of the large scattering angle, which 

saves the computing time substantially. Elastic scattering cross-

sections, then, were calculated according to the procedure 

described above for a number of elements, while all phase shift 

5 was evaluated from ~ =0 to where 16 I'l _:~g 10- . It is also 

ascertained that further calculation corresponding to higher 

orders of the partial wave hardly affects the scattering cross 

sections. 
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3-2-3. Calculated results 

     The atomic potential used in the present calculation 

a number of elements was that of Thomas-Fermi-Dirac since 

analytical expression is given as a function of Z(atomic 

by Bonham and Strand (1963). That is, 

                   Ze2 3 -X. r      V(r) = 
r -Z yie                         j =1 

where 

       yi = a + b-ln Z + c(ln Z) 2 + d(ln Z) 3 + e(ln Z) 4

 for 

 its 

number)

(3-28-a)

(3-28-b)
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and with equivalent 

coefficients a, b, c 

             Table 3-1

                                           0, 

expressions for the X i S. The 

  d, e are shown in Table 3-1. 

  Values of the constants for 

  of y's and X's. 

  (Bonham and Strand)

values of

the determination

b d

Yl 0.0126671 -0.0261047 0.0214148 -0.00235658 0.0000210672

% 1 164.564 -152.192 62.3879 -11 .5005 0.808425

Y2 0.0580612 0.0293077 0.0857135 0.0223342 0.00164675

x 2 11.3060 -6.31902 2.26025 -0.370738 0.0261151

Y3 0.927968 -0.00164643 -0 .107685 0.0247998 -0 .00167822

x 3 1.48219 -0.0557601 0.0164387 0.00439703 0.0009972,25

     As the analytical expressions for Hartree-Fock potential 

were given for a number of elements of small atomic number 

(Strand and Bonham 1964), the scattering cross section was 

calculated using both atomic potentials for Al to see whether 

the present potential is adequate to treat elastic scattering 

processes of light element as Al or not. The result for electrons 

of 100 eV incident energy is shown in Fig. 3-2, where the solid 

line represents the differential scattering cross-sections obtain-

ed using analytical expressions for Thomas-Fermi-Dirac potential, 

while the dotted line represents that obtained using analytical 

expressions for Hartree-Fock potential. Both curves show a quite 

0 similar tendency even when the special feature appeared near 90 

and the differential cross-section for light elements does not 

show such a drastic change as in Fig. 3-2 in the energy region 
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above 500 eV (which is the minimum energy for the present Monte 

Carlo calculation described in section 3-3), the adopted potential 

seems to have enough propriety for the present purpose. 

     The differential scattering cross-sections were calculated 

for B(Z=5), C(Z=6), N(Z=7), O(Z=8), Al(Z=13), P(Z=15), Ti(Z=22), 

Cu(Z=29), Ge(Z=32), Zr(z=40), Ag(L"1=47), and Au(Z=79) 

for primary electron energy from 0.5 keV to 10 keV with energy 

steps of 0.5 keV (in the energy region between 0.5 keV and 5 keV) 

and 1.0 keV (between 5.0 keV and 10 keV). Some of the results 

obtained are shown in Fig. 3-3 for a number of elements described
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above. The results were compared with those published by Fink 

and Ingram (1972) and showed satisfactory agreement with those 

in the region from 100 to 1500 eV. As seen in the figure, the 

differential scattering cross-section comes to show fine features 

when the atomic number of the atom becomes larger. Such effect 

was discussed by Yamazaki (1977b). 

     The differential cross-sections calculated by the,present 

method was compared with those by the screened Rutherford formula 

,(see equation 1-35) with screening parameter of Nigam et al. (1959) 

for comparison, and the result is shown in Fig. 3-4. In the 

                                                (d figure the ratio of these two cross sections (da) p.w.e.m./                                                      de S.R. 

 (Screened Rutherford) is plotted for Al, Cu, Ag, and Au. As seen 

in Fig. 3-4-(a), the screened Rutherford scattering formula is 

a good approximation for electrons of energies between several 

keV and 20 keV for aluminium. 

      This is probably the main reason why the Monte Carlo calcula-

tions based on the screened Rutherford scattering agree so well 

with the experiment for thin aluminum films (Shimizu et al. 1976), 

which is the most basic test for theoretical approaches. For the 

 other elements of higher atomic number, the discrepancy between 

 the two cross sections becomes serious as pointed out by Krefting 

 and Reimer (1976). 

       The total elastic scattering cross-sections for a number of 

 elements described above are shown in Fig. 3-5(a) as a function 

 of electron energy. In Fig. 3-5(b), the comparison of the total 

 elastic scattering cross-section for Al by p.w.e.m. with those 

 by screened Rutherford is shown together with the cross-section 

 by the first Born approximation using the same Thomas-Fermi-Dirac 
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potential. As seen in Fig. 3-5(b), so far as the same theoretical 

representation of atomic potential is used, the first Born approxi-

mation-gives almost the same result with that by p.w.e.m. at 

higher energies above ,,10 keV. The cross-section by screened 

Rutherford formula, on the other hand, gives a little lower 

value than that by p.w.e.m., though the difference would not have 

so much of an effect on the simulation of electrons' trajectories 

by the Monte Carlo method as discussed above.
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3-3 Treatment of inelastic scattering 

     Ritchie et al. (1969) have clearly pointed out*that 

Bethe's stopping power for aluminum mainly consists of those for 

conduction electron excitation, plasmon, and L-shell excitations. 

The stopping power obtained as a sum of these three different 

elementary excitations agrees very well with that of Bethe-Bloch's 

stopping power which describes the experiment in the high energy 

region with considerable success and, furthermore, shows quite 

good agreement even for the lower energy region as Fitting 

(1974) has recently reported. 

     Thus, so far as exact knowledge of individual inelastic scat-

tering is given, direct simulation of each individual inelastic 

scattering process is probably the best way to treat electron 

penetration though Bethe's stopping power has been widely 

used for describing the energy loss process of penetrating elec-

trons with considerable success. 

     This direct simulation approach has been adopted for the 

electron penetration in aluminum thin films in the papers of 

Shimizu et al (1976) and of Green and Leckey (1976). Ganachaud 

and Cailler (1979) have recently reported a Momte Carlo calculation 

based on a quite similar model, in which they adopted Gryzinski's 

excitation function for inner-shell electron excitation and di-

electric function for the other excitations. These approaches are 

basically the same in taking into account the elementary excitations 

for inner-shell electron, conduction electron, and plasmon. How-

ever, such a treatment can be applied with accuracy and confidence 

only to a few materials including aluminum. 

      Thus, Krefting and Reimer have proposed using Gryzinski's
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excitation function (Gryzinski 1965) for inner-shell (core) elec-

tron excitation. For the other excitations they used the dif-

ferenc6 between Bethe's stopping power and that due to core elec-

tron excitation i.e. 

     (dE) dE dE (3-29)       dX valenc .e (a) Bethe - (dx)core 

Another approach has been devised by Shimizu and Everhart (1978b). 

They have applied Gryzinski's excitation function da(E)/dE to 

valence electrons by incorporatingan appropriate value of a mean 

binding energy E B which satisfies 

  fE d a (E) dE = (dE) (3-30)              E B dX Bethe dX core 

     Although the treatment proposed by Shimizu and Everhart is 

quite useful for thin films (Adesida et al. 1978) the extension 

to compound materials, whcih is essential for the present purpose 

of quantitative AES, is limited because of the complexity in the 

evaluation of valence electrons in them. 

     In the treatment of Krefting and Reimer, on the other hand, 

one can easily extend it to a compound specimen by introducing 

an extended Bethe's stopping power equation (Philibert and Tixier 

1968) for them, which has been widely used in EPTMA with consider-

able success. 

     Hence the comparison of the result obtained by the direct 

simulation approach with that of Krefting and Reimer for an aluminum 

bulk specimen was attempted to see whether the latter approach 

can be a good approximation of practical use for quantitative AES. 
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     Figure 3-6 shows the energy distributions of backscattered 

electrons for 10 keV electrons incident on an aluminum bulk 

specimen, which were calculated by using these two approaches for 

inelastic scattering process in Monte Carlo calculation. 

     The result shows good agreement in both approaches while the 

direct simulation approach has provided a backscattering yield 

of a few percent higher than that of the other. 

     This can be understood as follows : In the direct simulation 

approach all the individual inelastic scattering processes cause 

              At : normal incidence, EO= 10 keV 

       0.5 - Krefting and Reimer model 0. 19) 

                    direct simulation approach (1=0.21)

d It 
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the angular deflection of a primary electron, as described in 

detail by Shimizu et al. (1976), while only the core-electron 

excitation causes angular deflection in the other. This 

results in a higher possibility of backscattering in the 

direct simulation approach since the single-electron excitation 

of conduction electrons provides the possibility of large angle 

deflection of a penetrating electron though it has a small prob--t 

ability. This large deflection results in an increase of back-

scattered electrons of high energy as seen in Fig. 3-6. 

      This difference in the backscattered electrons, however, has 

not resulted in any marked difference in the generation of Auger 

electrons. Then, a Monte Carlo simulation model based on Xrefting 

and Reimer's treatment was developed. That is, incident electron 

moves in a material losing its energy partly because of shell 

electron excitation at some points in the material and partly 

because of the stopping power of the material which is given by 

equation (3-29). Here, (.!E ) is given by the following equation,                           dX Bethe 

       dE 27Te 4 . N P Z_ 1. ln YE (3-31)       (tXt)Bethe _-: AV*-K' T 1 
0 

where e is the charge of an electron,p is the density of a 

material and N AV , Z, and A are Avogadro number, atomic number, and 

atomic weight of the material, respectively. A constant y was 

chosen to 1.166* 1) , while for the mean excitation potential either 

experimentally obtained values (if available) or the value given 

by the following empirical equation (Berger and Seltzer 1964) ) 

 *1) Matsukawa (1973) has investigated the influence of y -value 

       to the results of Monte Carlo calculations. 
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     J(eV) = 9.76 + 58 .8 Z- 1.19 (3-32) z 

was used. 

     As to dE on the other hand, the stopping power formula            (~=X)core' 

given by Gryzinski (1965) was used, which is written as 

              dE NI -L {In . f (E, E.) (3-33-a)             (tx~) core = AV A 3 3 

                        a E. E, E. 
     f (E, E , ( 3 ) 3/2 (1- 3) ln +                     E E+E

. E E. 3 E 
3 

                                       E,                            E 
_1) 1/2 (1_ 3 )1/2 (3-33-b)               x lnf2.7 + (f . E 

3 Here, n i is the number of j-shell electrons whose binding energy 

is Eil, and E is the energy of incident electrons. A constant a 0 

is 

     G 0 = 6.56 x 10- 14 (eV 2. cm 2 (3-34) 

If the stopping power given by the equation (3-33) becomes larger 

than that given by the equation (3-31) at low energy region , then 

the equation (3-29) is changed to 

     (dE) 0 (3-35-a)        Ax Valence 

that is, 

      dE (dE) (
3-35-b)      MX Total dX core 
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3-4 Calculation procedure 

3-4-1 Determination of free path 

     in-the present calculation, the procedure is based on so-

called single scattering model where electrons are scattered 

either elastically or inelastically by an atom after moving some 

distance X(E) (free path) which is determined statistically as-

suming to obey Poisson process by 

     X(E) XM (E) ln (R) (3-36) 

Here, R denotes a uniform random number between 0 to 1, and X m (E) 

is the mean free path which is given for polyatomic, case by the 

equation 

     X (E) = 1/[N I Ca (,e (E) + Xn (E, E M (3-37)       m j 112'j 

I 

                                    3 a 
where N is the atom density (atoms/cm ) of the material and Ck 

e is an atomic concentration of _Q-th element of it. a P_(E) denotes 

the elastic scattering cross-section which is obtained by p.w.e.m. 

for 20 different primary energies from 0.5 keV to 10 keV as de-

scribed in Section 3-2. The cross-section corresponding to any 

energy E is calculated by linear interporation using these val-

ues. a i on the other hand, is the cross-section for inelas-      
, 91j, 

tic scattering for j-shell (the number of shell electrons is n 

of that element. Here, a number up to 3 was permitted for _e and 

j to reduce computer time and memories used in the calculation. 

This restriction, then, requires us to choose the shells to be 

considered in the calculation and to use mean ionization energy
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for those shells especially for heavy elements. 

     Concerning the ionization cross-section for inner shells, 

many theoretical and empirical formulae have been proposed by 

various workers (Worthington and Tomlin 1956, Gryzinski 1965, 

Rudge and Schwartz 1966, Lotz 1970, Smith and Gallon 1974). 

Recently, more accurate ionization cross-sections were also cal-

culated (McGuire 1977). In the present calculation Gryzinski's 

semi-empirical formula by classical treatment is adopted since 

it gives enough accuracy for the excitation of light atom (Goto 

et al. 1975, Powell 1976) and that stopping power formula is 

also given with the same theoretical treatment as described 

above. The ionization cross-section a. is written as follows: 

       G i (E, . E 0 gj(x) (3-38-a) 
                   E 2 

      gj (x) =_j(x-l)3/2jl + 1(1_ 1) ln [2.7+(x-1) 1/2], (3-38-b)                x X+l 3 2x 

where by x the overvoltage ratio (=E/E is denoted. 

3-4-2 Determination of each scattering process 

     At each scattering point, the element which causes scattering 

of an electron is first determined statistically taking into account 

the product of cross-section (both elastic and inelastic) and ator-lic 

concentration for each element. Therefore, the scattering by J-th 

element occurs when the following condition is satisfied. That is, 

A 
              Ca,(,,e I a e I 

                                  < R <' (3-39-a) 

            Ca (,e + Gi a e                                        C + cy 
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where R is a uniform random number and 

i 
       .a P_ ~ (3-39-b) 

3 Next, the type of scattering and also the kind of inner-shell which 

causes inelastic scattering are determined statistically as follows, 

e 
   R < e al i elastic scattering (3-40-a) 

        at + at 

     e 3 i e j+1 i (3-40-b) 
    a A + a k 'j + a                                        P , j 

       e < Re e inelastic scattering 
      Cie + at at + a L (j-th shell) 

      The angle of scattering at each scattering point is determined 

as follows: 

i) elastic scattering angle : e e 

      An accumulative function F(E,6), which is defined as follows, 

                 e e 
                 fo'da do 

      F(E, 6) do (0 < F (E, e) (3-41) 
                    7r do e                      do 

             fo -

is also obtained in the calculation by p.w.e.m. with a- step of 
e 
 AG = 20. Here denotes the differential scattering cross-

section. Therefore, the scattering angle e e is determined by the 

 equation 

      F(E, 0 e R (3-42) 

 where R is a uniform random number. 
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ii inelastic scatter anale : 6 i 

     Accordina to the classical treatment of two-bodv collision. 

the anale e i is determined by the equation. 

     sin 2 a AE (3-43)          i E 

Here, the loss of energy (AE) of an incident electron (energy E) 

is determined using excitation function flE, Ej? AE) given by 

Gryzinski (1965) as follows: 

    An accumulative function G(E, EV, E') (E~ < E' < E) is first 

calculated by the equation, 

                                                            le 

E 

                        fE . (D(E,Ej)'El') dEll 
     G(E, Ejop El) =- 

fE ~(E,E Ell) dEll (3-44)                   E j, 

                      (0 < G(E,EjjPE') < 1 

then it is compared with a uniform random number to decide the 

loss energy E'. The excitation function given by Gryzinski is, 

                                                 E. 
1                               4 

E. E.+AE 
     (D (E, Ej I LE) NTre 1. 1 ( E ) 3/2 U-A 3                         2 AE E E+E

.                   (AE) 

            AE E. 4 E-AE 1/2          x [ (1 -2) +-
31nf2.7 +              E. E (3-45) 3 

Practically, the function G(E, Ejl E') is calculated for some 

values of electron energy E and interpolation procedure is 

used to determine G(E, Ejo, E) for any energy of the incident 

electron.
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     An azimuth angle ~, on the other hand, is determined both 

for elastic scattering and inelastic scatteirng by the equation, 

W 

     A~ = 2n-R (0 < R < 1) (3-46) 

As both e e (or e i ) and ~ are determined with respect to the direc-

tion of electron incidence, they are related with polar 

and azimuth angels corresponding to a fixed co-ordinate using 

Euler relation (Matsukawa 1973). 

3-4-3 Energy loss 

     Thus the path of an incident electron and-an excited electron 

with high energy is determined and pursued till either it is 

scattered out of the material or it lose its energy below 0.5 keV 

(stop energy chosen in the present calculation). The energy loss 

is taken into account in both stopping power and inelastic scat-

tering as discussed in the previous section. Therefore, the 

energy of an electron E becomes El after moving,free path X(E), 

where 

      E' = E - dE (E) (3-47)                  (_U)
valence'A 

 dE i
s determined by the equation (3-29), (3-21) and (3-33)  dX valence 

with a little modification for the case of poly-atomic materials. 

That is, (3-31) is changed according to Philibert and Tixier (1968) 

to the following equation, 

                                                 43 
      dE 4 C Z 1.166E 

                            .-A         (=_1 1-7 1 27re N _P ln       dX Bethe Av E A J
9 
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where C 0 is a weight concentration of JQ-th element. The mean 

density p, which is given either experimentally (if available) 

or by the equation 

     1 (3 -49) 

                                       dE i
s used in the calculation. And for the dX corer (3-33-a) is 

changed to 

      dE N E C ap {Z n , f(E,E       dx core AV A 
i 

     A schema of the treatment of the present calculation is 

shown in Fig. 3-7, and the flow chart are shown in Appendix II.

simulation model '
. /ea

incident electron

Fig .

      E6- dE-Sj      5x 

        ~, -I- ~--S I 

R 

    Tim. 

(O<R<I) 

Energy loss 

3-7 A sch

     dE 

     dx 

   ema f

       elastic scattering 

         (partial wave exponslon method) 

 S, 
         dE.s    E

2=Fl- dx 

                inelastic scattering 
    AE-Ee                   shell electron excitation 

               ( Gryzinski's 

     (dE dE               ,kit,w- -ax-)S,,,         dx ) 

    or the present calculation. 
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3-4-4 Random number 

     The uniform random number used through the calculation is 

obtained by the computer with multiplicative congruential method 

given by Lehmer. That is, the random number is successively 

calculated by the equation 

     x n+l m X-x n (mod P) (3-51) 

where X is chosen to 23 and P, 10 8 +1 (Tsuda 1977). Practically, 

the value x n is divided by 10 8 and the value (R) between 0 to 1 is 

obtained and used.
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3-5 Results and discussions 

3-5-1 Examination of the present Monte Carlo calculations 

A) Energy- and angular-distributions of backscattered electrons 

      Since the energy- and angular-distributions of backscattered 

electrons play a dominant role in atomic number correction in 

quantitative AES analysis, the applicability of the present Monte 

Carlo calculations was first examined through comparison with 

the experimental results for those distributions for a number of 

elements of practical interest. 

      All the results.of the Monte Carlo calculation were based on 

 5000 trajectories 

      Figure 3-8 shows the comparison between the theoretical 

 results for the energy distributions of backscattered electrons 

             2- Al CU Ag Au 
               (?=Q185) (?=Q308) Q400) 0 Q50) 

         dJ Ep= 10keV calcLilation 
                               e- mm secondary electron)           dW 
experiment 

             0-                    0.1 l 0.1 1 0.1 1 0.1 1 

                      W E                               Ep 

Fig. 3-8 Energy distributions of backscattered electrons for 

           Al, Cu, Ag, and Au at normal incidence. Histograms 

           show the estimated results for 10 keV incident elec-

           trons while the dashed lines represent the experiment-

          al results by Thomas (1961) (for Al and Ag: 12 keV) 

          and by Matsukawa (1973) (for Cu and Au: 10 keV). 

           Shaded area shows excited secondary electrons and n 

           denotes a backscattering coefficient. 
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dn/dW [=dn/d(E/E p H with the experiemntal ones by Thomas (1961) 

(for Al and Ag) and by Matsukawa (1973) (for Cu and Au). In these 

calculdtions the Auger electrons which arise from the relaxation 

process of inner-shell excitation was not taken into account to 

simplify the calculation because the intensity of these Auger 

electrons is much smaller than that of backscattered electrons. 

     It has been pointed out that the conventional Monte Carlo 

calculationc, in which the Rutherford scattering formula is used 

to describe elastic scattering, does not describe the experimental 

results of backscattered electrons for high Z target like Au as 

well as for a low Z target (Matsukawa 1973). The present Monte 

Carlo calculations, on the other hand, describe the energy 

distributions shown in Fig. 3-8 with considerable success and this 

suggests that the present approach can be applied to basic study 

of quantitative AES analysis. 

     The angular distribution of backscattered electrons obtained 

from the Monte Carlo calculation is also plotted in Fig. 3-9 only 

              U1 - A[ CU Ag Au 

            dTL Ep = 10 keV, normal incidence VqAe sin 2e         UO

0-005

Fig. 3-9

     0 900 900 90 0 90 

           0 (deg.) 

Angular distributions of backscattered electrons 

for Al, Cu, Ag, and Au at normal incidence of 10 keV 

electrons. Histograms show the simulation results, 

and the solid line represents a distribution obeying 

cosine low. 
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to confirm that all these distributions follow a cosine law for 

normal incidence as has been found experimentally by Kanter (1957). 

B) Backscattered electron yield and its dependence on the inci-

dent angle 

     A backscattered electron yield n is usually defined as the 

ratio of the number of secondary electrons which have an energy 

above 50 eV to the number of incident electrons. 

     Many experimental values of Tj obtained with electron micro-

probe (Kanter 1957, Wittry 1966, Bishop 1966, Colby 1968) 

are mainly concerned about the value in high.energy electron 

incidence and that they could not get rid of the effect of carbon 

contaminant. So the value obtained by the present calculation was 

compared with the experimental one by Koshikawa (1973) which was 

measured under ultra high vacuum for Al, Cu and Ag at normal in-

cidence of primary electrons. 

      Solid lines in Fig. 3-10 represent the experimental values by 

Koshikawa and cross-marks represent the calculated results. It is 

clear from the figure that the yield by experiment gradually 

increases as the energy decreases in a region above I keV, which 

 is also confirmed by calculation. The calculated results show 

good coincidence with experimental values for Ag and Al, though a 

 little discrepancy is observed in the case of Cu. 

      The dependence of the yield on an incident angle of primary 

 electrons is also compared with experimental results by Koshikawa 

 for Cu at 3 keV primary electron energy, which was shown in Fig. 

 3-11(a). The energy distributions of backsacttered electrons 

 obtained by calculation are also shown in Fig. 3-11(b), and it is 

 clear from these figures that the increase of backsacttered elec-
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0.5

0

  o: calculation 

    experiment 
    (Koshikawa)

0                         Ag 

           0 ~~O ~ CU 

0 

                           0 A[

0

Fig. 3-10 Comparison 

            cients with 

            for Al, Cu,

      5 10 

primary energy NO) 

of the calculated backscattering coeffi-

 experimental values by Koshikawa (1973) 

 and Ag.

trons with high energy mainly contributes to the increase of nat 

large incident angles (measured from the surface normal). Both 

the experimental values, shown with a solid line in Fig. 3-11(a), 

and calculated ones represented by cross marks in the figure show 

a similar increasing tendency with the angle keeping a certain 

value of discrepancy which is found in Fig. 3-10. Therefore, this 

may be attributed to that the experimental values by Koshikawa 

correspond to the number of secondary electrons with energy above 

50 eV while the calculated ones correspond to those with energy 

above 500 eV as described in the previous section. Reexamination 

both in experiment and in calculation are necessary for further 

discussion.
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3-5-2 Application of the present calculation to quantitative 

       analysis by AES 

     As' discussed in Section 1-3, the contribution of back-

scattered electrons to Auger signal generation must be well 

known for the precise quantitaitve analysis by AES. The contri-

bution of backscattered electrons is usually estimated theoretic-

ally by the equation, 

               f E p a(E)dn dE 
 R + r E B dE (3-52-a) 

                  cy(E P ) sec~ 

                                                                                        d-n      Here a denotes the ionization cross-section and-WE is the 

energy distribution of backscattered electrons. is the angle of 

incidence for primary electron, while E and E are primary electron 
                                   P B 

energy and binding energy of an shell being considered, respectively. 

The second term in equation (3-52-a), therefore, corresponds to 

the backscattering factor in AES. 

     To evaluate the Auger-signal generation by the backscattered 

electrons, in practice, one has to take into account an ejection 

angle e(measured from the surface normal) as well as the kinetic 

energy of a backscattered electron. The probability of Auger signal 

generation of the backscattered electron penetrating through the 

surface layer AZ is proportional to u i (E)AZ sece in which AZ should 

be taken as the same order of magnitude as the mean free path of the 

Auger electron. Thus, it is much more useful to plot fsec8(d2 n/dEdQ) 

x dQ (d2 is the unit solid angle) instead of a simple energy distri-

bution of backscattered electron dn/dE [=f(d 2 q/ dEdQ) dE~]
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which is often used in quantitative analysis by AES . In this case, 

equation (3-52-a) should be changed as follows; 

                       E 2 

                     f Pa(E)(f sece - d~~) dE 
                        E B Q 

        R = 1 + r = 1 + 
cy(E p ) sec~ (3-52-b) 

and the backscattering factor was obtained for a number of mono-

and poly-atomic materials of practical importance using this equa-

tion by the Monte Carlo calculations. 

     Calculated materials are listed in Table 3-2. Figure 

3-12 shows the result of fsecO dE d2 d Q distributions

Table 3-2 List of calcualted materials. 

(atomic and mean-atomic number of 

 also shown in parentheses)

materials are

1) pure element

B (5) 

c (6) 

Al (13) 

Ti (22) 

Fe (26) 

Cu (29) 

Ge (32) 

Zr (40) 

Ag (47) 

Au (79)

2) compound & alloy

BN (6) 

Al 2 0 3 (10) 

Sio 2 (10) 

MgO (10) 

MgF 2 (10) 

KC1 (18) 

ZnS (23) 

GaP (23) 

CdS (32) 

PbS (49) 

Au 0
.25 Cu 0.75 

Au 0
.5 Cu 0.5 

Au 0
.75 Cu 0.25 

AlAs 

GaAs

(42) 

(54) 

(67) 

(23) 

(32)
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Fig. 3-12 Energy distributions of backscattered electrons: 

(a) normal incidence of 10 KV electrons on Al. 

Lower part shows the distribution weighted by 

ejection angle of backscattered electrons.
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Fig. 3-12

                (b) 

Energy distributions of backscattered electrons: 

(b) normal incidence of 10 KV electrons on Cu. 

Lower part shows the distribution weighted by 

ejection angle of backscattered electrons.
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Fig. 3-12 Energy distributions of backscattered electrons: 

(c) normal incidence of 10 KV electrons on Ag. 

Lower part shows the distribution weighted by 

ejection angle of backscattered electrons.
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Fig. 3-12 Energy distributions of backscattered electrons: 

(d) normal incidence of 10 KV electrons on Au. 

Lower part shows the distribution weighted by 

ejection angle of backscattered electrons.
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for Al, Cu, Ag, and Au for primary electrons of 10 keV at normal 

incidence. Comparing the figure with Fig. 3-8, which corresponds 

to the'distribution d d~2, it is found that the distribution                     dE dQ 

in the former is more stressed in the high energy region than the 

latter probably because backscattered electrons with high energy 

undergo single scattering and have a higher possibility of ejection 

near 6 = 90*. So the backscattering factor r estimated by the 

equation (3-52-b) gives higher values than that by (3-52-a) for 

elements which have high values of E B since a(E) has its maximum 

at energy about 3 or 4 times as much as that of E B* 

     Some of the calculated results of R(=l+r) are shown in Fig. 

3-13 and Fig. 3-14. In the'estimation of R, Gryzinski's ioniza-

tion cross section was used for a(E). 

     Fig. 3-13 shows the variation of R as a function of binding 

energy E B for Al((a)), Cu ((b)),, Ag((c)), and Au((d)) at normal 

incidence of primary electrons. Primary energies of 10 keV, 7.5 

keV, 5 keV, and 3 keV which are often used in conventional AES 

as well as scanning Auger electron microscopy are chosen for 

calculation, and the difference of R between these energies 

becomes prominent at high binding energies. The difference of 

it at low binding energy region (below a few hundred eV) does not 

have much importance since the distribtuion of backscattered 

electrons in the equation (3-52-b) is obtained by the Monte Carlo 

calculation only for those which have an energy above 500 eV. 

      Figure 3-14, on the other hand, shows the variation of R 

with atomic number (or mean atomic number for poly-atomic case) 

for the angle of incidence ~=O* ((a)%(d)), ~=300((e)--(h)), and 

~=450((i),-(9)), respectively. Open marks represent the results for 
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mono-atomic material and solid marks represent the result for poly-

atomic material. Since the probability of large angle scattering 

is higher for high atomic number element, a polyatomic material 

gives higher R values than monoatomic material with same atomic 

number, especially for such polyatomic materials with the combina-

tion of high- and low-atomic number elements as PbS 49) and Au-

Cu alloys (7LI = 41.5, f = 54, and _ff = 67.5). 

     Concerning the dependence of R on the atomic number of the ma-

terial, Hall and Morabito (1979) used the relation given by Reuter 

(1972) in the estimation of relative sensitivity factors (see Sec-

tion 1-3), which is written as 

    R = 1 + 2.8 * (1 0.9 Eb/E 
p (3-53-a) 

Here E b is the energy to ionize the inner-shell responsible for 

Auger transition and E P is the primary energy. Tj denotes the back-

scattering coefficient and its dependence on the atomic number of 

the matrix was also given by Reuter as follows; 

         -0 .0254 + 0.016Z - 0.000186Z 2 + 8.3 x 10- 7 Z 3 (3-53-b) 

      Using the above two equations, the present results were com-

pared with Reuter's results for two differentenergies (5 keV and 

10 keV) of primary electrons of normal incidence. The results are 

shown in Fig. 3-15. 

      The short and long dotted lines in Fig. 3-15(a) and (b) rep-

resent the relation of R vs atomic number for binding energies of 

E b= 0.5 keV and E b= 2.0 keV, respectively, while the open and solid
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marks represent the results obtained by the present calculation. 

It is clear from the figures that the results by Reuter give high-

er values than those by present calculation. 

     The dependence of Tj on Z shown in equation (3-53-b) was calcu-

lated from polynomial fit to experimental data by Heinrich (1966) at 

20 keV, so the difference between both results shown in Fig. 3-15 may 

be attributed partly to the difference of primary energies. Another 

possibility of the difference between these results exists in the 

simple formulation of R as shown in equation (3-53-a). Since the 

energy distribution of backscattered electrons plays an important 

role in the estimation of R, other parameters than the backscat-

tering coefficient and over-voltage ratio (i.e., E p /E b ) have to 

be taken into account in the equation (3-53-a). 

     As to the dependence of R on the angle of incidence ~, the 

value at glancing incidence gives a little higher value than that 

at the normal incidence for light elements as Jablonski (1979b) 

has pointed out, but for heavy elements the former gives a lower 

value than the latter as seen in Fig. 3-14. This tendency is 

prominent for low binding energy, therefore, the reason can be 

considered as follows: As the atomic number of constituent atoms 

of a material becomes higher, the peak position of the energy 

distribution of backscattered electrons shifts higher energy 

region (see Fig. 3-8). Moreover,'backscattered electrons with 

high energy mainly increase as the incident angle of primary 

electron increases for heavy elements, which can be seen in the 

Fig. 3-16. This figure shows the change of backscattered 

electrons with the angle of incidence for Al (W) and Au ((b)). 

The increase of backscattered electrons for Au at a large in-

cident angle (~= 45 ), therefore, does not contribute so much as 

0 
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      The backscattering factor obtained by the present calculation 

can be used for the quantitative analysis by AES in the following 

way. 

A) Combination with the relative sensitivity factor 

      As described in Chapter 1, the sensitivity factor is most 

commonly used for quantitative analysis by AES , and it is experi-

mentally obtained for pure material and some compounds with known 

surface compositions (Chang 1975, Davis et al . 1976). Accordingly, 

the revised sensitivity factor for i element which either exists 

in a material in a small amount or adsorbs on a material can be 

obtained by the equation. 

              M (1+r)m 
       M 0 * Xi i (3-54) 

      i (1+r)o 
i 

Here a 0 denotes the sensitivity factor for i element at its stan-i 

dard material (i.e., the factor experimentally obtained), while 

X 0 denotes the mean free path of the Auger electrons of i element at i 

that condition. Both the X 0 and the mean free path X m at the                         i 
i 

material being analyzed are able to be estimated by the equations 

given by Seah and Dench (1979). Therefore, the revised sensitivity 

factor a m which takes into account the 'matrix-effect' is calcu-i 

lated using the values (1+r)m and (1+r) 0 obtained by the present                          i 
i 

calculation. (The former denotes the backscattering factor in 

AES for i element in the material and the latter denotes that in 

standard material). The concentration of i element, then is 

obtained by a similar equation with (1-25) .
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                                  a M 
                                C. = i                                m (3-55) 

where I 
i (and I denotes the measured Auger signal intensity. 

B) Determination of the absolute amount of each element . 

     The Auger signal intensity of a pure element (or standard 

material of an element ) 1 0 can be expressed as , i 

               1 0 = K C 0 N 0 X 0 (1+r)' (3-56)              i i i i i 

denoting the atom density of the material by N 0 and its concentra-i 

tion by C 0 (K is an constant dependinq on the experimental condi-i 

tion), hence the value 

0 

                  S 0 = i (3-57)                  i 
C 0 N 0 (1+r)o X 0                     i i i i 

indicates the Auger signal intensity corresponding to one atom 

of the element without any contribution of backscattered elec-

trons. The absolute amount of the element in some material, 

therefore, can be estimated by the equation 

                     Sc 
                    R. = i (3-58)                    1 
S 0 i 

in which the S c (=I c /(l+r)c) indicates the Auger signal intensity 
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corresponding to the total number of i element within the detec-

tion volume (i.e., escape depth) with no contribution of backscat-

tered electrons. The experimentally dependent constant K can be 

neglected if 1 0 and I c are obtained under the same experimental             i i 

conditions. It is, of course, assumed that the energy distribu-

tion of backscattered electrons is obtained for the material by the 

Monte Carlo calculations. The concentration of i element, then, 

can be estimated by 

                     R, 
                Ci TtR-. (for all elements) (3-59) 

              j 3 

For the quantitative approach by those two methods, the present 

results as shown in Fig. 3-13 and Fig. 3-14 would be hoped to 

contribute substantially.
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3-6 Application to SAEM 

     - Spatial distributions of Auger signal generation -

      The present Monte Carlo calculation is very powerful also 

in the SAEM, because it easily gives the spatial distributions 

of Auger siganl generation. The profile and the intensity of the 

Auger signal excited by backscattered electrons have received 

much attention since they give information about the resolu-

tion limit by SAEM. Thus the spatial resolution of KLL- and 

LVV-Auger signals of Al was calculated. Auger signal intensities 

were estimated assuming that they are directly related to the 

ionization probability of the inner shell, K- and L-shell, res-

pectively. 

     Figure 3-17 shows in-depth distributions of energy dissipa-

tion, K- and L-ionizations, in which the contribution of the 

secondary electrons is shown by the hatched area. These figures 

seem to be very useful especially in the field of electronprobe 

microanalysis. The Auger signal distributions, on the other 

hand, can be calculated using the energy distributions of back-

scattered eelctrons as mentioned in the above section, and the 

result is shown in Fig. 3-18. 

     It is worth noting that almost half of the LVV-Auger elec-

trons and about 30% of the KLL-Auger electrons are produced by 

the secondary and backscattered electrons. Another point to be 

noted is that the contribution of secondary electrons to L ioniza-

tion is remarkable at the vicinity of the incident primary beam 

impact as is seen in Fig. 3-18 (b). This is quite understand-

able because the secondary electrons are generated almost normal 

to the direction of primary electrons of high energies , and 
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hence, they move parallel with the surface at the vicinity of the 

incident point leading to a high generation rate of L ionization 

in the'surface layer in question. 

     Although the spatial distribution of KLL-Auger electrons 

(Fig. 3-18) extends over a few thousand A on the surface, the 

0 intensity distribution of Auger signals produced by primary elec-

trons is sharp at the point of electron-beam impact and is 100 

times more intense than the peak of Fig. 3-18. Hence, the resolu-

tion of the scanning Auger electron microscope is mainly determined 

by the spot size of the primary electron beam. Though above dis-
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Fig. 3-18 Spatial distributions of K- and L-ionizations generated 

 by 10 keV electrons in surface layer of aluminum. 
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 (ionization by one primary electron)] in sectional (600 

0 

 A) area. (Solid area: signals generated by secondary 

 electrons).

- 135 -



cussion is limited to KLL-and LVV-Auger electrons of Al , it can 

be applied for other elements since the spatial .distributions of 

backscattered electrons becomes confined near the incident 

postition of primary electrons as the atomic number of the sample 

becomes larger. And that the binding energy for inner shell 

excitation of other elements is higher in general than that f7or 

Al L-shell, which also leads to the narrow distribution of Auger 

electrons excited by backscattered electrons, hence it leads to 

the conclusion described above. 

     From this result a rough estimation about the limit of 

spatial resolution obtainable with SAEM can be made. That is, 

the resolution limit can be directly deduced from the size of 

the primary beam which gives a reasonable signal to noise ratio 

in an Auger image. A schema of output signals of an analyzer in 

the SAEM is shown in Fig. 3-19. This figure shows the case that 

the analyzed element exists in a sample point X 
n (measuring time

n (el !ctrons)
A

A

A

n

nj

                      I XR-1 

Fig. 3-19 A schema

X M.2

. na

for detected signals in SAEM.
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per point is At). Here, n i denotes the number of incident 

electrons during the time period while n 
A and n B denote the 

yield of the Auger electron and backscattered electrons at a given 

energy, respectively. The value n
A and n B can be evaluated for 

Al from the results of Monte Carlo calc~lations described above 

and they are \,7.7 x 10- 6 for n 
A and n,1.2 x 10- 5 for n B (KLL Auger 

electrons are considered here), respectively , taking into account 

the detection efficiency for them. 

     on the condition that the signal to noise ratio is simply 

decided by the ratio of the Auger signal intensity (n 
i* n A ) and 

the background fluctuations (Vn
i* n B ), the resolution limit can 

be calculated with further assumptions as follows: 

1. To obtain an Auger image of reasonably good contrast the 

condition n 10 is necessary.             inA"n
i-nB 

2. It takes 400 sec. to take one Auger map (which is an ordinary 

used condition in a SAEM), and sampling points (picture elements) 

are 256 x 256. 

     Using these values the least value of primary beam current , 
                 - 9 I 

P > 5.0 x 10 (A), is obtained. This current gives the probe 
0 diameter of %100 A for field emission source , which indicated 

that a little higher spatial resoltuion than that obtained up to 

this time would be expectable, although this discussion neglects 

other problems which cause reduction of signal to noise ratio .
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3-7 Conclusions 

     The application of the Monte Carlo calculation procedure to 

quantitative analysis by AES is described in this chapter, 

and the results are concluded as follows: 

 (1) The numerical calculation procedure by partial wave expansion 

method was applied to the calculation of elastic scattering cross-

section for electron-atom scattering in the energy region between 

0.5 keV to 10 keV, which should be taken into account in AES. The 

results were compared with the cross-sections by Rutherford-type 

scattering formula which is often used in conventional Monte Carlo 

calculations of electron penetration in solids and confirmed the 

necessity of the former treatment especially in low energy electron 

scattering with heavy atoms. 

(2) The Monte Carlo simulation procedure for the quantitative 

analysis by AES was newly developed using the elastic cross-sec-

tion obtained by the partial wave method and the treatment for 

inelastic scattering proposed by Krefting and Reimer with some 

modification for it. 

(3) The energy distribution of backscattered electrons which-

was weighted by the ejection angle of those electrons was 

obtained and used for the estimation of the contributions of 

them to Auger signal generation, i.e., the backscattering factor 

in AES. 

(4) The quantitative analystical procedure by AES using the back-

scattering factor obtained by the calculation was proposed for 

two cases. 

and finally, 

 (5) The present Monte Carlo calculation was applied to the Scan-
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ning Auger electron microscopy, and 

for AES analysis was estimated. It 

resolution was mainly determined by 

electrons which gives enough signal 

of spatial resolution expectable in 

iamge was also evaluated.

the spatial resolution limit 

was shown that the spatial 

the probe size of primary 

to noise~ratio, and the limit 

a scanning Auger electron
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Chap. 4 Estimation of contributions 

electrons in AES 

-- Comparison of calculated 

   experiment --

of backscattered

results with

4-1 Introduction 

     This chapter describes the comparison of experimental 

results with calculated ones which are obtained by the Monte 

Carlo simulation described in the previous chapter. 

     The validity of the simulation model in quantitative 

analysis by AES can be examined if it describes accurately the 

increase of Auger signal intensity due to the contribution of 

backscattered electrons. The contribution, however, cannot be 

simply estimated in experiment as discussed in Chap. 1. As for 

the dependence of Auger signal intensity on primary electron 

energy we can easily measure it, and it can be expected that 

the dependency reflects contributions of backscattered electrons 

leading to a different tendency from that expected by the considera-

tion of only primary electrons (i.e., the dependency of ionization 

probabilities on primary energy). So, the dependence of Auger 

signal intensity on primary electron energy was measured for a 

number of pure elements and a binary alloy, which is described in 

detail in Section 4-2. This experimental investigation has 

another merit in that variation of the signal intensity can be 

directly estimated from the measured Auger peak heights since 

other terms affecting the signal intensity such as mean free path, 

Auger transition probability, Auger peak shape and so on, do not 

need to be taken into account. 
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     In Section 4-3, the quantitative interpretation of AES 

analysis of Al xGa 1 -X As by Arthur and LePore (1977) is described. 

They have pointed out that the intensity ratios of Al/As and 

Pa/As show a linear change with x in spite of the fact that the 

mean atomic number and so the backscattering factor considerably 

changes with x. Therefore, the Auger signal intensity was 

calculated by Monte Carlo simulation, and the calculation has 

explained well the linear functioning of intensity ratios of 

Arthur and LePore.
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4-2 Dependence of Auger signal generation on primary electron 

      energy 

4-2-1 Experimental 

     In order to examine the usefulness of the Monte Carlo 

calculation approach to the quantitative AES analysis mentioned 

in the previous chapter, the experimental study on the dependence 

of Auger signals on primary electron energy was performed. 

(Ichimura et al. 1980a) 

     The schematic diagram of the SAEM, JEOL JAMP-3, used in the 

present study is shown in Fig. 4-1(a). The apparatus is evacuated 

by rotary pump and oil diffusion pump roughly, and then by ion 

pump and Ti-sublimation pump-to high vacuum. The base pressure 

after baking is in the order of 10- 10 Torr. 

     The electron beam can be focused on a sample surface by two 

stage-condenser lenses and an objective lens up to about a few 

0 hundred A in diameter, and it impinges on the sample at an 

incident angle of 451. The energy of primary electrons can be 

changed from 1 keV to 30 keV continuously. Auger electrons 

ejected ,from the sample are measured by CMA either in the dN/dE 

mode spectra (energy modulation) or in the N(E) mode spectra 

(beam brightness modulation) using beam blanking coil which is 

discussed in detail in a later chapter. Modulation frequency 

is chosen to ,,3 kHz considering the frequency characteristics of 

the pre-amplifier. The outer-view of the JAMP-3 is also shown in 

Fig. 4-1(b). 

      In the present experiment, the measurement of Auger signal 

intensity was performed, first, for a number of pure elements 

of practical interest such as aluminum, copper, silver, and gold. 
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The intensity of Auger signals was obtained by measuring peak 

to peak heights in the dN(E)/dE mode spectra with modulation 

voltages of 5 eV 
P-P for low-energy signals and 10 eV P-P for high-

energy signals. The primary beam current was about 0 .2 % 0.5 ~iA 

for all measurements and the angle of incidence was 451. The 

measurement was repeated by changing the primary energy from low 

(about 3 keV) to high (about 15 keV) and then decreasing it from 

high to low and vice versa. The primary electron energy was 

measured by using a calibration curve between the reference and 

output voltages, which was checked before and after the measure-

ment. Another check of the primary electron energy was also 

carried out by measuring the elastic peak at low primary energies 

with the CMA. 

      Polycrystalline samples of Al, Cu, Ag, and Au were mechanic-

ally and electrolytically etched to a mirror surface finish and 

then sputter cleaned by Ar ions in the apparatus. Though the 

ambient pressure during the experiment was less than 5.0 x 10- 9 

Torr, these samples, particularly aluminum, were so sensitive as 

to be easily oxidized, resulting in large experimental errors. 

Hence the sputter-cleaning procedure was repeated before each 

measurement. Moreover, to avoid electron-beam damage (electron-

beam-enhanced absorption) t-he incident beam was scanned in the 

region of about 100 pm square during the measurement. This also 

has the merit of averaging the influence of surface topography. 

one example of the measured topography is shown in Fig. 4-2.
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                          loop 

   Fig. 4-2 Measured topograph of a sample (Al) after electro-

             lytic polishing. (etch pits are observed) 

4-2-2 Results and discussions 

     Both the experimental and theoretical results are plotted 

for aluminum, copper, silver, and gold in Fig. 4-3(a), (b), (c), 

and (d), respectively. Measured Auger signals were KLL transi-

tion (%1400 eV) and LVV transition (,,70 eV) for Al, LMM transi-

tion (ru920 eV) and MVV transition (%60 eV) for Cu, MVV transi-

tion (%350 eV) for Ag, and MNN transition (%2030 eV) and NVV 

transition (r~,70 eV) for Au. In Figs. 4-3(a)-(d), the excitation 

probability of the shell responsible for the Auger transition is 

plotted as a theoretical value and compared with the experimental 

value. The probability was calculated assuming that all electrons 

in each shell, i.e., K, L, M, etc., have the same ionization 

energy, and the result is shown in Figs. 4-3(a)-(d). The 

results in Figs. 4-3(a)-(d) are normalized at 7.5, 6, 7.5 and 

10 keV for Al, Cu, Ag, and Au, respectively, for convenience of 

comparison. 

                               - 145 -



      The solid line represents the total intensity of Auger 

signals while the broken line represents the intensity of Auger 

signals generated by only the primary electrons . So the differ-

ence between the two lines in Fig. 4-3 shows the contribution 

of backscattered electrons and secodnary electron with high 

energy. All the results in Figs. 4-3(a)-(d) were obtained by 

using Krefting and Reimer's treatment for inelastic scattering
, 

which was described in the previous chapter . 

     Using the other two treatments mentioned in the previous 

chapter, we have also performed similar calculations for Al to 

confirm that no marked difference can be found among these 

results. This suggests, as a practical approach , the present 

Monte Carlo calculation approach based on Krefting and Reimer's 

treatment can be extended to other materials, for which 

precise knowledge on individual inelastic scattering has not been 

provided. 

     As seen in Figs. 4-3(a)-(d), the present calculation 

describes the experimental result with considerable accuracy for 

Al, Cu, and Ag, while slight discrepancies can be seen to occur 

in the case of Au. The origin of this difference, however, may 

be assumed to not arise from inaccuracy in the basic simulation of 

electron scattering in materials of high atomic number but from 

estimation of the ionization at the surface. That is, the ioniza-

tion probability was calculated using the equation (3-52-b) in 

which Gryzinskils ionization formula with mean sub-shell 

ionization energies instead of individual sub-shell ionization 

energies is used for a(E). The relative error of this, i.e., the 

difference between the lowest and highest ionization energies of
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sub-shells divided by the mean ionization energy, becomes large 

for outer shell electrons and hence for Auger signals from high 

Z eleme~nts such as Au. The variation of signal intensity, then, 

was calculated for three different binding energies (E B ), i.e., 

2550 eV (mean value of M-shell binding energy), 2200 eV (its 

minimum binding energy), and 1900 eV for comparison. The 

result, which is shown in Fig. 4-4, shows the best coincidence 

in the case of the latter. Therefore another possibility for 

this discrepancy must be considered since the energy of measured 

Auger signals is ,,,2030 eV. 

     Another possible factor resulting in the discrepancy for Au 

is due to the inappropriateness of extending the Gryzinski cross

Fig. 4-4
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section formula to outer-shell electrons such as M and N shells. 

The Gryzinski cross-section has been widely used and it has des-

cribed a number of experimental results, particularly for light 

elements, with considerable success (Leapman and Cosslett 1976, 

Powell 1976). Its applicability for outer-shell electrons in 

heavy elements, however, is still open to criticism and further 

verification Wriens 1969). 

      To study this question in more detail, we measured Cu-Auger 

signal intensities in Au-Cu alloy. The results are shown in Fig. 

4-5(a), where the calculated results are compared with the ex-

perimental ones for a sample of Au 0 .8 Cu 0.2' corresponding to 

43 at.% of Cu. In the calculation, the energy distribution of 

backscattered electrons in Au-Cu alloy was first obtained by the 

Monte Carlo calculation, and then the Auger signal generation by 

backscattered electrons was estimated by the equation 

E 
         B p dn         I 

A =f E a i (E)(j-E)w dE (4-1) 

B where 

       (dT,) d 2          dE w sece-TEdT. - dw (4-2) 

was defined in Section 3-5. 

     In Fig. 4-5(a), both the results are normalized at 5 keV. 

Agreement between both results is satisfactory and this suggests 

that the present model describes the scattering process of 

penetrating electrons in the sample with considerable accuracy. 
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The Auger signal for Au in the Au-Cu alloy shown in Fig. 4-5(b), 

on the other hand, has shown the same discrepancy as that in Fig. 

4-3(d). 

     These two results seem to indicate that the fsecO 

x (d 2 q/dE dw)dw distribution calculated by the present model is 

appropriate for Au-Cu alloy samples while ai (E) is appropriate 

only for a L and a M of Cu so long as we use the formula given by 

Gryzinski. Since the Gryzinski excitation function was used to 

describe the scattering in Au-Cu alloy materials, inappro-

priateness in the use of Gryzinski's formula may, of course, 

affect the distribution of backscattered electrons for Au. This 

effect, however, seems to be very slight judging from the result 

of Cu-Auger signals probably because of the rather low possibility 

of exciting inner-shell electrons of Au-atoms. 

      Thus, the present model allows us to evaluate the contri-

bution of backscattered electrons to the Auger signal generation 

with considerable accuracy provided that the ionization cross 

section for shell electrons in question is precise enough. 

     Concerning Auger electron excitation by a primary electron, 

the ionization cross-section suggests that the intensity of Auger 

electrons has as the maximum at the primary energy nearly three 

times as much as relevant shell-ionization energy. These can 

be seen in the broken lines for Al K ionization, Cu L-ionization, 

and Au M ionization. 

      The contribution of backscattered electrons (the secondary 

electron with high energy hardly contribute to such high energy 

excitation) results in a shift of this maximum towards higher 

primary energy, i.e., nearly five times of the shell-ionization 
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energy obviously seen in the result of Al K and Cu L ionizations. 

     This has already been pointed out empirically by Palmberg 

for co-nventional AES in which the primary electron is usually 

lower than 5 keV (Palmberg 1972). Concerning Al-KLL Auger 

electrons MacDonald also proposed operating a scanning Auger 

electron microscope at a primary energy of five times the K-

ionization energy, i.e., around 7.5 keV, for AES analysis of Al 

and Si in integrated circuit devices (MacDonald 1976). 

     The present Monte Carlo calculation has also provided the 

number of backscattered electrons having the same kinetic energy 

as that of Auger electrons for a given energy window of CMA, 

which forms the background in the Auger electron spectra. This 

allows us a more detailed argument on the signal-to-noise 

ratio in the AES study. For the Al-KLL Auger electrons, for 

instance, the calculation suggests that the signal-to-noise 

ratio increases slowly as the primary energy increases for an 

angle of incidence of 451. This has often been pointed out 

empirically for AES analysis with JAMP-3 (Mogami 1978a). 

      Since the dependence of both the Auger signal intensity 

and signal-to-noise ratio on primary electron energy, in principle, 

determines optimum operating condition, the present calculation 

provides us with practical knowledge on that condition.
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4-3 Quantitative interpretation of AES analysis of Al x Ga 1-X As 

     by Arthur and LePore 

     Further verification of the model can be achieved by 

comparing the calculation with the quantitative analysis 

of such materials of practical interest as semi-conductor com-

pounds. Arthur and LePore have reported a systematic study of 

quantitative analysis of Al X Ga 1-x As using AES (Arthur I and LePore 

1977). They have pointed out that the ratios of Auger intensities 

of Ga to As and Al to As, respectively, are linear functions of 

Al-concentration whcih is estimated by the direct measurement of 

band gap in Al X Ga 1 -x As. Their results are shown in Figure 4-6, 

in which the mean atomic number changes from 23 to 32 as the 

concentration (x) changes from 1 to 0, and this leads to 20% 

change in backscattering coefficeint. 

      In the present study, therefore, the Motne Carlo simulation 

approach is applied to see whether or not the present approach 

describes such a straight-line relationship in spite of the rather 

great variation of backscattering coefficient as mentioned above, 

leading to more comprehensive understanding of backscattering 

matrix effect. (Ichimura et al. 1981) 

     Figure 4-7 shows the change of intensity ratios of those 

Auger signals, Al(1396 eV)/As(1228 eV) and Ga(1070 eV)/As(1228 eV) 

for different concentrations of Al. The results were obtained 

from Monte Carlo calculations for five different values of 

x (x=O, 0.3, 0.5, 0.7 and 1.0) for 3 keV electrons at angle of 

incidence 301, which are the same as the experimental condition 

of Arthur and LePore. The intensities of Auger signals were 

estimated from ionization probabilities of inner shells for genera-
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tion of the Auger signals in question. Both the energies at the 

surface region and the ejection angles of backscattered electrons 

were taken into account in the assessment of their contribution to 

Auger signal generation as described in detail in the previous 

chapter. 

     To understand this linear functioning of Ga- and Al-concentra-

tion, we plotted the energy distributions of backscattered elec-

trons from Al x Ga 1 -x As for three different compositions in Fig. 4-8. 

     Note that changing composition of the sample from AlAs to 

the GaAs hardly affects the profile of energy distributions

dl 

dE
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0.2

 GaAs 
(j= Q44) 

A Ga As   0.5 0.5 
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I- . .

I

--a

- - i
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Fig. 4-8

      0.5 1.0 2.0 3.0 
            E (keV ) 

Energy distributions of backscattered electrons for 

Al 
x Ga 1-x As with x = 0, 0.5, and 1.0. Incident energy 

of primary electrons is 3 keV and an angle of incidence 

3 0  0 . n denotes a backscattering coefficient at that 

condition. 
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which leads to the apparent cancellation of matrix effect when 

the Auger signal intensity ratio is considered, whereas the 

backscattering coefficeint, n, gradually decreases for higher 

values of x. 

     The backscattering matrix effect has been treated as a function 

of mean atomic numebr for keV electrons with considerable success 

(Poole and Thomas 1962) and the experimental results (Darlington 

1971) for those electrons suggest, e.g., an increase more than 

10 % in mean fractional energy of backscattered electrons, 
E E 

f,,PEd" dE/f~P d" dE for the increase of mean atomic number from     dE dE A 

23 (AlAs) to 32 (GaAs). Thus, the backscattering matrix effect 

for electrons of energy region below a few keV is quite different 

from that for keV electrons. 

     This is mainly due to the fact that, according to the calcula-

tions of elastic scattering by partial wave expansion method the 

probability of large angle scattering becomes much larger for 

atoms of higher atomic number as the energy of incident electrons 

decreases as shown in Fig. 4-9. Figure 4-9(a) shows the compari-

son of total elastic scattering cross sections between atomic 

number Z = 13(Al) and Z = 32(nearly corresponds to Ga and As) in 

the energy region below 10 keV, while (b) shows the comparison of 

differential scattering cross section between them at 3 keV, and 

both of them clearly indicate the higher probability of large 

angle scattering in Ga- and As-atoms than A 1-atom. This makes the 

contribution of an element of higher atomic number to the electron 

backscattering much larger than that estimated from conventional 

calculation in the Born approximation, which has widely been used for 

KV electrons. (Heinrich et al. 1976). Since the sum of concentra-
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tions of Ga and As is always more than 50 at.% in the region of the 

ternary system considered here, backscattered electrons are mainly 

affected by scattering processes with the Ga- and As-atoms result-

ing.in similar energy distributions of backscattered electrons as 

shown in Fig. 4-8. Al-atoms turned out to have rather little 

affect on the energy distributions of backscattered electrons 

while q is affected by Al-concentration.
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     Consequently the similarity in energy distribution for dif-

ferent concentration in Fig. 4-8 and the fact that all of the 

elemen~s in the compound have nearly the same ionization energies 

for Auger electron generation cause Auger signal sensitivities of 

the three elements to change similarly with x. This leads to the 

straight-line relationship in Fig. 4-7 which agrees very well with 

the experimental results obtained by Arthur and LePore. 

     This straight-line relationship for Al-concentration of 

Auger peak height ratios (Al/As and Ga/As) was also confirmed by 

the calculation for the experimental conditions of 10 keV primary 

electrons at normal incidence, as shown in Fig. 4-10. Though 

the shape of energy distributions of backscattered electrons 

(Fig. 4-10(a)) is a little different from that shown in Fig. 4-8, 

the similarity of the energy distributions for three different 

compositions shown in Fig. 4-10(a) also leads to the straight-line 

relationship for Al-concentration as shown in Fig. 4-10(b). 
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4-4 Conclusions 

     The verification of this Monte Carlo calculation has been 

done by comparison with the experimental results of the depend-

ence of Auger signals on primary electron energy, whic',-, was 

performed with scanning Auger electron microscope JAMP-3. 

Theory has described the experiment very well for results of Al, 

Cu, and Ag, though we need a more accurate shell-excitation func-

tion to attain better agreement for such a high Z element as Au. 

     Further verification has also been performed by comparison 

with experimental results for such semi-conductor compounds as 

Al 
x Ga 1-x As. The calculation explained the observed tendency 

(linear relationship of Auger peak height ratio with Al-concentra-

tion) satisfactory, and it was found that the exact elastic scat-

tering corss sections which are calculated by p.w.e.m. have great 

importance in the treatment of scattering processes especially 

in the low energy region of below a few keV considered here.
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Chap. 5 Application of SAEM for surface analysis 

5-1 Introduction 

     The SAEM which has been improved to obtain spatial resolu-

tions of submicrons as mentioned in the previous chapters will 

be expected to provide detailed information on surface properties 

and elemental analysis of local area on a surface. one of the 

applications of the most practical importance in material science 

is probably to study the surface segregation and the grain bound-

ary diffusion (Seah and Hondros 1973). Quite a few investigations 

about diffusion mechanism (Janssen et al. 1977b) and more practical 

problems (i.e., device failure caused by grain boundary and sur-

face diffusion (Inoue et al. 1976)) have already been reported 

using SAM, which allows local analysis of micron area. 

     This chapter, first, describes the study of surface segrega-

tion at elevated temperature in Cu-Ni alloys (section 5-2). 

Segregation of sulphur atoms to the surface at a high temperature, 

which was observed by Inui-and Shimizu (1979) using conventional 

AES was clearly observed under the SAEM.- This has revealed that 

the S-Auger and Cu-Auger images are complimentary in contrast, 

leading to another confirmation of Inui and Shimizu's work that 

surface segregation of Cu and S are competitive and S at the outer-

most atom layer tends to supress the surface segregation of Cu. 

      other fundamental problems observed using the SAEM are also 

described in the paragraphs that follows. In Section 5-3, a 

characteristic hump which is observed in energy distributions of 

backscattered electrons on Si is examined. The structures which 
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appear in the background region in N(E) mode Auger spectrum are 

required to be well studied, since the background subtraction is 

one of the most important problems to be solved for quantitative 

analysis by AES. The hump which appears in the background region 

of Si LVV-Auger spectrum was assumed to be due to excitation of 

the inner shell (L-shell) by backscattered electrons and a theo-

retical interpretation based on a simple model was proposed as 

a speculation. 

     Finally, in section 5-4, a fundamental study of electron beam 

damage under such a high current density as the SAEM is described. 

Electron beam damage has attracted much attention particularly in 

AES and in SAEM, though the compositional change during analysis 

was the main objective. Both the compositional and topographical 

changes, then, in thin film SiO 2 on Si due to electron beam ir-

radiation were investigated and the damage dependence on the energy 

dissipation in thin film was made clear. Some practical methods 

for reducing the beam damage, i.e., sample cooling and primary 

beam chopping were also examined.
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5-2 Observation of surface segregation of sulphur in Cu-Ni 

     alloys at elevated temperature 

     Surface segregation at an elevated temperature in Cu-Ni alloys 

has attained considerable attention as a typical phenomena of 

surface segregation associated with practical importance for 

understanding surface properties of metals in wide use (Langeron 

1979) and it has been extensively studied both in theory (Williams 

and Nason 1974, Burton et al. 1975) and experiment (Brongersma et 

al. 1978, Ling et al. 1978, Ng et al. 1979). It has already 

been reported by Inui and Shimizu (1979) that sulphur segregated to 

the surface when Cu-Ni alloys were heated and that this surface 

segregation of sulphur had marked effect on the surface composi-

tion of Cu and Ni as shown in Fig. 5-1. They have also revealed 

that the existence of sulphur supresses the surface segregation 

of copper leading to a considerable reduction of evaporation 

rate of copper atoms at an elevated temperature. 

C

0-
CL 
4

C3 x 

0 ~ Ni

Fig. 5-1

   room 400 500 600 700 
 temperature 

temperature (*C) 

Variation of Auger-peak height of Ni, Cu and S in 

Cu-Ni (50 wt%) alloy as sample temperature was 

elevated from room temperature to 7000C. (Inui and 

Shimizu 1979). 
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      Since a conventional Auger electron detection system was 

used in their study with a primary electron beam size of a few 

mm, it was expected that a detailed information especially as to 

the spatial distributions of sulphur and copper on Cu-Ni alloy 

surface would be obtained with an SAEM which allows for surface 

analysis of a local .area below microns in diameter. 

      To observe the surface segregation in Cu-Ni alloys at an 

elevated temperature under the same experimental conditions as 

that in Inui and Shimizu, a specific sample heater was devised 

which is demountable in a specimen stage of the JAMP-3. 

     A schematic diagram of the sample holder is shown in Fig. 

5-2(a), in which a commercial type indirect sample heater assembly 

of Varian Associates is mounted, and its outerview is given in 

Fig. 5-2(b). This holder allows us to heat the sample up to 

,ulOOOIC with ease without any disturbance by electron emission 

for heating and the sample temperature was measured with a 

chromel alumel thermo-couple which was welded at the sample. 

     After ion bombardment with 1.5 keV Ar + ions for surface 

cleaning, the sample was heated from room temperature to 

%6000C in 15 min, and kept at -.600*C for 10 min. Then the power 

supply for heatingwas switched off and the sample surface was 

observed under the JAMP-3 after the sample was cooled down below 

500C. This procedure was the same as that in the work of Inui 

and Shimizu (1979). 

     All the measurements were done under experimental condi-

tions; primary beam current ,,3 x 10- 7 A at 10 kV, modulation 

amplitude is 30eV P-P and scanning speed 800 sec/frame for 256 

x 256 picutre elements. The results are shown in Fig. 5-3. An 
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absorbed current (specimen current) image of the Cu-Ni (50 wt%) 

alloy is shown in Fig. 5-3(a) and Auger-electron images for S LVV-, 

Cu LVV-, and Ni LVV-transitions in Figs. 5-3(b),(c) and (d), 

respectively. Comparing Fig. 5-3(a) with Fig. 5-3(b), it was 

found that the contrasts of these two images are complementary, 

i.e., very dark areas in the absorbed current image (Fig. 5-3(a)) 

correspond well to brighter areas in the Cu-Auger electron image 

(Fig. 5-3(c)) and vice versa.
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(a)

(b)
I

50 P

Fig. 5-3   Various scanning electron images of Cu-Ni alloy 

  (a); Absorbed current image. 

  (b); S-Auger electron (LVV-transition) image 

        (30 eV P -P modulation, 800 sec./frame) 

  Both were taken under conditions of Ep= 10 keV, and 

  Ip:=3 x 10- 7 A. The sample was heated at 6000C after 

  ion bombardment with 1.5 keV Ar + ions.
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(c)

1 50 pm I

Fig. 5-3  Various scanning electron images of Cu-Ni alloy. 

  (c); Cu-Auger electron (LVV-transition) image. 

  (d); Ni-Auger electron (LVV-transition) image. 

   Both were taken under conditions of Ep= 10 keV, 

   Ip=:3 x 10- 7 A, 30 eV modulation, and 800 sec./frame.                              P -P 0 
   The sample was heated at 600 C after ion bombardment 

   with 1.5 keV Ar + ions.
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     Note that Cu-Auger electron intensity becomes weak in an S-

rich area, and these areas correspond to grains which are more 

clearl~r seen in Fig. 5-3(a). The contrasts of Ni-Auger electron 

image shown in Fig. 5-3(d), on the other hand, looks quite similar 

to S-Auger electron image (Fig. 5-3(b)) though the Ni-Auger elec-

tron image shows a rather poor contrast. 

  According to the ISS-study of Brongersma et al. (1978) the outer-

most atom layer is covered in a major part by Cu-atoms at such high 

sample temperatures as %600*C. Hence the surface compositions tends 

to be more Cu-rich as the sample temperature elevates. However, 

the surface segregation of sulphur, which covers some of grains 

preferentially, suppresses the surface segregation of copper. As 

seen in Fig. 5-1 this results in a decrease of Auger intensity of 

Cu-atoms as the surface concentration of sulphur becomes larger. 

Furthermore, since the outermost atom layer was almost covered by 

either Cu- or S-atoms, the Auger signal intensity of Ni-atoms was 

hardly changed for elevation of the sample temperature. This 

feature can also be seen in the results shown in Figs. 5-3(b), (c) 

and (d). These images clearly indicate that Auger signals of Cu 

are very weak at areas where S-Auger signals are strong, probably 

due to the fact that the existence of sulphur supressed the surface 

segregation of copper. 

     Since the atom size of S is smaller than that of Cu and this 

leads to a smaller attenuation of Ni-Auger signals due to the S-

surface coverage, one may, according to Seah and Dench (1979), 

assume that attenuation of Ni-Auger signals due to the coverage of 

Cu-atoms on the top layer is larger than that due to S-atoms 

provided that both atomic densities of S- and Cu-atoms in these 

surface coverages are the same. This has resulted in the contrast 
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of Ni-Auger electr6n image that shows a rather weak signal intensity 

at S-rich area whereas the signals are very weak at Cu-rich area 

as seen in Fig. 5-3(d). 

     Normally the Auger-signal intensity of pure nickel (the low-

est energy peak of LVV-transitions, 718 eV).is roughly half of 

that of pure copper (at the highest energy peak of LVV-transitions, 

929 eV), the low Auger signal intensity of nickel in Fig. 5-3(d), 

therefore, suggests that the outermost atom layer is covered in 

major part by other atoms, i.e., in this case, either Cu or S. 

It should also be noted that another sufficient ion sputtering of 

the Cu-Ni alloys after the above observation hardly revealed any 

marked contrast in both the Auger electron images of copper and 

nickel except for a few local areas which were bright in both 

the images, probably due to surface topograph. 

     The interesting.findings of this study include the fol-

lowing :

(1) 

(2)

(3) 

(4)

The surface segregation of sulphur takes place in grains 

preferentially. 

The outermost atom layer of Cu-Ni alloys at elevated temper-

atures covered in major part by either Cu or S and those 

coverages are different from grain to grain. 

The existence of sulphur at the outermost atom layer tends 

to suppress the surface segregation of copper. 

Surface analysis of the local area with a scanning Auger 

electron microscope is becoming a powerful tool leading 

to more comprehensive understanding of the surface 

segregation.
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5-3 Study on a characteristic hump in energy distributions of 

    Si 

     Measurement of Auger-signal intensity in N(E)-mode is, in 

principle, more desirable for quantitative argument in Auger 

electron spectroscopy (AES) though dN(E)/dE-mode has been widely 

used. This approach, however, requires precise knowledge of 

background, i.e. energy distribution of backscattered electrons 

since one has to subtract the background to assess the signal 

intensities. Several workers (Sickafus 1971, Grant et al. 1973, 

1974a, b, c, Houston 1974, Staib and Kirschner 1974, Bindell and 

Colby, 1975) have proposed approaches for the subtraction of the 

background and applied them to some practical AES with success. 

(see Section 1-2) The background, however, often looks so 

complicated that those approaches cannot fully solve the difficult-

ies. Even in energy regions where the distribution of backscatter-

ed electrons is considered to be of a smooth curve or straight 

line for the measurement with cylindrical mirror analyzer (CMA), 

recent investigation (Le Gressus et al. 1979) has revealed that 

the backgrounds of actual N(E)-curves do not form such a simple 

smooth curve as assumed so far. Thus, basic studies of the back-

ground as well as Auger signal are of most necessity for precise 

analysis by AES. 

     The N(E) mode spectra can be obtained either by direct 

recording of the output signals of a CMA or by modulating the 

primary beam current intensity to utilize phase sensitive detec-

tion systems. To obtain N(E) mode spectrum by the latter method, 

an electron beam chopping circuit was designed and constructed. 

This is one type of beam brightness modulation (BBM) system which 
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was devised by Mogami and Sekine (1976). The schematic diagram 

of the circuit is shown in Fig. 5-4(a) and the characteristic of 

electron beam chopped at 3 kHz was in Fig. 5-4 (b) . It is clear 

from Fig. 5-4(b) that the circuit has enough features (duty ratio, 

rising up and falling down characteristics, etc.) to use N(E) mode 

detection of Auger signals. 

     A measured Auger spectrum of Si in N(E) mode after Ar + ion 

sputtering (E P = 1.5 keV, Ip = 10 pA/cm 2 . r~,2 hours) is shown in 

Fig. 5-5. This was obtained under the high energy resolution of 

CMA (AE/E < 0.5%) and vacuum pressure of less than -A x 10- 9 

Torr, while the primary beam energy (E p ) is 5 keV and the current 

is -,0.2 IjA. Two Auger peaks of Si due to LVV- and KLL-transi-

tions are clearly in the figure in the low and high energy 

region, respectively, and moreover a small hump can be detected 

at about 200 eV. The peak position of the hump seems to be 

closely related to the excitation energy of Si L-shell. To 

examine the origin of the hump a calculation based on a simple 

model was achieved as follows. (Ichimura et al. 1980b) 

      The probability that backscattered electrons of kinetic 

 energy E excite inner shell electrons during path length S is 

 simply proportional to a(E)*S in which a(E) is,total ionization 

 cross-section for the inner-shell electrons of binding energy Ec. 

 We can write the total cross section according to Gryzinski (1965) 

 in the form 

        a(E) - ffe 4 Z i N .'-( E-E C) 3/2. [1+2 (1- E c)-lnf2.7+( E-E c ) 1/2                     E E E+E _E E 
c 

                                                              (5-1)
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Fig. 5-5 Auger electron spectrum from Si after Ar + ion sputter-

            ing. Primary energy is 5 keV and the angle of 

            incidence 45*. 

 where Z and N are number of inner shell electrons in question 

 and atomic density, respectively. We may take S equal to j(E)JI 

 the mean free path of an electron of kinetic energy E, for the 

 convenience of further discussion. These backscattered electrons 

 lose a certain amount of kinetic energy due to inner-shell elec-

 tron excitation and we can obtain estimation of this energy loss 

 from Gryzinski's excitation function by writing 

E 
                4 c                 Tre Z 1 14 E c .( E 3/2 AE) E c +E        y(AE) 

LE 3 E+E c E 

                [E E 4 E-AE 1/2                     E - (1- E 2) +-3{ln 2.7+(--f-) (5-2) 
                      c c 

      This y(AE) gives the probability that a backscattered elec-

 tron of kinetic energy E will have the kinetic energy E' = E-AE 
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after the inner-shell electron excitation. Thus, the inner-shell 

electron excitation results in a decrease in the number of back-

scatteked electrons of E and an increase in that of backscattered 

electron of E'. Denoting the intensity of backscattered electrons 

with kinetic energy E measured by CMA in N(E)-mode as Bo(E), we can 

obtain estimates of the decrease of backscattered electrons of 

energy E due to the inner-shell electron excitation by writing 

                  a (E) - B 0 (E) - k (E) 

      mi,im excitation then. results in an increase of backscat-

tered  electrons of E' by

y (E-E') - B 0 (E) - ~ (E)

     Since backscattered electrons in the energy range between Ec 

and E p (primary energy) have probabilities to excite inner-shell 

electrons, this leads to an increase of backscattered electrons 

of energy El which is given by 

E 

     B 1 (E') f P y(E-E') B 0 (E)-j(E)-dE (5-3) 
                E +E' c 

     Thus, the resultant N(E)-curve is written by 

E p 

       N(E) = B 0 (E) + f y(E'-E).B 0 W) (E') - dE' 

                        E +E c 

             -{u(E)-B 
0 (E)-J(E)J (5-4)

- 174 -



      In Eq. 5-4 Bo(E) can be estimated from the measurement and 

k(E), from empirical formula as follows, 

                 (E) oc JE -10- 8 (cm) (5-5) 

      Hence substituting Eq. (5-5) to Eq. (5-4), we can proceed 

with the calculation of equation 5-4, and the result is shown in 

Fig. 5-6. The solid line in the figure was obtained experimental-

ly and the dotted line was obtained by the calculation, in which 

112 eV was used for E c as the average energy of Si-L shell excita-

tion energy and linear background (At + B) was assumed for Bo(E) 

where A and B were assessed from the solid surve. Both of the 

curves are fitted at two points (100 eV and 1000 eV) indicated

c 

C) 

LU 

z 

~j

       

. Ep -5keV 

    Er   .4 ve 
 Si target 

L-V V 

Auger

I

I

experiment 

calcutation

Fig. 5-6 

Comparison of the theore-

tical calculation with ex-

periment. Both results 

are fitted at two points 

indicated by arrows.

0 500 1000 

Energy (eV )
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by arrows for convenience of comparison. 

     Although we assumed a straight line for N(E)-curve, the 

calculati -on shows that the L-shell excitation of backscattered elec-

trons at the surface layer causes visible change for N(E)-curve 

to have a small hump about 200 eV and the curve is no longer a 

straight line as that of the experimental result shown by the 

solid line in Fig. 5-6, and these two curves show a reasonably good 

resemblance indicating the possibility of excitation mechanism 

considered here. The present model also suggests that L-shell 

excitation results in a more marked change in the N(E)-curve for Al 

since the probability of L-shell excitations becomes higher owing 

to a lower excitation energy Ec in Eq. (5-1). This agrees quite 

well with the experimental results obtained by Mogami (1978b). 

      In conclusion, the characteristic hump which appeared in 

the background region of N(E) spectrum was observed and can be 

well explained by a simple model. Of course, other mechanisms 

leading to the features in N(E) mode spectra should be fully studied.
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5-4 Observation of electron beam damage in thin-film Sio 2 on Si 

5-4-1 Damage measurement in thin-film Sio 2 on Si 

     Electron beam damage has attracted much attention and well 

studied especially for the past several years, because detailed 

knowledge of the damage is indispensable for the interpretation 

of experimental results by AES. Up to now, however, the damage 

under such high current densities as those in an SAEM, together 

with the relation between the surface compositional and topo-

graphical changes, have not yet been well studied, although a 

sample would seem to be in danger of undergoing other types of 

severe damage during analysis under SAEM. 

      Thus the electron beam damage under various experimental 

conditions with the SAEM is examined using thin film SiO 2 on Si 

as a sample (Ichimura and Shimizu 1979). Electron beam damage 

to Sio 2 material widely used in semiconductor devices has been 

investigated from various points of view, and some aspects of 

them (volume changes (O'Keefe and Handy 1968), enhancement of 

chemical etch rate (O'Keefe and Handy 1968), charge trapping 

(Szedon and Sandor 1965, Simons et al. 1968), etc.) have already 

been reported. The dissociation of SiO 2 into elemental silicon 

and oxygen and its dependence on incident electron conditions 

have also been well investigated. (Thomas 1974, Johannessen 

et al. 1976, Carriere and Lang 1977) 

     The Sio 2 film used in the present experiment was thermally 

grown on silicon substrate at n,9500C, and the tickness of the 
                                                                                             0 0 

Sio, film which has a step-like shape are about 4300 A, 1700 A, 

        0 0 

850 A, 450 A, respectively. All measurements have been achieved 
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under the vacuum condition of less than 1-1 x 10 -9 Torr. 

     First, the film of ~4300 A was bombarded by primary electrons 

0 (EP = 10 keV, Ip = 0.5 A) in order to observe beam damage by 

scanning electron image, while the compositional change of the 

surface was measured by AES. Immediately after the electron beam 

irradiation of the sample as received, Auger peaks of Si in Sio 2 

were found in low and high energy region, which correspond LVV-

and KLL-transitions, respectively, while strong oxygen-peak and 

weak carbon-peak which is due to surface contamination were also 

detected as shown in Fig. 5-7. The appearance of silicon Auger 

signal at 92 eV, which is characteristic of. an electron bombarded 

surface (Thomas 1974), was clearly seen after a certain degree 

(about 250 min.) of electron beam exposure. This corresponds to 

an electron beam charge of n,2 x 10- 4 C/cm 2. In this case the 

carbon contaminant is desorbed from the surface as also shown in 

Fig. 5-7. 

     Figure 5-8(a) shows the observed topography of the film 

after the beam exposure. The depression of the irradiated 

surface area can be seen, while moreover, a peak has appeared 

at the center of it. Figure 5-8(b) shows the changes of oxygen 

and silicon Auger signal intensities measured at the dotted points 

in the x and y directions in Fig. 5-8(a) with %0.5 pm spot size. 

From these results, it may be seen that there was a decrease of 

oxygen atoms in the surface area under irradiatioiA accompanied 

by an increase of silicon at its center. 

     O'Keefe and Handy (1968) have also reported a decrease in 

the thickness of the oxide layer by bombardment with keV 

electrons, but of no more than 2 % even under saturation condi-
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EP: 10 keV, lp: 0.5jjA

C

                                         250 min. 

                       si~ 1000' 1500 
                            ENERGY (eV) 

Fig. 5-7 Auger electron sepctra from SiO 2 on Si 

             (a) Immediately after the electron beam irradiation 

             (b) after 250 min. exposure of electron beam. 

tions. Under such a high current density of the primary beam 

as that of the present experiment, it is clear from the figures 

that the decrease in the oxide layer thickness is considerable, 

as a result of the desorption of oxygen dissociated from Sio 2 

Furthermore, these results clearly show the concentration of 

silicon in the center of the beam under these conditions. 

     Second, we investigated how damage progressed with different 

doses of the electron beam using primary electrons of 10 keV and 

1 pA. Observations were made as follows: one area of the sample 

was irradiated for a fixed time period, after which Auger analysis 

of the damaged surface area was performed; next, another area 
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 was irradiated for a longer time period and reanalyzed; and so 

 forth. Some of the obtained results are shown in Fig . 5-9. 

       After about 50 min. of exposure, corresponding to an elec -

 tron beam charge of %5 x 10- 3 C/cm 2, the SiO 
2 surface underwent 

 a fairly larger depression, but no discernible peak appeared at 

 the center. Observation after about 70 min . of exposure, how-

 ever, revealed a distinctly visible peak at the center of the 

 irradiated area. The results of the Auger analysis in each case 

 are also shown in Fig. 5-9, indicating that the topographical 

changes at the center of the depressing area were associated with 

the concentration of silicon there . As a result of observation 

after even longer irradiation is not different from that shown 

in Fig. 5-9(b), it would seem that these concentrated silicon 

atoms act as a cover on the SiO 
2 film, preventing further dis-

sociation of the SiO 2 beneath. 

      To study the energy dependence of the damage of thin-film 

Sio 2" we performed the same experiment using other primary 

energies, 7 and 15 keV, respectively. 

      Figure 5-10(a) shows the result obtained by bombardment with 

7.keV primary electrons, and Fig. 5-10(b) shows that obtained with 

15 keV primary electrons, each with about 50 min . of exposure. 

We can distinctly observe a peak in Fig . 5-10(a), but not in Fig . 

5-10(b) or Fig. 5-9(a). Comparing these results , we can conclude 

that the incidence of electron of 7 keV caused severer damage on 

the thin film than that of 10 and 15 keV electrons . 

     On the other hand, when Thomas (1974) measured the damage 

dependence of SiO 2 on incident energies using AES
, he found lower 

surface damage for lower incident energies . 
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      To seek to understand this difference, the energy dissipa-

tion in the thin film was calculated. According to Everhart and 

Hoff, the energy dissipation Ed in thin Sio 2 film can be calcu-

lated using 

t 

       E d fE 
p f X(y)dy (5-6) 0 

where 

       X(y) 0.60 + 6.21y - 12.40y 2 + 5.69y 3 (5-7) 

and f denotes the effective energy incidence considering the 

backscattering effect, E 
p is the incident energy, and t is the 

thickness of SiO 2 film normalized to the electron range R 
9' For 

the case SiO 2 R 
9 is given by 

       R (pm) 0.0181-E 1.75 (keV) (5-8)        G 
p 

      From these equations, the dissipation of incident energy in 

0 a film v4300A thick can be calculated. Taking the same f value 

for these three incident energies, the relative value E d was 

thus estimated. Table 5-1 shows the resultant value normalized 

to 10 keV. As the range is longer for higher incident electrons, 

it is found that the energy dissipation in the film is much higher 

for 7 keV and lower for 15 keV. From this finding, the observed 

difference between our result and that of Thomas can be explained 

as follows: the thickness of Thomas's SiO 2 sample compared with 
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Table 5-1 Relative values of energy dissipation in 

           thin SiO 2 film (normalized to 10 keV) .

I 7 (keV) 10 (keV) 15 (keV)

E d 1.2 1.0 0.6

ours was such that all the energies of the incident electrons, 

except those of the backscattered electrons were dissipated in 

Sio 2 and hence the beam damage to SiO 2 was proportional to the 

primary electron energy. 

     As is well known, electron beam irradiation of thin-film 

Sio 2 on Si yields charge trapping at the Si-SiO 2 interface under 

biased conditions (Szedon and Sandor 1965, Simons et al. 1968). 

The amount of trapped charge strongly depends on the energy dis-

sipated at the Si-SiO 2 interface (Simons et al. 1968), probably 

because ionizations occurring in the oxide adjacent to the silicon 

interface are the most effective in introducing it. The observed 

tendency concerning the energy dependence of the desorption of 

oxygen and the concentrationof silicon in this experiment seems 

to indicate that these phenomena, which have their origin in the 

dissociation of Sio 2 , occur in the whole mass of SiO 2 under ir-

radiation. It further indicates that dissociated oxygen can 

easily move to the SiO 2-vacuum interface and desorb from it. 

0 

     Other three SiO 2 films with different thickness, \,450 A, 

          0 0 

%850 A, and ~,1700 A, respectively, were also irradiated using
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primary electrons of 10 keV and 1 pA to see the damage dependence 

on oxide thickness. Figure 5-11 shows the observed topography and 

Auger signal intensity variations on the irradiated area after a 

certain degree (%70 min.) of electron beam exposure, which is the 

same condition with Fig. 5-9(b). All of the observed topography 

show no noticeable feature at the center of the depressing area 

and that the flat area at the center becomes greater as the SiO 2 

thickness is thinner. These results, together with strong Si (92 

eV) peaks at the center which are also shown in the figure, seem 

to indicate that in the case of thin oxide films silicon atoms 

cannot concentrate enough to prevent further dissociation of Sio 2 

and Si-substrate becomes visible. The electron beam damage, 

therefore, is so severe that it changes the SiO 2 film more than 

%2000 A. Damage was also observed during the point analysis 

0 of the irradiated area, so some practical technique to reduce 

the electron beam damage by AES analysis must be researched.

5-4-2 Some trials for damage reduction 

     Considering the fact that the electron beam damage is closely 

related with the energy dissipation in the film, it was supposed 

that some thermal effect concerns the beam damage. To make 

this point clear, and to test the possibility of reducing elec-

tron beam damage, a sample cooling stage was devised. The schema 

is shown in Fig. 5-12(a), and its characteristics are shown 

in Fig. 5-12(b). The sample holder is attached to the stage and 

is cooled down by liquid N 2 which flows through the stage. it 

takes about an hour for a sample to be cooled down below - 100'C. 
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The temperature was measured by a chromel-alumel thermocouple weld-

ed to the sample stage. 

     Using the sample cooling stage, the electron beam damage in 

thin film SiO 2 at low temperautre (%-100'C) was observed. Figure 

5-13(a) shows the Auger signal intensity variations during elec-

tron beam irradiation and Fig. 5-13(b) shows observed topography 

after a certain degree (",180 min.) of electron beam exposure. 

The primary electron beam of 10 keV and 1 pA is also used in the 

0 experiment and the oxide thickness is %4300 A. Although the 

increase of Si (92 eV)-Auger signals and decrease of O-Auger 

signals show a rather repressed tendency at low temperature (-90'C) 

than at room temperature, which is also shown in Fig. 5-13(a), the 

observed topography reveals that this is mainly due to the sample 

movement during cooling. Therefore, the cooling of the sample 

does not have a marked effect on the reduction of electron beam 

damage. 

     Another possible method to reduce the electron beam damage 

during AES analysis is to use a chopped electron beam. The N(E)-

mode detection of Auger signals using a chopped electron beam which 

was first proposed by Mogami and Sekine (1976) is called the BBM 

technique as is mentioned in the previous section. They suggest-

ed that the technique permits attenuating the probe current neces-

sary for obtaining Auger spectra to one-hundredth that of the 

conventional method, which greatly contributes to decrease 

specimen damage. The usefulness of BBM technique, then, for the 

damage reduction was confirmed using the electron-beam chopping 

circuit which is described in the previous section. 

     Figure 5-14(a) shows the observed topography on SiO 2 thin
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(a)

(b) 1 5 um I

Fig. 5-14 Comparison of observed topography after electron beam 

exposure for Auger signal detection by (a) BBM method 

(modulation frequency 3 kHz) and (b) ordinary method.
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film after a certain degree (%120 min.) of chopped electron beam 

exposure. Comparing it with the topography shown in Fig. 5-14(b) 

which i6 observed after the same exposure conditions (E
p = 10 keV 

1 1 pA, %120 min.) except for the beam continuity, it is clear 
p 

that the BBM technique is very effective to decrease the elec-

tron beam damage even under the same current intensity which is 

used in the conventional technique. This is probably due to the 

fact that the beam damage strongly depends on the total dose to 

the sample.
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5-5 Conclusions 

     Some applications of SAEM to fundamental probelms of the 

material surface were described in this chapter. Observation 

of sulphur segregation to Cu-Ni alloys surface in the Auger 

images clearly idnicates the suppression of Cu segregation to 

the surface due to the existence of sulphur. The devised sample 

heater was also ascertained to be very useful for observation 

of surface diffusion which often occurs preferentially in some 

grains. 

     The detection of Auger spectra in N(E) mode spectra was 

achieved using specially made electron beam chopping circuit, 

and the observed hump in the N(E) mode spectra on Si can be well 

explained by a proposed simple model based on inner-shell excita-

tion by backscattered electrons. 

     The electron beam damage, which is one of the most important 

problems in AES, is also well examined using thin film SiO 2 on Si 

as a sample and it was found that the beam damage causes not only 

compositional but also topographical changes of the material. It 

is clear that these damages depend on the energy dissipation in 

the oxide film and BBM technique is very useful reducing the 

beam damage, although the sample cooling does not have any marked 

effect on it.
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                                Summary 

     The present work consists of five chapters, which describe 

the basic studies on scanning Auger,electron microscopy relating 

to the high spatial resolution measurement with the SAEM and the 

quantitative analysis by AES. The results obtained in the present 

study are summarized chapter by chapter as follows. 

Chapter 1 ; Present status of surface analysis by scanning Auger 

     electron microscopy 

1) Principle and the features of surface analysis by AES are 

     briefly descirbed. 

2) A historical view and the development of SAEM are given 

     together with the problem associated with the application 

     of SAEM to surface analysis. 

3) The present status of quantitative analysis by AES is described. 

     It is pointed out that the main factor for quantification 

     by AES is the correction of backscattering factor in AES. 

Chapter 2 ; Approaches to high spatial resolution measurement with 

     SAEM 

1) Square wave modulation technique for effective Auger signal 

     detection in SAEM are newly applied improving signal to noise 

     ratio in an Auger image. 

2) The signal modulation is synchronized with electron beam 

     scanning, which improves the degradation of the Auger image 

     by moire. 

3) Digital system for 'real time' signal processing is devised 

     to improve the spatial resolution in an Auger image. 

4) A micro-computer is introduced to the SAEM, JAMP-3, to achieve 

      high accuracy and high energy-resolution measurement. 
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5) Single crystal LaB 6 cathode is applied to JAMP-3, to 

     high accuracy and high energy-resolution measurement 

     ning Auger electron mciroscopy. 

Chapter 3 ; Application of ,Monte Carlo calculation to AES 

     Approach to quantitative analysis 

1) Elastic scatterinq cross-sections are numericallv ca

2)

3) 

4)

5)

6)

achieve 

in scan-

Elastic scattering cross-sections are numerically calculated 

by partial wave expansion method to treat electron-specimen 

interaction in energy region interested in AES and scanning 

Auger electron microscopy. 

Treatment of inelastic scattering processes in a specimen is 

considered. Bethe's continuous slowing down approximation 

and the inner-shell excitations are combined to simulate 

electron-specimen interaction in mono- and poly-atomic 

materials. 

A Monte Carlo simulation program for the quantitative analysis 

by AES is developed. 

Present Monte Carlo calculation model is examined through 

comparison with experimental results for i)angular- and 

energy- distributions of backscattered electrons, and ii) 

energy- and incident angle-dependence of backscattering co-

efficient. 

Energy distributions of backscattered electrons which are 

weighted by the ejection angle of backscattered electrons 

are calculated. Using the distribution, correction factors 

for the contribution of backscattered electrons are obtained 

for a number of materials of practical interest. 

Two quantitative approaches using the present results are 

proposed.
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7) The present Monte Carlo calculation approach is applied to the 

     calculation of spatial distribution of Auger signal genera-

     tion in Al. The results are further applied to the estima-

     tion of spatial-resolution limit in scanning Auger electron 

0 

     microscopy and the resolution of~100 A is estimated. 

Chapter 4 ; Estimation of contribution of backscattered electrons 

      --- Comparison of calculated result with experiment 

1) The dependence of Auger signal generation on primary elec-

     tron energy is examined for a number of elements (Al, Cu, 

     Ag, and Au). The experimental results coincide well with 

     calculation by the Monte Carlo method for Al, Cu, and Ag, but 

     a little discrepancy is seen for Au. The reason is 

     considered through the same experiment for Au-Cu alloy. 

2) Quantitative analysis by AES for semiconductor-compound 

     (Al X Ga 1-x As) is theoretically interpreted by the present 

     Monte Carlo calculation. 

Chapter 5 ; Application of SAEM for surface analysis 

1) Surface segregation of sulphur on Cu-Ni alloy at elevated

2)

3)

temperature is observed using devised sample heating stage. 

It is ascertained in Auger images that the existence of 

sulphur suppresses the Cu-segregation to the surface. 

N(E) mode detection of Auger signals is achieved and the 

hump at background region is observed for Si-specimen. A 

qualitative interpretation of the hump is also proposed. 

Electron beam damage under such high energy and high cur-

rent intensity as the SAEM is investigated using thin film 

Sio 2 on Si as a sample. Both the topographical- and composi-

tional-changes of the sample due to the damage are observed.                               
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4)

The dependence of the damage on the energy dissipated in the 

film is also ascertained. 

The possibility of the damage reduction by applications of 

i) devised specimen cold stage and ji) introduction of Beam 

Brightness Modulation method are tested.
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Appendix I Functions of the interface to JAMP-3 

     Figure A-1 shows the electronic circuit of the interface 

which has been constructed in the present study, and the block 

diagram and pin assignment of the MCS 6522 is shown in Fig. A-2. 

     The MCS6522 has 16 registers which are connected to processor 

address lines through the decorder (SN7400, SN7404, and SN7408) 

and the chip access control. 

     Two 8-bit output registers (ORA and ORB) can be used as bi-

directional ports, and each of these lines can be programmed to 

act as either an input or an output by the use of data direction 

registers (DDRA and DDRB). Hence, it can be easily connected to 

the 12-bit D/A converter (DAC-80). Output signals of the DAC-80 

are fed to X-Y recorder and/or KEPCO 2000B and/or brightness 

modulation ciucuit of the CRT of the JAMP-3 through analog switches 

(TL185 and TL191). These switches are controlled by pins (CA2 and 

CB 2) of the MCS 6522, which are directed to manual output mode 

by the aid of a peripheral control register (PCR). For the 

control of CRT brightness, a monostable multivibrator SN74LS122 is 

also used. 

     Two timers (Timer 1 and Timer 2) of the MCS 6522 are used for 

the signal detection. The Timer 2 is able to count negative-go-

ing pulses on PB6, to which the output signal of the V/F is 

transferred through a positive-nand gate (SN7400). Another input 

of the SN7400 is connected to the PB7 of the MCS6522 (No.1) 

through an inverter (SN7404). The PB7 can be programmed to 

produce pulses while the Timer 1 decrements the contents of the 

counter at system clock (1 MHz) rate. Therefore, the time for 

signal acquisition at an energy step is determined by the number 
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loaded to the Timer 1, and the maximum time at one step is about 

65 msec. (The maximum number which can be loaded to the counter 

is 256 -x 256 ( 2 byte For the detection of signals with high 

frequency, two counter (SN74LS293) are used together with the 

Timer 2 of the MCS6522. 

     The scanning of primary eelctrons is also controlled by the 

use of two MCS6522,and 12 lines of output registers (ORA and ORB) 

are connected to 12 bit D/A of the JAMP-3.
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Appendix II. Flow chart of the Monte Carlo calculation program
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