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ABSTRACT .

This thesis’consideré message routing and channel capacity
aséignment problems for store-and-forward computer communication
networks.

In Chaper i, fundamental aspects of a computer communication
nétwork ére presentéd. Furthermore, a review of the previous
researches and the problems studied .in this thesis are summarized.

In Chapter 2, a store-and%fqrward computer communication network
is mathematically modeled as a simple queueing network. Using
‘this model, many resulté are given later on.

Next, the optimum route assignment'problem is formulated as a
»ﬁronlém finding the‘optimum route assignment with the minimum
total average message delay. Its solution is derived as the
~optimum route assignment theorem which gives the necessary and
snffigient conditionsvtp minimize the total average message delay.

Finally, detouring benavior of thé optimum route assignment is
.-compamed with that of the équal-delay—principle route assignment,
and thé difference between them is clarified

In Chapter 3, a new adaptive routing procedure based on the
optimum route assignment theorem is proposed. ) And, from
simulation results, it is verified that the new procedure is able
to select the route on which total message is transmitted by
smaller delay than the ARPA procedure.

In Chapter 4, the ontimum channel capacity assignment problem is
formulated, and its solution is obtdlned as the optimum channel
capacity assignment theorem, which gives the necessary and sufficient

conditions to minimize the total average message delay in the case

ii



_of general message length

From numerlcal results, the dlfference between the chamxmer¢stlcs
of the optimum channel capacity a581gnment and that of the most
plausible assignment, i.e. the proportibnal channel capacity
assignment, is clarified. ‘ .

In Chapter 5, extended optimum channel capacity assignment
problems are considered. The optimum channel capecity assignment
problem as first given by Kleinrock is to minimize <the total
average message delay. From the Little's formula, this problem
may be interpreted as a problem finding.the channel capacity
assignment to minimize the total number of messages within the
network. Therefore, an extended optimum channel capacity.
assignment problem to reduce Variation among queue»lengths.may be
formulated. The solution to this probleﬁ is derived, and some
interesting properties are clarified. Another_extended-problem is
given by Meister et al., which is a problem to reduce variation
among channel delays. A dual relation between these twe extended
problems'is shown.

In Chapter 6,7the overall conclusions obtalined in this

dissertaion are summarized.
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- CHAPTER 1
INTRODUCTION

Both computer technolog& and communication technology have been
playing an extremely important role in human society; The close
connection of these technologies produced a new information
processing system which is called "computer network".

A computer networkbis generally defined as.:a set of autonomous,
independent computer systems, interconnected so as to permit
interactive resourcevsharing between any pair of systems [1]. As

mentioned in the above definition, the main purpose of a computer
| network is to share the resources, i.e. data base,. hardware, ‘and
software. Furthermore, it has anothervpurposes such as high
reliability and load sharing. At present, there are several
computer networks in the world. However, they are still in the
laboratory stage.

This dissertation mainly studies design problems for a computer

communication network interconnecting large computer systems.

1.1 Computer Communication Network

The general configuration of a computer network is shown in
Fig.1l.1l. A computer network consists of two subnetworks.r One
of them is a local network, which is also called a low level -
network, with large computers and terminals connected to them by
low-speed channels. The large computers carry out the usefui
processing and storage tasks. The other is a computer commnication
network, mutualiy connected by high-speed data communication

channels. The node computers carry out the communication oriented
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task.

The topological configuration of communication networks may be
divided into four types:

(1) Centralizedxhetwork (Star network)

A number of nodes.are conhected t0 a central node with control
function such asiswitching; The centralized network is éﬁperior
in simplicity'and cost, but is not very reliable;

The examples of this type are the COINS network, the NETWORK /440
[2], the OCTOPUS network of La%rence Radiation Laboratory [3], and

the TUCC network in North Carolina.



(2) Loop network [4 5]
In this network nodes form a ring or a loop. This network
has an advantage in cost and line length
The example of this type is the DCS of Un1vers1ty of Callfornla
(3) Distributed network
Communication>control functions are distributed to each node
which is connected to many neighbouring nodes. The reliability of
this network is high because there are several altefnating routes
between source node and destination node. In this network,
roﬁting procedure is needed.
The ARPA network [1,6,7,8,9]1 4is the most representative network
of this type. Another examples are the NPL network-[Q,lO,ll]s the

CYBERNET, and the MERIT computer network.

For computer communication networks, switching methods_arei.;w :
classified into three main methods as follows: .
(1) Circuit (Line)—switching‘ _
| In this method, a complete path of connected lines isa
established from source node to destination node by a call before
messages are transmitted.
(2) Message-switching
Message 1is transmitted from its soufce node to its destinationr
nede in stofe-and—forward fashion.
'(3) Packet—sw1tch1ng
The packet-switching is ba51ca11y the same as the message-
switching, except that the message is decomposed into packets.

Store-and-forward switching is general term for message—
switching and packet-switching.



In computer-computer communication, most of messages are
interactive messages with short length. Therefore, the store-and-
forward switching, especially packet-switching, is more suitable
to the computeér communication networks [12,13].

On the other hand, circuit-switching is more suitable to
transmitting a long message such as a file message.Thefefore,
the hybfid-switching with both advantages of ecircuit- and packet—_
switching is also proposed [14,157.

‘In the future, as a large computer communication network, the

distributed store-and-forward network is expected to develop.

In evaluéting the computer communication network, several
pefformahce méasures are considered:

(1) Message délay

(é) Throughput

(3) Cost

(4) Reliability

These must be considered in the following design problems of
computer communication networks.

(1) Topological design

(2) Channel capacity assignment problem

(3) Route assignment problem

(4) Message routing procedure .

(5) Flow control

Concerning the deéign of the optimum network, it is impossible to
deal with éhese design ﬁroblems simultaneously. Therefore, in

genefal, these problems are considered independently.



_1.2 ‘Review of The Previous Researéhes

In this section, the brigf review of the previous researches
on store—andéforward computer commﬁnicationlnetworks is shown.
The earliest mathematically modeling and analysis of the store-
and-forward network were given by Kleinroék [16] based on the

- results of Berk [17] and Jackson [18]. Moreover, the message
length independence assumption was derived, and its validity'Was

verified from simulation results [16]. As the result, each
queueing unit within the network may be considered as an independent
unit. Most of the analytical conéiderations of store-and-forward
networks, espeCially'message—switching‘networks are based on

Kleinrock's modeling [See for example Miyahara [19]]. On the
other hand, the analysis ‘of a packet-switching network ié

" extremely difficult. Approximate analysis of it is:given by Fultz
[20], Rubin[21,22,23], Okada [24,25], and Hashida [26].

" The optimum design problem of store-and-forward network ﬁas '

v formulated as a problem to achieve minimum total average message
delay as a fixed cost by appropriatély choosing the network
topology, the channel capacity assignment, the message routing,
and flow control [16]. However, these variables are mutually
‘related, and the optimum design of a network is imposible in this
sense. Therefore, in general, that problem is divided into some

" individually independent problems. Concerning the topological

design of the network, optimum solution is not still found, but
good suboptimum procedures designing the network topology are
given by Doll[27] and Frank[28,29]. The optimum channel capacity
assignment problem for a.message-switching network is formulated

and solved by Kleinrock [16]. Meister discussed the channel



capacity assignment reducing variation among channel delays t30],
_and further considered the case of nodal cost and capacities [31];

Frank [29] devised an optimum procedure for selecting discrete
channel capacity for tree network.

The message routing problem is divided into two problems. One of
them is a problem finding the optimum roﬁtes of messages in steady
state. Concerning this problem, the basic concept of tﬁe maximum
flow between source node and deStination node was discussed by '
Frank [32], Ford [33], Rothfarb [34], and Sanada [35]. On the other
hand, several élgorithms finding the optimum set of routes of
messages in order to minimize total average message delay were given
by Frank [29], Cantor [36], Frata [37], and Schwartz [38]. The
other is a design probiem-of routing proceduré which is one of the
ﬁoSt importént.problems in operational‘network. Prosser invectigated
the random routing [39] and the directory routing [40]. Boehm
[41], Furtz [42], McQuillan [43], Rubin [Hﬁj, andeutrimenko [45]
. examined or proposed adaptive routing procedures; Pickholtz [45]
discussed the effect of priority_discipline in routing.

Tlow control is a technique to prevent congestion which is a
major hazard to store-and-forward network. Pennotti [47] and
Sanada'[48] analyzed congestion phenomena. Kahn [49] and Herrman
[50] showed the flow control method in the ARPA network. Davies
’[5i]'proposed the Isarithmic method, and the behavior 1is analyzed

by Price [52,53] and Okada [54].



1.3 Research Problems

In this thesis, we study‘some problems as mentioned in Sec.
1.2, We summarize them as follows:

(1) Route assignment problem

The optimum route assignment problem is fdrmula'c‘ed as é problem
finding the set of routes of messages to minimize total average
message delay. The solution is given as the optimnm route
assignment theorem. - Furthermore, the difference between the
behavior of the optimum route assignment and that of the equal-~

delay-principle route assignment is discussed.

(2) Adaptive routing procedure
. A new adaptive routing procedure based on the optimum :oute
assignment theorem 1s proposed. And; from the simulation results,
"the superiority of our new procedure to the ARPA one is verified.

(3) Optimum channel capacity assignment problem

The optimum channel capacity. assignment problem as first given
by Kleinrock is to minimize the total average message delay. He
solved this problem in the case of eﬁponentiai message length.

In this thesis, this problem is solved- in -the case of general
message length. The solution is glven as the optimum channel
capacity assignment theorem which gives the necessary and sufficient
conditions to minimize the total average message delsy. From.
numerical results, the differencé between the optimum channel
capacity assignment and the most plausible assignment? i.e. the
propgrtional channel capacityrassignment, is considered.

(4) Extended optimum channel capaéity assignment problem

Kleinrock's channel capacity assignment problem may be

interpreted as a problem minimizing ths number of messages within



the network. We extend this pfoblem to a problem reducing variation
among queue lengths, and its‘solution is obtained. . On thé'
ofher hénd, Meister et al. extended it to a problem reducing
variation among channel delays. It is found ﬁhat*these two

assignments have a dual relation to each other.



CHAPTER 2
OPTIMUM ROUTE ASSIGNMENT PROBLEM

2.1 Introduction

One of the important problems for computer cmﬁmnﬁcatﬂx1networks
is a message routing problem, which is referred to as the optimum
route éssignment problem. The optimum route assignment probiem
is to find the optimum set of routes on which messages have to
be transmitted in order to minimize total average message delay.
By this time, various algorithms [36,37,38] have been proposed
for solving this nonlinear optimization problem. The cohditions
to minimize the total average message delay are also well known
in the single commodity case in whiéh all messages are transmitted
from the same source node to the same destination node, and the
distribution of message length is exponential [35]. -

Store-and-forward computer communication networks may be
mathematically modeled by queueing networks. The queueing network
consists of a number -of queueing units mutually connected in
series or parallel. By introducing the message length independence
assumption and the general independence assumption, we may consider -
éach queueing unit as an independent queueing unit M/G/1.

In this chapter, we consider the optimum route assignment problem
in the multi-commodity  case in whiéh there are many pairs of ..
source node and destination node, and the distribution of message
length is general. Concerning this problem, we derive "optimuﬁ
route assignment theorem™ which gives the necessary and sufficient
conditions to obtain the optimum route assignment minimizing the

total average message delay.



Furthermore, we consider a simple multiple-channel model. By
applying the optimum route assignment theorem, the optimum route
assignment is derived fér this model. And, from numerical results,
the difference:betwéen the optimum route assignment and.the;

equal-delay-principle route assignment is clarified.

2.2 . Mathematical model of Store-and-Forward Compuber Coiimumication

Networks.

First, for mathematically modeling the" store-and-forward
switching communication networks such as message-switching
networks. and packet-switchiﬁg networks, we introduce the elémentary
concepts associated with the network. The store-and-forward
switching network consists of a number of nodes connected to each
. other by channels as shown in Fig.2.1l. The node is a -switching
center. The message (or packet) is specified by its source hode
and destination node, length and priofity class.  In'this~network,
a message (or packet) is transmitted.from its -source node to its
destination node in store-and-forward fashion: As an example,
suppose that a.message originate at node 1 and 1s destined for
node 8. This message originate at node 1, that is, enters the
network st node 1 from the outside of the network. Upon originhation.
- .of the message at node i, the nodal processor receives it, and
must. make a-decisionvas to whether to sehd1ﬂm message to node 2 or
node 5, that is, as to whether to send the message via channel 1
or channel 2. The decision rule is referred to as the routing procedure.-
. After the routing decision, the message joins the queue coresspond-
ing to the assigned route or channel, say channel 2.  If the channel

2 is busy, the message must wait in the queue before the channel

10 -



‘becomes available..And, if the chaﬁnel is empty,'thé message is
transmitted té node 5 immediately. Whén the‘message @rrives at -
node 5 via channel 2, the same process és at node 1 is performed.
That is, the storé—aﬁd-forward process as above is repeated at
each nodé belonging thé route from the soﬁrce node to destination
node until the meésage arrives at the destination ndde, Eventualiy'
the message leéves ?hé network at ﬁhe‘deétinatioﬁ néde 8. A
Therefore, the stofe-and-forward communication network may be
mathematically modeled by‘the qﬁeueing network which consists of
a number of queueing units mutually‘connected in éaﬁbs or parallel,
Figure 2.2 shows a part of the queueing netwérk corresponding to
the store-and-forward commuﬁication network as shown in Fig.2.1.
The queueing unit consists of a singie server and arwéiting room.
The former is a channel, and the latter is a buffer in.which after
the routing decision, the messages (or packets) Wait'until{the
channel becomes available. It is extremely difficult to analyze
this model because it leads to a rather complex mathematical model
in which the permanent assignment Qf length to each message gives
rise to a dependeﬁ;j:betWeén the interarfival time and length of
adjacent messages as they travel.through'tﬁe network. However, by
introducing the message length independence éssumption [16] and the
general independence assumptidnE20§;wenmw mxSi&n=the>queueing unit

as an independent unit. These two assumptions are as follows:

The message length independence assumption

Each time a message is received at a node within the network,
a new length Q is chosen for this message from the following

probability function.

11
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Fig.2.1 Store-and-forward Network

walting room

queueing unit (buffer) server
{channel)

node 7

Fig.2.2 Mathematical model of store-and-forward network
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f(v)=pe”HV

Of\course, in this assumption, we assume that the message length
is exponential, Using this assumption, the queueing unit can be
modeled as M/M/1.

On ﬁhe other hand,_fhe following assumption is useful in the‘
cése of general message length.

The general independence assumption*

Assume that the message interarrival times at each node within
the network are Poisson.
.Using this assumption, the delay for any channel can be computed
from Pollaczek-KhinChin formula [55], assuming that the queueing

unit is characterized as M/G/1.

Before proceeding, we define and 11st below some of the important
quantltles and symbols. » ' v

Bi sthe i-th channel within the network
N, sthe i-th node within the network

Rj(s,d)'}the J-th route from source node NS to destination

node Nd '
N snumber of channels within the network
M . snumber of nodes within the network

n(s,d) ;number of routes from Ns to Nd

C. schannel capacity of Bi (bits/sec)

A saverage traffic rate at Bi (messagéé/sec)
l/ui saverage message length for Bi (bits)

Py saverage channei utilization of Bi

T See APPENDIX A
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s

Ysd

sd

;average channel dglay on Bi (ayerage delay
Jfor a message passing through Bi’ whichjnciudes
both time on queue and time in transmission)
(sec)

saverage queue léngth on Bi(includes number

of meésages on queue and number of messages

in transmission) (messages)

javerage
node
0 NS

saverage

arrival rate of messages with source
and destination node N4 (messages/sec)

message delay of messages with source

node N, and destination hode'Nd (sec)

s;total average message delay over a entire network
(sec)

;total message arrival rate from external sources

to the network (messages/sec)

Having these definitions, several relations can be stated which

will be used later on.

And, from well known Little's formula

y= 3 Ysq (2.1)
s,d
As
= ' ' (2.2)
i€y

. Y A.

=] 2=l (2.3)"
s,d ¥ i v
L=AL T, T . (2.4)

11

1‘

See APPENDIX B
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T can be rewritten as

. Di : .
=] %= (2.5)
iy
Furthermoré,’the average delay Ti is given by
1. . o .
T —— for M/M/1 (2.6)
i .
HiCi=2y
1 p§-+kio§/0§ , .
T,z=——ip, + —--=— = for M/G/1 (2.7)
i i
Ai 2(1-pi) v ) '

where ci is the variance of message length in Bi.
For computing the average channel delay T;, we use Egs.(2.6)
and (2.7) for exponential message length and for general message

length respectively.

2.3 Optimum Route Assignment Theorem for Store-and-Forward

Computer Communication Networks

In previcus section, we mathematically modeled the store-and
-forward communication network, defined the quantities and symbols,
and stated some relations.

In this section, the optimum route assignment problem for store-
and-forward communication network is formulated, and solved. The
solution is referred to as the optimum route assignment theorem,
which gives the necessary and sufficient .conditions to find the

optimum route assignment minimizing total average message delay.

15



2.3.1 Optimum Route Assignment Problem

The optimum ropte assignment préblem for stofe—and—forwafd
computer communication networks is to determine the optimum
fouting,i.e. the optimum set of routes on which messages have to
be transmitted to optimize a well defined objective function.
The objective functions are total average message delay, cost, or
throughput, etec. In this section, we use the total average
message delay as the objective function.

Furthermore, we assume that the network topology, traffic rate
, and channel capacity Ci are given.

st
sd

Let define xj as route assignment probability which gives the
probability of assignment of traffic Ysq to route Rj(s,d). x?d

must satisfy

n(s,d)
x§d=1 , x?dzo (2.8)
j=1 J J -
And, Ai is given by
= sd
}\i Z Xj st (2.9)

j,s,d]BieRj(s,d)

Concerning the optimum route assignment problem, it is important

sd

to derive the conditions which Xj must satisfy to minimize the

total average message delay.
Thus, the optimum route assignment problem may be formulated as
follows:

Optimum Route Assignment Problem

Given: " network topology

traffic rate st

16



channel capacity Ci
Minimize: total aVerage message delay’T

With respect to: route assignment probability [x?d]

Under constraint: channel utilization pi<l

2.3.2 Optimum Route Assignment Theorem

The solution to the optimum route assignment'problem Formulated
in the previous section is given by optimum route assignment theorem
as stated ing

Optimum Route Assignment Theorem

The solution [X;d] to the optimum route assignment problem is

optimum if and only if

- ..5d
o, [ “D(s,d) 5xy7>0

i
1 (2.10)
. oA, - sd

1|BieRj(s,d) i >D(s,d) 3%y =0 :

for all séurce node NS and destination nodé Nd’ where D(s,d)
is a constant value for a pair of NS and Nd’
Proof. The optimum route assignment problem can be reformulated as
the equivalent optimum route assignment problem given as follows:

Equivalent optimum route assignment problem

Objective function: S(x)=-T=-) L, /y -max. (2.11)
i

With respect to: X

Under constraint:

1,2

K(x)=[g1(x),;--,gN(x),h (x),---,hSd(x),°",

M,M-

h 'l(x),fi"z(x),"',f'?d(x),"':

M1y ()10 (2.12)

17



where

gi(x)= py-1 i=1,2,+++,N (2.13)

d, .54, ..., 454

> n(s,d)-1"* (2.14)

sd _.58
~h (x)—xl

5,d=1,2,%%+,M

f?d(x)=-x§d | j=1,2,+++,n(s,d)-1
5,d=1,2, 5%+ ,M (2.15)
X—(xl,xz,---,kN) (2.16)
xy=(xy* T3 R IEIRRIRTE Al - AAPRLLR
A e,
Xi’M’X%’M’.'.’Xizg;M)—l) (2.17)
For the above problem, we use Légrange function
¢(x,n)=S(x)-an(x) (2.18)
where n is Lagrange multiplier given as follows:
n=(ags0p, 0w e 5058y 558y 350t sBy y_3s
6%’2?5%’25""ngle—l)—l) (2.19)

From Kuhn-Tucker theorem [56], the necessary and sufficient
conditions for (xo,no) to maximize S under constraint Eg.(2.12)
are as follows:

(i) Necessary conditions

18



VX¢|Xo’no$0, (Vy8:%)y0 16=0, x°20 - (2.20)

- o]
vncplxo 0 20, (Vn¢’“)x°, o=0, n"20 ‘ (2.21)

5N

(i1) Sufficient conditions

$(x,n°%) < (x°,n°) + (Vydly0 no,x=x%) (2.22)
$(x%,n) 24(x%,n%) + (7, 4] 0 o0,n-n°) | (2.23)

Later on,:xO and no will be omitted.

First, we consider .the necessay conditions, i.e. Egs.(2.20) and
(2.21). Since T; siven by Egs.(2.6) or (2.7) is differentiable
with respect to Al, and the relation between T and L is given
by Eq.(2.4), L; is a differentiable function with respect to A
Furthermore, from Eq.(2.9), it is ea311y recognized that A is a
linear function of the vector x with components dezO Therefore,

the partial derivative of Li by xjd is given by

oL, oL, 3Ai

i i
ax5d gy, 9xS¢
J i J
0 ;BiéRj(s,d), Bif_‘Rn(S’d)(s,d)
oL. :
sta—)r\l—;BieRj(s,d), Bingn(S,d)(s,d)
0 . ;BiSRj(S,d), BieRn(S,d)(s’d)
3L,
_‘st 3)\ iﬁR (S d), BiSRn(s’d)(S,d)
i
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And, o4 is also differentiable with respect to xi since Py is a

linear function ofc‘_,A:.L as given by Eq.(2.2). Thus, the partial -

sd

derivative of 84 by Xj is given as follows:

sd sd
X - Ay 93X
xJ 3As xJ
( 0 ;Bif.‘Rj(s,d), Bi;éRn(S,d)(s,d)
1 .
;——— Y54 ;BieRj(s,d), Bi¢Rn(S’d)(s,d)
= 7 (2.25)
0 ;BieRj(s,d), BisRn(S,d)(s,d)
1 .
- st ;BiiRj(s,d), BisRn(s’d)(S,d)
u,C
ivi
Furthermore,  the partial derivativesofhkr and fim,by x?d are
easily obtained as follows:
ahkr 1 sk=s, r=4
5 T . , (2.26)
Xj 0 selsewhere
afrm -1  3k=j, r=s, m=d
_k__ (2.27)
axsd
J 0 selsewhere

Therefore, the first condition of the necessary conditions, i.e.

Eq.(2.20), is the same és the following equations.
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3¢ 1 ' oL

i
3% 4 Y 1|B,€R,(s,d) - 1
177 :
Bi#R,(s,q)(85d)
1 . oL
i
+— 2 Yd—
Y, 54 s
i Bi¢Rj(s,d) i
BieRn(S’d)(s,d)
_ z o YSd
. . iuc
i BieRj(s,d) 1¥i
BifR(s,q) (s:9)
Y
+ ) . a0, —22
. 1 u.C, .
i Bi¢Rj(s,d) ivi
BieRn(s,d)(s’d)
- sd
-Bsd+6j <0
¢
- sd -
Vyd = ) XJ aXSd_o
J,s,d J
%595 4

(2.28)

(2.29)

(2.30)

The above three equations must be satisfied simultaneously.

Therefore, if x?d'>0, then
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Y oL. ¥ . oL,
__.sd ‘ i, sd X . i
Y BN, Y . 9.
i BieRj(s,d) o i Bif!RJ.(s,d) i
Bi,«:Rn(S’d)(s,d) BieRn(s’d)(s,d)
. . 0. O
" Ysa I - *Ysq ) .
N . ].I.C_'- . ( d) uiC.
i Bist(s,d) ivi i Bi;éRj S, , i
BiifRn(s’d)(s,d) : BiERn-(s,d)(s’d)
sd _
- Bgq* 85 =0 (2.31)
and, if x§d=o, then
Y L. Y . oL,
__'sd —1 sd ) i
Y s 3 . A, Y . . oA,
i Bi:st(s,d) - i .1 BiéRj(§,§) i
Biz‘Rn(S’d)(s,d) o BiéRn'(séd)(s,d)
o o,
_st X . L.C +stz , : L.C
i BieRj(s,d) ivi i Bii.‘RJ.(s,d) ivi
BiéRn(s,d)(S’d> BiERn(.s,d)(S’d)
sd
- By + 857 <0 (2.32)

. The partial derivatives of Lagrange function ¢ by the Lagrange

multipliers, i.e. a -Bsd’ and»ﬁ?d, are given as follows:

i)

— (=% ) ' (2.33)
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- .=—(x1 +x2 + 6o +xn(s d) 1 1) - (2.34)
aBsd ) :

¢ sd )
;?S:E_Xj (2-35)

Therefore, the second condition (Eq.(2.21)) of the necessary
conditions implies that ' the optimum solution X must satisfy the

following equations.

A, ‘

-( —=-1 )20 (2.36)
usC, , .
11

_(XSd +XSd+ soe +Xn(s d) 1)20 ) . (2.37)

'xsdﬁo"’:’ ' ' (2.38)

s sd sd
- Lay( S -1) - Z ’5d(X X5 +.”+Xn(s 4)-1
i Uity

S+ ) s3948d0g , . (2.39)
j.5,a 9 970 : o

@, 20, Bsdzo 5§d_>.o ' (2.40)

From Egs.(2.36)-(2.40), it is easily recognized that;
‘ ‘v(a) If Ai/uiCi-+l, then L; +®, i.e. S+-w, Thus, a; must be

equal to zero.

sd sd sd

- (0) Ir x7% 45 +""*Xn(s,d)-1

-1=0, 1.e. x4

n(s,d)=0,_then Bsd

.n. .8d sd -
20, and 1f %3 +x30+eee 4230 @) 1905 Leee Xy )0

then'BSd=O
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(c¢) If x§d=o, then sjdzo, and if x§d>0, then 6§.d=o.

Thus, from the above conditions (a), (b) and (e), Egs.(2.31)
(2.32) may be divided into four cases as follows:

sd_n” sd
(1) If X3 >0 and xn(s,d)>0’ then

. 8L, vy oL.
_Ysa ] —3A1+—Sd ) L0 (2:11)
R . Y . A,
vy i BieRj(s,d) i i BiiRj(s,d)- 1
BiéRn(S’d)(s,d) : BieRn(S’d)(s,d)
sd sd _
(2) If Xy >0 and xn(s’d)—o, then
Y oL, ¥ oL
sd 4
-2 ] .g;i+—§— ) g—l—l=ssd (2.42)
LA By R, (s,d) i Vi B #R; (s,d) 1
BiéRn(S,d)(s,d) BiERn(s,d)(S,d)
, sd_ sd
(3) 1If Xj =0 and Xn(s,d)>0’ then
. oL
-=d 3 | 511;_32 ) Srs_agd
Y3 B; eR; (5,d) i Y1 B4R, (s,d) i
BiéRﬁ(S,d)(s,d) BieRn(S’d)(s,d) (2.43)
sd_ sd P
(4) If X =0 and xn(s’d)—o, then
Ysa ’ 8Li Ysd aLi sd
-— 3 —-“ +—== 3 - Bsd'6j
. . . oA,
Y o3 BieRj(s,d) i Y3 Bide(s,d) i
Bi¢Rn(s,d)(s’d) BieRn(s,d)(s’d) (2.44)

Even if we appropriately choose the n(s,d)-th route Rn(s d)(s,d)
. >
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to satisfy that7xz?s-d)>0, the generality of the proof is not lost.
And, concerning the summation for the channels Bi,'the

following relations exist.

) + 3 ' = J (2.45) °

i Bist(s,d) i BieRj(s,d) ' i]BiéRj(s,d)
BiﬁRn(s’d)(s,d) BieRn(s’d)(s,d)
) + 1 = ] (2.46)
i BigRj(s,d) i Bist(s,d) ilBieRn(S,d)(s,d)

BieRn(s,d)(s’d) BieRn(s’d)(s,d)

From Egs.(2.41),(2.43),(2.45), and (2.46), it is recognized that

: oL, ' 3L,
¥ 1- 7 . i x§’d>o (2.47)

. OA. . X
1]BieRj(s,d) i 1|Bi€Rn(s,d)(s’d) i

2 aLi - z BLi + Gsd

. YV : a J
1|BieRj(s,d) i lIBisRn(s,d)(S’d) i

L. :

> 7 — x30=0 (2.48)
) AN,
llBiERn(s,d)(S’d) i

We define that

BLi

D(s,d)= )
. A

(2.49)
iIBisRn(é’d)Cs,d) 1 S

Finally, Eq.(2.10) is obtained from Egs.(2.47),(2.48), and (2.49).

25



Next,we consider the sufficient condition, i.e. Egs.(2.22) and
(2.23). These equations imply that the objective function S must
be a continuous, differentiable and concave function of veetor X,
and the constraint functions must be convex functions of X. The
objective function Eq.(2.ll)+ and the constraint functions Egs.

(2.13) and (2.15) clearly satisfy these conditions. - Q.E.D.

. iThe optimum route assignment theorem gives the necessary and
sufficient. conditions to minimize the total average message delay
by using the partial derivative of-Li with respect to Ai. Since
the relation betweén Li and Ti ié given by Littie's formula Eq.
(2.4); we can also write the necessafy and sufficient conditions
by useing T;.

 From Eq.(2.4), we have

3L, Y ‘
N T, + Ay 1 (2.50)
3, 1 3.

Thus, the necessary and sufficient conditions given by Eq.(2.10)

may be rewritten as follows:

T © {=D(s,d) x§d>0 :
¥ (T; + 2y —=) (2.51)
1|ByeR, (s5,) 3 lap(s,d) x§d=0 - .

for all Ng and N4

Assuming that the messége length distribution is general, aLi/BAi

* See APPENDIX C.
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in Eq.(2.10) is given by

. . _ 202
oL, 1 p.(2-p,)(1+psoS)
1. [1+ RN (2.52)
My uyCy 2(1-py)

Especially, when the message length 1s Erlangian with phase k,

2_ 2 N .
ci—l/kui. Thus, 3Li/3li is written by

alL., 1 p;(2-p. ) (1+1/k) .
i {1+ ERE L ] (2.53)
O; uyCy 27(1—91) ‘
For k=1, the message length is equnential, and
BLi 1 o
= 5 . (2.54)
For k==, the message length is constant, and
L, 17 pa(2-ps) ¥
i [1-+ L 1?_] (2.55)
axi uici 2(l-pi)
Let us consider spme'other plausible route aésignment;. An

intuitively reasonéble assignment is the assignment based on the
equal-delay-principle as follows:

Equal-delay-principle route assignment, [57]

The route assignment probabilities for the equal—delay—principle

route assignment are decided so that
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=E(s,d) ;x§d>0

) : Ti (2.56)
ilBieRj(s,d) 2E(s,d) ;x§d=0
for all Ns and Nd
where E(s,d) is a constant value of the average delay for messages

from the source node Ns to the destination node Nd‘

2.3.3 Optimum Route Assignment for Multiple-Channel

In this section, we consider a simple multiple-channel
model as shown in PFig.2.3, and compare the optimum route_assnymwntzf

to the equal-delay-principle route assignment.

eI XX)
[N
"
o
S——

AN

Fig.2.3 Multiple-channel model

28



In Fig.2.3, there ére m classes of channels with capacity Ci
where Cl>C2>--->Cm.- The i-th class has n; channels, and the j-th

channel of class i has capacity Cij’ that 1is, Cij=ci (J=1,2,e0.,
ni). Furthermore, we assume that the message length is exponential

with mean 1/u.
On’ the above assumption, the optimum route assignment and the

equal-delay-principle route assignment are obtained as follows:

Optimum route assignment

. 0O .
For Yk_le<Y§,'

Ve, i=1,2,s00,k
i
MCi-—g -( =z nuuCu_Y); .
T n /O u=1 3—1,2,0--,n )
S, v Ur .
ij r=1 (2.57)
0 3i=k+l, e, ,m, j=l>2,';9n
where
k k -
w( 2 n3Ci=/C 7 I ngvCy) 51=1,2,00¢,m-1
i=1 . ST i=1
o : o .
Y= 0 5i=0 (2.58)
u izlniCi si=m

Proof. The channel can bé mathematically modeled by queueing unit
M/M/1. Thus, the‘averége queue length Lij cn the channel Cij

is given by

S S

M523

Lij (2.59)

where Aij is the meSsage arrival rate on the channel Cij‘ From
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Egs.(2.10) and (2.59), the necessary and sufficient conditions to

minimize the total average message delay are given by

uCi.
______.__l_——z— =D ,Ai'j}O
(pCij-Kij)
(2.60)
1
2D 3As =0
1J
uCij

From Eq.(2.60), it is eésily recognized that if, for certain
traffic rate y, the channels of the classes 1,2,+++,k are used
and the other classes are not used, then the following equations

must be satisfied.

uCij :
(——()——-—}\——)—_2"=D 3i=1,2,090°,k (2.61)
UC,s o=y : .
1 1 j:l,g’...,ni
1 .
>D si=k+l,*++,m (2.62)
My 5 .
J=1’2’...’ni
From Eg.(2.61), we obtain
uC..-X..=VuC..7D
137043 ij
Aij=uCij-¢uCij7D==uCi—VuCi7D (2.63)

Summing Eq.(2.63) on i and j, we find

n. n.
k i . k i
IL Ay=y= I I (uc4-vuC, /D)
1=1 j=1 i=1 3=1
k 1k o
= ¥ n,uC, -— I n,vuC,; (2.6U4)
=11 1 /pi=1t



fréom-which we obtain
(2.65)

Substituting Eq.(2.65) into Eq.(2.63), we arrive at

vC. k i=1,2,+++,k
- i .
15740 ~————( Inmuc-v) 5
S n /¢ u=l J=1,2,---,ni
r=1 ¥ T

‘From Eq.(2.65), D is a monotone increasing function of 'y, and
2 . . . . w
uCij/(uCij—Aij) is also a monotone increasing function of Aij'
Therefore, from Egs.(2.60) and (2.62), it is found that YE
(hereafter referred to as detour traffic rate) is the traffic rate
Y so that

- 1
=D s1=k+1 (2.66)

uCij

where D is given by Eq.(2.65). Thus,

k 2
1 R AL
= (2.67)
uCk+l g n,uC _Yo
’ 3=1 i¥vi 'k

from which we arrive at

k k
;O_" :
Yk-fu( iE n.C.-/C ZlniVCi)

=] * i k+1i=



Moreover, Y; is the traffic rate y so that

A
D=l’——m—Ti——=l (2.68)
uzZ L C..
i=1 j=1
from which we arrive at
o _ m
Yp =W 2 030y
i=1
Q.E.D.
Equal-delay-principle route assignment
E E '
For e 15TV
k
, izlniuci_Y 4=1,2,++%,k
uc, - H
i k s21.0
. T on. Jj=1, s"’;ni .
Ay .= i=1
ij - (2.69)
0 ;i=k+l’ooo,m j=1,2,--,ni
where
k
B iElni(ci—ck_'_l) sk=1,2,¢¢*,m-1
. .
Ye=40 | 3k=0 (2.70)
m
u I n,C, sk=m-
o .
Proof. The average channel delay Tij in the channel Cij is given
by
1 .
,, = ——— ' (2.71)
SR T Y
ij "ij
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From Eqs.(2.56) and (2.71), we can easily obtain Egs.(2.61) and
(2.70) in the same manner in which we obtained Eqs.(2.57) and

(2.58). o Q.E.D.

It is interesting to note the relation between YE and yE. Since

C.>C >eee>0 >C

1% kK12
6 k-
Y =H i’flni(ci" Crs17Cy)
) :
<u iilni(ci" k41" Coer1) =i (2.72)
Therefore, we fina that
o E .
Ti < Yg . : . (2.73)

From Eq.(2.73), it is recoénized that as the traffic rate
increases, the commencement of detour for the optimum route
assignment appears always éarlier than that for the equal-delay-
principle route assignment.

Numerical examples are shown in Figs.2:4'andm2.5 which give

a reference to the comment made above. For this example, we
assume that m=3, n,=1 (i=1,2,3), and €1:C5:C5,=3:2:1. In Fig.2.4,
we show the béhavior of the route assignment probability ki/Y,
where Ai is the traffic rate which is carried by the i-th channel,
p is the network utilization given by p=y/u(Cl+02+C3), and pg and
pi are the network utilization corresponding to the traffic rate
Yﬁ and Yﬁ respectively.

For the bptimum‘route assignment, (i) for p<pi=0.092, only the

first channel with the greatest capacity is used, (ii) for p§$p<
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: pg=0.309, the second channel is also used, ‘ but the third chammel”
with the minimum capacity is not used, and (iii) for pépg, all’
channels are used. Thus, the detouring phenomena are observedvat
p=p§ and pg. |

For the equal-delay-principle route assignment, the simillar
detouring ﬁhenomena are observed at p=p%=0.167 and pg=0.5.

Furthermore, . it is clear that p§<p§ and pg<§g.

—. Optimum assigrment
1.0 ——

\ - -~ Equal-delay-principle

i
=
e
¥

(@]
@)
J

o
I~
1

Route assigrment probability A./y

o
no
|

0 0.2 0.4 0.6 0.8 1.0

Network utilization o

Fig.2.4 Route assignment probability versus network utilization
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In Fig.2.5, we show' the total average message delay. The curve
plotting the total average message delay consists of three curves
which satisfy some conditions as follows:

For the optimum route assignment,

o]
(1) A3=vs A,=X3=0 ;p<py
(2)  8L./3A.=3L,/3XA,, A,=0 ;p <p<p?
179741700/ 955 Ag=U 30120<P,
-— a— . o
(3) 8L1/311—3L2/3A2—3L3/8>\3 3P205

For the equal-delay-principle route assignment,

E
(1) A3=v, A,=A5=0 ;p<py

' S p=7 = [
— Optimum assigrment Tl T2 T3 ]
. : '
~=~ Equal-délay-principle _ J
- O - =T,
B 30 3L, 9L, T,=T, |
. 31, 3, 3 i
g \Nh
0] i v
RO ! ;
& 20.0 L i :
@ A =y i !
.qu 1 : [
I Dy
@ ; ]
&
&
L
©
' 10.0
N
o
E
2
0 i ] ! i
0 0.2 0.4 0.6 0.8 1.0

Network utilization p

Fig.2.5 Total average message delay versus network utilizatin
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E
(2) T;=T,, A3=0 ;plsp<pg

-m = ) E
(3) Tl_T2—T3 ) 0202

2.4 Conclusion.

In this chapter, we have discussed the optimum route assignment
problem. First, we have mathematically modeled a store-and- forward
computer communication network as a simple queueing network in
which a queueing unit consists of a buffer as a walting room and
a channel as a server. Next, the optimum route assignment problem

has been formulated as a problem to find the optimum set of routes
on which messages have to be transmitted in order to minimize the
total average message delay. The solution, which 1is referred to as
the optimum route assignment theorem, has been found to that
‘ problem. Finally, from the analysis and numerical examples, the
detouring phqnomenon for the optimum route assignment has been
-compared to that for the équal—delay—principle route assignment.
And, it has beén found that the commencement of detour for the

optimum route assignment appears earlier than the equal-delay-

principle route assignment.
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CHAPTER 3
ADAPTIVE MESSAGE ROUTING PROCEDURE

3.1 Inftroduction

The choice of message routing procedure is an important
consideration in the design ahd the operation of store-and-forward
compﬁtr communication networks. The message routing procedureA
is defined as an algorithm by which a switching node selects the
output channel on which a message (or packet) is transmitted.

So far, a number of message routing procedures havevbeen
developed'by many authors. And, some ways of classifying routing
procedures have been considered [42,43,44].:. '

In this section,'wé shéll'classify‘thermessage routihgxxbcemnes
into the following two main‘éiasées. |
(L) Nonédaptive méssage rduting procedurei
(2) Adaptive'message roﬁting procedure |
In the former, a éWitching node determines the route of a message
a priori and in time invafiant, so the output channél is fixédifor
the message according to its source node and its destination node.
Generally, the nonadaptive procedure provides‘théroptimum routing
for a network in steady state as we discussed in the previous
chapter. 7 .
In the latter, a switching node determines the route of a nessage
~according to network conditions such as load and queue. Therefore,
the adaptive routing procedure can adjust to changes in the nefwork

conditions, and is very useful for real network operations.
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In this chapter, the routing procedures are discussed in detail,
a new adaptive routing procedure based on the optimum route
assignment theorem is proposed, and its efficiency is verified by

simulation results.

3 2 Adaptlve Message Routing Procedure

Message routing procedure may. be defined as the algorithm

" by which a sw1tching oenter determines the output channel on
“which messages are tranSmitted._In eircuit-switching networks, the
routing_procedure is one of finding a route from its source node
tolits destination node which is composed of free channels and
maintaining this rodte for the duration of the call. In store—and—
forward network, barring failures of nodes or channels, the
communication omﬂumls are always available for.transmitting
-messages. However, messages are dueued in the buffer. Thus, the
routing procedure for a store-and-forward network is one of

'~ selecting the next output channel by estimating, generally,
bmessage deley or queue length in the buffer.

Requirements for the design of routing procedure are as follows:
(1) It should ensure rapid and reliable delivery of messages. Thus,
in general, the performance measure for routing procedure is totai
average message delay. Moreover, looping or ping-pong phenomenon
should be prevented.

(2) It should adapt to changes of_network topology due to failures
of>nodes and channels, or insertion and deletion of nodes.
(3) It should adapt to‘wuying traffic load.

(4) It should route messages or packets away from temporarilly
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congested'nodes'wifhin the network.
(5) It should be a simple algorithm with light load on nodal

processors.

Classification schemes of routing procedures have been proposed
by many authors till now. - Here, the routing procedures are
classified into two main classes:

(1) Nonadaptive routing procedure
(2) Adaptive routibg procedure

Let us examine this classification.

(1) Nonadaptive routing procedure
A switghing'node'determines routes of messages (or packets)
a pﬁkni;aﬁd in- time invariant, i.e. the output channél are fixed
or determined by a stodumtﬂ:ahgndthm Thus, in general, this procedure
cannot adapt to the variatiﬁn of the network conditionS'sﬁéh as
channel load, queue length in the buffer or network topology.
There are many procedures in this class.
(a) Fixed routing [16,407
Fixed routing procedure specifies a unique route followed
by a message (or packet) which dependSton1§ upon the current
node at which the message (or packet) is located in the
network, and its destination node. Since the routing is fixed,
completely reliable nodes and channels are required, except
for the occasional retransmission of a message (or packet)
due to channel bit errors. '
(b) Flooding or selective flooding [41]
‘ A switching node receiveing or originating a message (or

packet) transmits a copy-of it -over "all" output channels or
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over "selective"™ output channels. The switching node transmits
a message (or packet) after the nodé has checked to see-it has
not previousiy transmitted the message (or packet), or that it ié
not the destination node. In this procedure, we have a large

. volume of traffic, thus‘it is inefficient.

(c) Splif‘traffic routing procedure [20]
This procedure allows traffic to flow on more than.one route
between a given source-destination node pair. This splitting
is called traffic bifurcation. As an example, assume that two
different routes R; and R, exist. A message (or packet) is routed on

R, with probability‘p, or on R2 with,probébility 1-p.

1
Therefore, a better balance of traffic can be méintained
throughout the network, and éﬁaller average message delay can
be,achiéved as compared to the fixed routing procedure.

(d) Random routing procedure [16,39]

_ The selection of the next node for a message (or packet) to
be transmitted, is made according to some probability
distribution over the set of neighboring nodes which are all of
‘nodes connected to the current node or selective nodes. It 1s
highly efficient, but is relatively uneffected by smallchanges

~in the network conditions.

.(2) Adaptive routing procedure

A switching node selects the routé of a message (or packet)
according to network conditions such as channel load,queue length
in buffer, or network topology.

(a) Ideal observer fouting procedure [20]
. Each time a new message (or .packet) enters a network, a

nodal processor computes its route to minimize the travel
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time from itsvsource node to.its destination node, based onv
the complete present information about the network condition.
However, it ié impossible to have the complete information.
Therefore, we cannot use this procedure from the operational
view point.

(b) Isolated routing procedure [20]

(¢) Distributed routing procedure [20]
The isolated procedure and distributed procedure operate in
a simillar manner. Each node has a delay ﬁable and a routing
table as shown in Fig.3.1. The entries of the delay table,

which are denoted by Tj(d’LN)’ are the estimated delays to

Output channel
L L L Lq

1 2 3 :
1{0.2]0.1]0.3]0.8 v L, |1

g . . . . / TJ(d=i’ LN=L)‘5) .
9 - . * . : -
: £ .
@ 110.110.3]0.7]0.5 > b1
o
» . . ’x . . .
5 . N oL, (1)=Min ®_(i,1.)| -
s . . . . N {L } J ’ N .

o . - L] N .
~w|o.6fo.afo.9]o0.2 , oy

Delay table _ _ _ ) Routing table

Fig.3.1 Delay table and Routing table



go from the node under consideration (say node J) to some
destination node Nd._Then:a routing table is formed, for'
example, by choosing for each row (say the i-th node) that
output channel number{OLN(i) whose value in the delay table
is minimum as follows:

OLy(1)= Min,T (i,L)) - 0 (3.1)

{Ly}

where'{LN} is the set of output channel numbers for node J.

If a node only gains accessto the information from the normal
'packet'fiowing through it, the prOCedure is termed "isolated".
 The examples of this class are as folioWS:

(i) shortest queue+bias routing[58]
(ii) hot potato routing [59]
(iii) 1local delay estimated routing [41]

For the distributed routing procedure, the nodes are allowed

to exchange ronting information by the transmission of special

:packet. The routing 1nformat10n is exchanged between the nodes

perlodlcally or asynchronously In the ARPA network the

'dlstrlbuted procedure is used

In»general, the nonadaptive procednre is;simple, but lacks
adaptabilit&,'onIthe”other hand, the adaptive procedure is complex,
but'rich in adaptabiiity; For real operational network, the
adaptablllty seems to bexmne 1mportant requlrement than fthe sinplicity,
because ‘the nonadaptability to change of the network condition may
result in the ruin of-communlcat;on»fnnct;onwof the network. Thus,
the adaptive routing procedure is desirable toAstore—and—forward

computer communication networks.
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3.3 Adaptive Message Routing Procedure Based on the Optimum Route

" Assignment Theorem

As we mentioned in the previous section, the conventional
adaptive routing procedures use the estimated delay to go from the
current node or the source node to the déstination node, or the
queue length in the buffer; as the routing information. However,
thé optimum route assignment fheorem suggests that by using éuch
‘routing information, the minimization of the total average message
delay cannot be achieved. Furthermore, from that theorem, we find
that we can make the total average message delay minimum by:
pSing~3L/3A'on a channel as routing information. . These suggestion

“can also be confirmed By the foliowing,simple example.

) In_Fig.3.2, we show a network which has two routes, Rl,gnd R2,

Fig.3.2 Two-route model
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from the source node NS to the destination node Nd’ For this

network, the total average message delay T(y) can be written by

l .
T(y)y =— I Ly(ag) + I Ly
T l1|B eR, i|B;eR,
+ 3 L; () | (3.2)
i[BiéRl,Rz ‘

where Li(ki) is the average .queue length on the i-th channel, and
varies with traffic rate Xi.

Now, we assume that the traffic amount from Nsvto Nd increases by
a very small amount Ast’ which increases the total. avrage message
delay. Ast must be transmitted on either route Rl or route Rz{

- For each caSe, the total average méssage delay is obtained as

follows:
(1) 1In the ecase that Rl is selected,
1 9L, (1)
Tylribrsg) = L 0y +—M_—Ast}
sd | 1[B;eRy i
+ ) Ly(A)+ ] L, (A;) (3.3)
1|B;eR, 1|B;#R{,R,
(2) 1In the case ﬁhat,Rzzis selected,
_ 1
T2(Y+Ast) =;:Z;—— 3 Li(xi) + ) {Li(li)
sd | 1|B eR, 1|B4eR,

by -



+————;—- Ay g (t ) Ly (3.8
3y " 1|By#Ry5R,

~Therefore, if

9L, (A,) L. (A,)

}rai — ai ; (3:2)

1|B;eR; %1 1|ByeR, M1
then
Tl(Y+AYSd)<T2(Y+AYSd) o (3.6)

On the other hand,'it-iSerecognized that the minimization of the
total average message delay can be achieved by selécting the route
with the minimum sum of the estimated values of 3L/3A's for all
'~ channels on that route.

Based on the above discussion, we propoSe a new adaptive routing
procedure, which is belonging to the distributed procedure. In the
new adaptive routing procedure, the output channel is computed
based on an estimated value of 3L/3A. The configuration and
operation of this procedure are as follows:

Let consider node I as shown in Fig.3.3.

(1) L(I,J,K)
This is the sum of the estimated value of 3L/Bl+ on the

channel from the neighbour node N(I,J)*T to some node K. .

" The estimated value of 3L/3A is computed based on the Queue-

length or locad of channel.

++N(I,J) is the-néxt-node for which a'message is destined using

the output channel J.
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N(I,1)

Fig.3.3 Routing information and network

(2) Lnode(I’J)

This is the estimated value of 3L/3X on the output channel J.

(3) L4 (T,8)

This is given by

Lmin(I,K):=y?§i[L(I,J,K)-+Lnode(I,J)] (3.7)

(4) Decision of the output channel
Each time a message with destination node K arrives at node
I, the nodal processor of node I selects the output channel
on which L . (T,K) is obtained.
(5) Updating of table L(I,J,K)
iﬁin(I’K) is used as routing information, which 1is

transmitted from each node to its neighbouring nodes
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periodically or asynchronouslly. Each time ﬁmin(N(I,J),K)'
arrives at node I, the nodal processor of node I updates the

table ﬁ(I,J,K) as follows:

L(1,3,K) =f.min(N(I,J),K) (3.8)

3.4 Simulation Results and Considerations

In this section, the new adaptive routing procedure proposed
in Sec.3.3, is compared with the'distributed proéedure being used
in the ARPA network in which an estimated delay is used as routing
information[58]. We consider the ladder network with six nodes and

fourteen channels as shown in Fig.3.4.

Cl. c
N i
1) T L €
1 €5 T 11 ]
“f % 6| |9 €12 [C14
L-‘n CLl - Vam N Clo P
©r T L T
C8 . T N’ c
13

Fig.3.4 Network model for simulation
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Furthermore, we assume that message length is exponential with

- mean 1 kbits, traffic rate is given by

1.2 0 1.2 9.6 0.3 3.6

o4 1.2 0 3.2 0.4 1.2
Ly 1=t~
s,d 0.8 9.6 3.2 0 0.8 9.6

0.3 3.6 1.2 9.6 1.2 0 | (messages/sec)
and the channel capacities are given as follows:

‘ Cl=02=C3= 5 6 C7 09 C11 012 4=1Otkbits/sec

CM=08=010 C 13 30 kblts/sec

In this model, each channel is modeled as M/M/1, thus 3L/3A=
1/uC(1—p)2. The estimated values of 9L/3) and channel delay T
are computed by observing the average queue length during a
routing table updating period T d+‘

Simulation results++ sre shown in Fig.3.5 and TABLE 3. l Figure
3.5 shows the comparison of routing procedure performance as a
function of traffic rate §. It is recognized that the new procedure
is superior in total average message delay to the ARPA procedure.
Especially; ét moderate traffic’rate £=0.1, 0.3, énd 0.5, the

saving of total average message delay due to the new procedure is

approximately 10 % in magnitude. However, as £ increases beyond

+In this simulation, thé periodical updating is used,i.e. Tud=const.
Tt The ‘simulation results are obtained by using R-35Q (Revised

System Simulator for Queueing Network) [601].
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0.9, the difference“of performance may not be observed.

In TABLE 3.1, the average, the variancé and the muximum value of
the number of channels which a message has passed. For mbderate
traffic rate, the average and the variance for the new procedure
are larger than that for the ARPA procedure. Thus, we may intéerpret
that the new procedure.routes messages away from temporarily
congested area, which results in smaller total a#erage messagé
delay than the ARPA procedure. However, at about £€=0.9, that

detouring effect is not observed. Now, we note that for Tud_o'l’

1.0 and 2.0 sec, simulation results give simillar performance.

[ 0.12— .
(]
@
0w . A~
~ X 3L/31 (New procedure)
>> A
% © T (aRPA procedure) °
o 0.10f
% (]
o .
w
w
2 X
= o
g;o 0.08}F °
o x
[0
= x
g
£ 0.061
E
i (] [] 1 L —
0.1 0.3 0.5 0.7 0.9
3

Fig.3.5 Simulated total average message delay

49



TABLE 3.1 Number of channels which a message has passed

new procedure . ARPA procedure
K average 'variance max.| average| variance | max.
0.1 1.308 0.375 5 1.263 0.233 3
0.3 | 1.303 0.348 6 | 1.272. 0.255 5
0.5 “1.325 0.459 21 1.301 0.449 Lg
0.7 | 1.359 | 2.659 |273 1.371 0.848 97
0.9 | 1.368 0.939 {110 1.428 | 0.792 27

3.5 Conclusion

In thls chapter, message routing procedures for store and-

forward computer communlcatlon networks have been studled

First, adaptive routing procedures have discussed in detail.

Message routing procedures may be classified into two main classes.

One of them is nonadaptive routing procedure in which a switching

node determines routes of
time invariant. The other
switching node determines
to network conditions. In

in time, that is, channel

messages (or packets) a. priori and in

is adaptive routing procedure in which a
routes of messages (or packets) according
real network, network conditions vary

i0ad or number of messages in queue 1in

buffer are not constant in time, and network topology 1s not fixed

due to failures of nodes or channels. Therefore, the adaptive

routing procedure is useful for real network.

Second, a new adaptive routing procedure based on the optimum

L
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foute assignment theorem has been proposéd. Usually, the adaptive
routing procedure such as the ARPA procedure, uses estimated
message delay or queue length in buffer as routing informations.
However, the optimum route assignment theorem suégests that (1)
ﬁﬁe ARPA procedure cannot make total average message delay minimum,
and (2) 3L/3A, ﬁhere L islaverage queue length, and A:ié channel
traffic fate,'should be used as routing informatién in ordér to
minimize the total average message delay. Inuthe:new prqcedﬁre,:
dL/3X is wused as routing informétion. Its efficienéy have been

_verified by simulation results.
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CHAPTER uv

OPTIMUM CHANNEL CAPACITY ASSIGNMENT PROBLEM

4,1 Introduction

Optimum channel capacity assignment problem as first given by
Kleinrock is to minimize total average message delay by appropriate
assignment of channel capacity.. The square root channel capacity
assignment given by Kleinrock is the solution to that problem in
the case of exponential message length.
VIn phis cﬁapter, the solution to the optimum channel capacity
assignment problem is derived, which is referred to as "optimum
channel capacity assignment theorem". This theorem gives the
necessary and sufficient conditions to minimize the total average
~ message delay.in the case of general message length. Furthermore,
from numerical results, it is shown that there exists the apparent
difference between the behavior of the optimum assignment and that of

the most plausible assignment, i.e.the proportional assignment.

4,2 Optimum Channel Capacity Assignment Problem

Optimum channel capacity assignment problem is formulated as
follows:

Optimum Channel Capacity Assignment Problem

Givens network topology
o+
traffic rate Ai'

Minimize; total average message delay T

+ If traffic rate Ysq with source node NS and destination node Nd’

and routing of Yqg aF€ fixed, traffic Ai on channel 1 is given.
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With respect to; [c,1
Under constfaint; channel utilization'pi<l

channel capacity ZCi=C
i

where C is a fixed total capacity.

4.3 Optimum Channel Capacity Assignment Theorem for General

Message Length

The solution to the optimum channel capacity assigmment problem
is given by the following optimum channel capacity assignment
theorem.

Optimum Channel Capacity Assignment Theorem

The solution C=[Ci] to the optimum channel capacity assignment

problem is optimum if and only if

—1 = const. for all i (4.1)

Proof. The optimum channel capacity assignment problem can be
reformulated as follows:

Objective function;  S(X)=-T=-IAjT./y=-IL,/Y > max. (4.2)
: i i

With respect to; X=[X1,X2,"-,XN_1] (4.3)
Under constraint; K(x)=[g1(x),g2(X),-",gzN(x)JSO (4.1

where Xy i1s the assignment probability of capacity to channel 1,

'ci=xic 1=1,2, 0% ,N (4.5)
XqtR ke etz =l (4.6)
g, (x)= -1 1=1,2, %0+ ,N (4.7)

HiCy
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gN+i(x)=-xi 1=1,2,+¢¢,N-1 (478)
g2N'(x)=xl+x2+- . -+xN_1—1 (4 .§)

For the above pfoblem, we use Lagrange function
$(x,n)=8(x)-n-K(x) o (4.10)

where n ié Lagrange multiplier given as follows:

n=(ag 50y ** s 0ysBy 5Byt "By _158) (4.11)

From Kuhn-Tucker theorem [56], the necessary and sufficient
conditions for (x°,n°) to maximize S under the constraint Ey.(4.l)
‘are as follows: ‘

(i) Necessary conditions

.Vx¢lxo,n° <0, (Vx¢,x)xo,no=0, ‘xozo (4.12)

Vn¢lx°,n° zo,} (Vn¢f”)x°,n°=0’ n°20 (4.13)
(ii) Sufficieﬁt conditions

¢(x,no)s¢(xo,no)+(vx¢[Xo;no, x=x°) (4.14)

$(x,m)26(x%,n°)+(V 9] 0 0, n-n°) (4.15)

Later on,.xo and no wiil be omitted.

First, we considér the necessary conditions, 1.e. Egs.(4.12) and
(4.13) '

Since Ti given by Egs.(2.6) and (2.7) is differentiable with
respect to Ci’ and theArelation betiween Ci and Xy is given by Eaq.

(L.5), then Ti is differentiable function with respect to X, .

-



Futhermore, the relation between Ti and Livis-given by Eq.(2.4).

Therefore, partial derivative of Li by Xj is given by

oL,

(oL

aC,

i

aLi_ 4-C°LN

ij BCN
L 0

Ay
-C
S
uyCq
agi AN
= 4 C———§
9%, Ul
)
from Eq. (4.8),
-1
- 98Nys_ '
ij 0

and, from Eq.(4.9),

3oy

9% .
%3

1
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1=1,2,++¢,N-1, j=i

i=N, J=1,2,++,N-1

elsewhere

i=1,2,+++,N-1, J=1

i=N,

j=1,23"’4N—l

elsewhere

i=1,2,e¢¢,N-1, j=i

i=1,2,°¢¢,N-1, j#i

J=1,2,e0¢,N-1

(4.16)

:(4.17)

(4.18)

(4.19)



Therefore, the first of the necessary conditions, i.e. Eq.(4.12),

is as follows:

3¢ C 9L, C BLN
= d 4 N -aJC( —L+

9%, 5C. 3¢ ¢ u.cl
x50 Y 9% Y %y Y53 HNON

)+s -8<0 (4.20)

j=132’.°.':N—1

C 9L, C 9L A A

I oxl— —4 3 L+ —)4g,-s7=0 - (4.21)
’ . Cs c2

3 v 8Cj Y 9Cy uJCJ unCy

xjgo j=1,2,e¢,N-1 (4.22)

The above three eqﬁations must be satisfied simultaneously.Thus,

if Xj>0’ then’

C 3L, C oL Al Ay

~— L — Ao -5+ T vs, - (4.23)

Y BCj Y HCN ujCj uNCN
and, if xj=0, then

C 9L, C aL A, Ay

- N J ) + By - 850 (4.2h)
y aC 3¢, 9 p 2" " 02 ’

i ¥ on 373 MO

The partial derivative of the Lagrange function ¢ by the Lagrange

multipliers, i.e. o B., and §, are given by as follows:

J> 7

99 As
————(—_L iy j=1,2,¢+,N (4.25)
90 . u.C.

J 373
39
— =X, j=1l,2,%¢*,N-1 (4.26)
9B, Y

J
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and

3 .
——-=—(X1+X2+°-'+¥

-1) ' (4.27)
38 '

N-1

Therefore, the second of the necessary conditions; i.e. Eq.(3.13),

means that the optimum solution x must satisfy several equations

given by
A,
—(——J——l)ZO j=1,2,"‘,N (L’.28)
u.C, .
dJ
ijO j=1,2,++4,N-1 (4.29)
—(x¥x,%e 0otz 1-1)20 : (4.30)
Aj ’
) ag(——-1)+] Byxy=8(xy#xotesedmy 1-1)=0  (4.31)
J u.C. J
JdJ
and
020, B;20, 820 121,200 ,N, §=1,2,++,N-1(4.32)

From Egs.(4.28)-(4.32), it is easily recognized that:

(a) 1If Aj/ujCj—»l, then Lj-roo, i.e. 8+ -, Thus, aJ; must be equal
to zero.

(b) Since ij=Aj/uj, Xj>0' Thus, Bj must be equal to zero.

(¢) Similarly, XN=1-(xl+x2+---+xN_l) must be larger than zero,
thus, 8§=0. _

From the above conditions (a), (b), and (c), and Eqs.(4.23) and

(4.24), we obtain

C oL, C 3Ly -
———dy N_, j=1,2,¢++,N-1 (4.33)

Y acj Y aCN
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which results in

oL, .
—4 = gonst. for all j
_aC, .
J

Next, we consider the sufficient conditions, i.e.Egs.(4.14) and
(4.15). These conditions imply that the objective function S must
be a continuous, differentiable and concave function of vector x,
and the constraint functions must be convex functions. The objective

function Eq.(4.2) and the constraint functions Eqs.(4.7), (4.8),

and (4.9) clearly satisfy these conditions. Q.E.D.

Assumihg that the message length is general, Eq.(4.1) is given
by-

pi(Z—pi)
—=——=5]=const. for all i (4.34)

0.
—l[1+(1+u?oi)

i

Espécially, when the message length is Erlangian with phase k,

0§=1/ku§, then Eq.(4.34) is rewritten by

pi l Di(z—pi)
——[l+(l+——-)————————§:]=const. for all i (L4.35)

Ci k 2(l—pi)

For k=1, the message length is exponential, and

0.
= 5 = const. for all i  (4.36)

From Eq.(4.36), the square root channel capacity assignment+

t See CHAPTER 5.
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given by Kleinrock -is easily derived.

For k=», the message length is constant, and

0. p,(2-p.)
i+ 12 J=const. for all i (4.37)

Ci 2(l—pi)

4.4 Numerical Results and Considerations

We are now ready to make an evaluation of the optimum channel
capacity assignment whichris derived from the optimum channel
capacity assignment theorem described in Eq.(4.1). To do this,
we must observe the behavior of total average message delay and
channel capacity assignment properties both with the optimum |
channel capacity assignment and with some other plausible channel
capacity assignment. The most plausibie and intuitively reasonable
assignment is the proportiodnal chanhel capacity assignment which
assigns a fraction of the total capacity C to each channel in

direct proportion to the traffic carried by that channel, viz.

A

_i
Ci———-C (4.38)
A
where
>‘=§)‘i (4.39)

In the following numerical results, we assume that the message
length is Erlangian with phase k, and Uy =H.
First, we consider the two-channel model as shown in Pig.hk.1.

In this figure, A,  1s the average traffic rate entering the i-"

i
th channel, .

Ay +A,=y A - (4.4%0)
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Ay=ad 3 0<a<l - ) (4,41)

and the network utilization p is given by

p=— (4.42)
ucC

1> ]

1/u

X2,02

Fig.l4.1 Two-channel model

The properties of the channel capacity assignment for both
.assignments are shown in Fig.4.2. In Fig.4.2, we show the
properties of channel capacity assignment probability for the
optimum assignment and the proportionél assignment, where Ek
shows the Erlangian distribution with phase k.

With the optimum assignment, the assignment probability varies
. according to the variation éf the network utilization or the
traffic rate vy. On the other hand, it is clear that, with the
proportional assignment, the assignment probability is constant
independently of the network utilization. The assignment probability

x. for the first channel, which transmits more traffic than the

1
second channel, with the optimum assignment, is smaller than that
with the proportional assignment. The difference between them

decreases as the network utilization'gets to unity. At the extrene

case that p+1, that difference is zero. Furthermore, it is

recognized that the difference reduces as a gets large, 1.e. the
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variation between Xl and X2 gets small, or the phase k of the
Erlangian message length gets small, i.e. the variance of message
length gets large.

In Fig.4.3,'we show the incresing rate of the total average
message delay for the proportional assignment to that for the
optimum a;signment, i.e. (Tp-To)/TO, where T is the total average
mgssage delay for the optimum assignment, and Tp is that for the
proportional assignment. The increasing rate gets large‘as the
variancé of message length gets large. When the message length
is equnential with maximum variance, the increasing rate is
maximum, and constant independently of the network utilization p.
The increasing rate for the Erlangian message length with phase.
k(>1) is equal to that for the exponential message length at tﬁe
.extfeme'case that p+0. A8 p increases, it reduces slowly, and
it has the minimum value at some network utilization QMn.(ﬂ1this
example, at about p=0.75). Moreover, it increases rather fast with
increasing nétwork utiliiatioﬁ beyond the value Pnin® At the extreme
case that p~+1, it approaches the value of the increasing rate for
exponential message length. '

Next, we consider a ladder network with six nodes and fourteen
channels as shown.in Fig.4.4. Por the numerical computation, we
give relative traffic matrix as shown in Fig.4.5, and give a
fixed routing of messages as shown in TABLE 4,1. As the result, the
relationship among éhannel traffics Ai(i=1,2,---,1ﬂ) is obtained

as follows:

A1= )\3=)\ 7= A8=)\ 12=)\ 13
Ao=Ay=ry0=A117 M
>\6=>\9
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Fig.4.4 Ladder network with six nodes and fourteen channels

Destination node
1 2 3 4 5 6

1 0 1.0 1.0 1.0 1.0 1.0

no

1.0 0 1.0 1.0 1.0 1.0
3] 1.0 1.0 0 1.0 1.0 1.0

1.0 1.0 1.0 0 1.0 1.0

Source node
=

51{1.0 1.0 1.0 1.0 0 1.0

6|10 1.0 1.0 1.0 1.0 O

Fig.l4.5 Relative traffic matrix

A :A6=l.0:0.6:0.2

1:A2 |
In Fig.4.6, we show the increasing rate of the total average

message delay for the proportional channel capacity assignment
to that for the optimum chanhel/capacity aSsignment." It is

easily recognized that the behavior of the increasing rate is

simillar to that for the two-channel model as shown in Fig.4.3.

&l



g9

TABLE 4.1 ROUTING OF MESSAGES.

Destination Node

_ Source Node

1 2 3 j 5 6

. c, 01,0y ¢,,Cy, €104 ¢,
Cp . c, €,y Ciq 01550,
“11-%0 ‘11 i °3 ©3:Cy €320
€y5C5:C6 | C19:Cy7 €10 * Cy Cy»Ce
€550 Cqy CgsC1y ¢ * o,
Cg Cg,Cy C6:01,C, | CgsCq Cq %




Therefore, it is found that the numeriéal results as shown in @ °
Figs.4.3 and 4.6 show the basic relation between the total average
message delay for the optimum channel capacity assignment and that

for the proportional channel capacity assignment.
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Fig.4.6 1Increasing rate of total average message delay for

proportional assignment to that for optimum assignment,

(T ~T) /T,

4.5 Conclusion

We have discussed the optimum channel capacity assignment
problem. The solution to that prbblem in fhe case of general message
length has been found, which is referred to as the optimum channel
capacity assignment theorem.:The optimum channel capacity assigrment

theorem gives the necessary and sufficient conditions to assign
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capacity to channels in order to minimlze total average message
delay under a fixed total capacity constralnt

Moreover, we have compared the optimum channel capacity assigmment
to the most plausible and reasonable channei capacity assignment,
i.e. the proportional channel capacity aséignment. . PFrom the
numerical results, it has been found that (i) the ihcreasing rate.
of total average message delay for the proportioﬁal assignmenf to
that for the optimum assignment increases as the variation among
channel traffic rates or the variance of message length gets large,
(ii) the increasing rate for éxponential message length is maximum,_
(1iii) the increasing rate for Erlangian message length'is equal to
that for exponential message lengh in the case that the network
utilization approaches zéro; it deéféases slowly as‘the network
utilization increases, it increases rather fast with increasing
network utilization beyond certain value of hetwork utilization °
with the minimum increasing rate, and approaches the value of the
increasing rate for exponential message length at the extreme case

that the network utilization gets to unity.
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CHAPTER 5
EXTENDED OPTIMUM CHANNEL CAPACITY ASSIGNMENT PROBLEMS

5.1 Introduction

The optimum channel capacity assignment problem given by
Kleinrock [161, is to find‘the optimum channel capacity assignment
in ofder to minimize total average message delay under a fixed
tdtal capacity constraint. In this chapter, we consider extended
optimum channel capacity assignment problems based on Kleinrock's
problem. The extended problem formulated by Meister et al.[30]is- to
£ind channel capacity assignment in order to reduée variation among
channel delays. On the other hand, Kleinrock's problem may be
intérpreted as a problem to find the cpannel capacity assignment
in order to minimize thée total number of messages in the network,
i.e. the sum of queueing messages on all channels. Thus, we may
formulate another extended optimum channel capacity assignment
problem to find the channel capacity assignment in order to reduce
variation among the numbers of queueing messages on channels. This
formulation is particularly important when the buffer size is a
ecritical factor such as in facsimile network. It will be shown
that the assignment for our extended problem hés a dual relationship

to the assignment for the exténded problem by Meister et al.

5.2 Extended Optimum Channel Capacity Assignment Problem for

Delay Variation

Meister et al. observed that in minimizing total average
message delay T in Kleinrock's optimum channel capacity assignment

problem, wide variation was possible among channel delays Ti' As a
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result, they formulated an extended optimum channel capa01ty

a331gnment problem as follows

Extended Optimum Chahnel Capacity Assignment Problem [A]

Objective function; i l/a
Z—— + mig (5.1)
iy

Constraints; p;<1 and IC,=C ' (5.2)
i

where C is a fixed total capacity.

Concerning Problem [A], it is easily recognized that for a>l, the
variation emong channel delays 1s -forced to decrease, and for 0<a<
1, it is forced to increaseTV or cource;’when a=1, the ebmﬁaprdﬂem
is Kleinrock's problem-whose solution is referred to as the'sduare'
root channel capacity assignment. | |

The solution to Problem [A] with a given value a, which we ‘dencte

by C. (a)’ may be written as

1/(1+a) , o/(1+a)
A A /
c’f(°‘)=—1+cal i ui_ , (5.3)
uy Xl%/(lw)/ug/(lm)
J
where
c, =C-: Aj/uj (5.4)

J
Aj/uj represents the average traffic rate at which bits will enter
the j-th channel, that is, the minimum capacity which must be

assigned to the j-th channel. Therefore, the expression for Ca

t In the paper by Meister et al., they didn't discuss the case
that o is real. However Problem [A] and its solution- hold good

for any p031t1ve real value a.
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represents the excess capacity which is merely the difference

between the fixed total capacity and the sum of minimum capacities

assigned to each channel.

Furthermore, using this channel capacity assignment, Eq.(5.3),

the channel delay and the total average message delay, which we

denote by T:(a) and T*(a) respectively, may be obtained as follows:
I A;/(1+a)/u§/(l+a)

1
o (el J (5.5)

1
10y AL/(19) a/(1re)

o 2o/ (1+a) 31/ (14a)
o () y 2 J (5.6)
yc, i u1/(l+a) J Pg/(l+a)

Next, we.consider Problem [A] more carefully.
At the case that a=1, we can easily obtaln the square rootchaimnel

capacity assignment which is given by

Gt (5.7)
+ us a AT
1 PR

As we mentioned earlier, as a gets large, the variation among

channel delays reduces. Especially, when a->«, we have

A 1/u. '
c;(”)= £ c, 1 (5.8)
Y Z_: l/UJ

i
J

In this extreme case, the channel delay is given by'
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: —5— ' - (5.9)
J ) )

From Eq.(5.9), it is clear that each T, is the same, that is,

there 1is no variation among them. And,. Equation (5.6) reduces to

[

1
c_ i .
¥, i My

NSO SPUN Rl - (5.10)
a J

At the other extreme case that a -+ 0, we have

A A,
c§(°?= 1 4 L (5.11)
19 le
J
A,
; 1 | . '
T;(0)= 4 : (5.12)
uiCa Al ‘
and
1 1
* .
(0. —y — 7 (5.13)
¥C, 1wy J : _

In this case, 1t is recognized that the excess capacity is assigned
to each channel in direct proportion to the message arrival rate

(messages/sec) at that channel.

Next, we assume that Uy =u for all 1i. This assumption is réasonable
for message-switching networks such as computer communication
networks. By making the above assumption, we reduce Egs.(5.3)-
{5.6) and (5.10)-(5.13) to the following equations;

For any positive real value o, we have
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1/(1+a)
Gl Mo M
oo %1/
J

p
C =C_ —
a J wu

N AL/ (1+a)
A g’

1
uc, A%/(l+a)

and

uyCa i

IO e/ (e)y 31/ (Le)
J

In. the case that o>, we have

u N
T:(m)= u
uC,
and
N
¥
() y Aq
uyCa i

In the case that a >0, we have

LI S SR
= v 2z, LA
: J J

7?

k&

(5.

(5

(5.

(5.

(5.

(5.

(5.

14)

15)

.16)

i7)

18)

19)

20)

21)



(0. 4 < o (5.22)
uCa Al
and
N
o (0D, Iy - (5.23)
uyC, J-

This assignment gives capacity to a channel in direct proportion
to the traffic amount (Ai/u bits/sec) carried by that channel.

Thus, 1t is called by the proportional channel capacity assignment.

5.3 Extended>0ptimum Channel Capacity Assignment Problem for

Queue Variation

The well known Little's formula [55] says that éferage queue
length Li is merely a product of message arrival raterli and
channel delay Ti' Therefore, it is easily recognized that the
total average message delay is directly proportional to the sum
of average queue lengths in all channels, i.e. the total number
of messages within the network. Thus, Kleinrock's problem may be -
interpreted as an optimum channel capacity assignment problem
whosé solution is the channel capacity assignment minimizing the
total number of messages within the network. Here, we consider the
variation among the queue lengths Li’ and formulate another
extended optimum channél capaciﬁy assignment problem different
from Problem [A] as follows:

Extended Optimum Channel Capacity Assignment Problem [B]

Objective function;

[ g iy ]1/“ > min. (5.24)
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Constraint ; pi<l and XCi=C ‘ (5.25)

(a)

The optimum channel capacity assignment, which we denote by Ci R

is given by

A (. /u )% (1+e)
clod 21 ¢ 171 (5.26)
" w2 £, /u, ) (1+e)
FAE

and the average channel delay and the total average message delay,

which we denote by Téa).aﬁd T(a) respeétively, are given by

o/ (14a)
(o) 1 §(>‘j/“j)
Ti = (5.27)
HiCqy (Ai/ui)o‘/(l.m)

1 As Al
W Ty (2)M/(redy (Zhye/Ge) (528
J

¥, 1wy : My

i

Proof. Problem [B] can be reformulated as follows:

Objective function; f£(C )=2 Lg‘ ~ min. (5.29)
i

Constraint? g(C’)=? C&—Ca=0 (5.30)
l .

+ In Eq.(5.31), we allow Ci to take zero at which case pi=1. Thus
the constraint equation Eq.{(5.31) is different from the original
constraint that pi<1 (Eq.(5.25)). However, when pi+1, Li+4», which
shows that the objective function given by Eq.(5.29) can never be

minimum for C£=O. "Thus, it is reasonable that Eq.(5.25) is

replaced with Egs.(5.30) and (5.31).
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C*20 . (5.31)

where C‘=(Ci,05,°°-;0’) and
cz=c{¥ 5. /. | | (5.32)

1 1 1 1

Concerning the reformulated problem, the objective function £(C”)
is a continuous, differentiable and convex function with respectA
to vector C”. And, both the constraint functions Egs.(5.30) and
(5.31) are linear functions with respect to C7, that is, special
forms of convex functions. For the proof of the above problem, we

use Lagrange function given by
$(C7,u)=£(C")+u-g(C") (5.33)

where u is a Lagrange multiplier. From Kuhn-Tucker theorem [561],
the necessary and sufficient conditions for (6',3) to minimize
£(C”) under the constraint given by Eés.(5.30) and (5.31) are as
follows:

(i) necessary conditions

Ve-9(C7,0)20 (5.34)
Cevg-0(C”,a)=0 v . (5.3%)
v, (C",0)=0 (5.36)

(11) sufficient condition

¢(6’,a) is a convex function with respect to both € and u.

Since f£(C”) and g(C”) are convex, ¢(C”,u) satisfies the sufficient

condition.

75



Next, we consider the necessary conditions. On the assumption
that the message length is exponential, the average queue
length Li is given by

A,

L= 1’ . (5.37)
M50y

Therefore, partially differentiating Eq.(5.33) with respect to
vector C”, and evaluating at (E',ﬁ), we may rewrite Eqs.(5.34) and

(5.35) as follows:

Ai a-1 i ~ |
[—a( L, 1 2+u}20 (5.38)
uiC4 MiC4
N Al Ao _
) Ci[—a(——%&-a R '+u]=0 (5.39)
i u.C7s Na2
i i uiCi

Furthermore, partially differentiating Eq.(5.33) with respect to

u, and evaluating at (6’,&), we may rewrite Eq.(5.36) as follows:
g C{-C, =0 - (5.40)

The necessary conditions mean that the optimum solution (E’,ﬁ)
must satisfy Egs.(5.38), (5.39), and (5.40) simultaneously. And,
Li**» for 6£~+o, thus it must hold that 8£>o. |
' Therefore, from Egs.(5.38), (5.39), and (5.40), we obtain

A, e L -
—a( —2—)% "t X 40 (5.41)
L u, 022
i 1

or
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A A v
C.=(_i‘_)l/(l+a)(_i)a/(l+a) (5.42)
u By

Substituting Eq.(5.42) into Eq.(5.32), we find

Z C{=(_:_)l/(l+a)z(__}_)a/(l+a)=ca (5.43)
i u 1 ui
from which :
a ‘ ¢ |
(&) 2 (5.44)
u Z(Li_)a/um)
i My

From Egs.(5.42) and (5.44), we obtain

o/(1+a)
S (A;7u3) (5.45)
i7a o/(1l+0) >
g(kj/uj)
Substituting Eq.(5.45) into Eq.(5.32), we arrive at
A ()\./u.)a/(l"’a)
c§°‘)= —+C, ——= ; (5.46)
W o/ (1+a
i ?(Aj/uj)

J

Finally, substituting Eq.(5.46) into Egs.(2.6) and (2.4), we can

easily obtain Egs.(5.27) and (5.28). Q.E.D.

Next, we consider properties of Problem [B], and the relation
between Problem [A]1 and Problem [B].
It is clear that for o=1, Kleinrock's problem and its solution,

i.e. the square root channel capacity assignment, are obtained.
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(1) Concerning the total average message delay, the following

equation holds good.

‘T(“)=T(1/°‘) (5.47)

The variation among the average queue lengths Li decreases by
raising Li to a-th power. On the contrary, the variation increases
by raising L, to (1/a)-th power. However, from Eq.(5.47), we find
that the total a#erage message delay T is same for both cases.

As we mentioned above, the variation among the Li decreases with
increasing a. In particular, let us examine the case o -+,

(2) For o »», we have

A A /U,
(o) _ "1 i7hg
c; _—u 0, ——— (5.48)
i g Xj/uj

This assignment gives capacity to a channel in direct proportion
to the traffic amount (bits) carried by that channel. Commonly,

it is known as the proportional channel capacity assignment. From

(=)

N is given by

Egs.(5.37) and (5.48), the average queue lengths L

T A
n{™- 7L (5.49)
Cy J My
From Eq.(5.49), it is recognized that, in the extreme case that
o>, we have no variation among the L..

i
From.Eq.(5.48), the channel delay T§m) is obtained as follows:

T3 = — 24 (5.50)
u,

Xica J 3
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And, from Egs.(5.50) and (2.3), the total average message delay

is obtained as follows:

N

A, .
(e 34 | ' (5.51)
J .

YC, j

(3)_At the other extreme case that a+0, we have .

A C
C§O)=-—5;+‘—5L (5.52)
Hy N
From Eq.(5.27), the’ .channel delay T§0) is obtained as follows:
) S C (5.53)
uiCa .

And, from Eq.(5.28), total average message delay T(O)Ais given

as follows:

N AL
POy i (5.54)

¥YC, 1wy

At that extreme case, the assignment gives each channel its -
minimum required amount (Ai/ui) Plus a constant additional amount
Next, we assume that ui=u. As we mentioned earlier, that
assumption is reasonable. On that assumption, Egs.(5.26), (5.27),

and (5.28) reduce to as follows:
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Xq/(1+a).

L (a) Ay i '
Cy '=——4C, (5.55)
T ) )\oc/(1+a) :

L5
J
Xllq/(1+a)
(@)__+ § 9 -
T70= ._ (5.56)
uc, )\c;/(lﬂx)
I
T(a)= z )\i/(l"'d) X }\g.l/(lﬂx) (5.57)
yuc, 1 -J '
At the case that o>, we have
AL AL
C(°°)=—1—+Ca =
u § Ay
A1
= —> (5.58)
) xj/u
J
. 1 z Aj .
(™ — L~ (5.59)
C A
a 1
and
N
(=)= I A . (5.60)
yuc, J 7
End, at the case that o >0, we have
A C
(0. "1, "a (5.61)
1
u N
N
(% — (5.62)
uC,
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and

ey, | (5.63)
| s |

On this assumption that Uy =u, some close relations between Problem

[A] and Problem [B] can be found.

First, we consider the optimum cahnnel capacity assignments for

Problem [A] and Problem [B]. | |

(4) The channel capacityvassignment to decrease the variation
among the queue lengths Li in Problem [B], is the same as
that to increase the vafiation among channel delays Ti in

Problem [A], that is,

(a)_~*(1/a) : ‘
c;™=cy A . {5.64)

From Eq.(5.64), it is recognized that if we decrease the variation
among the Li’ the variation among"che-T:.L increases, mithe~¢ontrary;
if we increase the variation among the Li’ the variation among the
Ti decreases.

Concerning the total average message delay for these two problems,
the following relation is found.

(5) The total average message delay given by the capacify assignment

| to reduce the variation among the Li in Problem [B], is equal
to that given by the capacity assignment to reduce the variation

among the Ti in Problem [A], that is,
£
(@) op* (@) | | (5.65)

It is amazing that, though the capacity assignment for Problem
[A] is different from that for Problem [B], they have the same

total average message delay.
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5.4 Numerical Results and Considerations

The first numerical result which shows the effect of o in’

Problem [B], is obtained by using a simple two-channel model as

shown in Fig.5.1.

Ay>1/u75C4

PRV

Fig.5.1 Two-channel model

In Fig.5.1, we have two channels from
node. The i-th channel carries traffic Aj

quantitative relation between xl and AZ
A1=£'k2

Furthermore, we assume the rate of the

the first channel to that on the second

(a) ,r (a)_;1/(1+a)
Llu /Lza =z o

The behavior of this relation is shown
queue lengths onboth channels are shown

and 0.5.

the first node to the second
(messages/sec), and the

is as follows:
(5.66)

average queue length on

channel is given by
(5.67)

in Fig.5.2, and the average

in Fig.5.3, where £=0.1

As shown in these figures, it is easily recognized that as o gets

L(a)

large, 1 increases and Léa) decreases. As a result, the

variation among the average queue lengths decreases, as we expected.
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Network utilization p

Fig.5.2 Rate of average queue length on the first channel to

that on the second channel

It may also be seen that the reducing rate 6f the variation
increases, as the ratio £ decreases, i.e. the variation among
Al and A2 increases. _

Now, let us consider the design of buffer size. Usually,
the buffer size, which we denote by B [messages], is determined

by the following equation.

™8

P(k)<e (5.68)

k=B

where P(k) is the steady state probability having k messages in
the queue, and e is a given block probability.
Since the channel is mathematically modeled as a queueing unit

M/M/1, P(k) is given by

P(k)=(1-p)p¥ (5.69)
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Fig.5.3 (a) Average queue length versus network utilizatin;

.1

£=0
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Fig.5.3 (b) Average queue length versus network utilization

£=0.5
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where p is the channel utilization.

From Egs.(5.68) and (5.69), we find that

log €
Bs —— (5.70)
log p

In Fig.5.4, we show the buffer sizes for the first channel and

the second channel, which we denote by Bga) and Béa) respectively;
10+

where e=10" .
ple) glo)
2.0x102} 2 1t
— a=0—————~ i !
0 1 /1y
9 2 ,‘=,' Y
) 5 /y
0 / !
m  1.0x10%L A/
[} - / ;s —0
E s /oy 1
- A |
~ / /—L—-—,—Z
3 - /{_/__,._/____1_5
—~N5.0x10' ‘s ! .
7 7 7
A" - ’ // ’ /
7/ 7/ 7/
\_a/.——l ,/ // // /
m B A ’
on s, . /
g ///// // //
o] - Ve e // 7
0 e 7
, - // //
- P
s_. P - // //
QG—)a 4 ///// .7
G //// g ///
S 1.0x101} ,’/:// e
B /s P
ud v ayd //
L 7.7
2V
ad //,/ . .
1 1
5.0 l
0 0.2 0.4 0.6 0.8 1.0

Network utilization

Fig.5.4 (a) Buffer size versus network utilization;g=0.1

+ For s=10_b, the buffer size is b/10 times as great as that for
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Fig.5.4 (b) Buffer size versus network utilization;£=0.5

As shown in Fig.5.4, we can decrease the difference between Bi @)
and B(a) by 1ncrea31ng value of o, which may also be deduced from
Fig.5.3. The reduction of the difference is due to the decreasing
of Béa) and the increasing Bia). Furthermore, as £ gets large,
the difference decreases.A

Now, it is costly to implement many buffers with various
Sizes for cahnnels in a network. Thus, 1t is désirable to standardize
the buffervsize. For the above two-channel model, Béa)(>B§a))
may be considered as the standardized buffer size . Therefore,

it is able to make the standardized buffer size small by getting

o large.
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Next, we consider a ladder network with six nodes and fourteen -

channels as shown in Fig.5.5.

| A s C [~
- 57 75 M1 C1g
A A A
3 2 of A6 Ayl [ 212
C C
3 2 _ Col % Ciyl | 1o
Ays Oy / A02C10 J"
2 ) {4 ) {6
. —_/

A
8» C8 A13, C13

Fig.5.5 Ladder network

For the numerical computations, we give arelative traffic matrix

r

. as follows;

Destination node

1 2 3 L5 6

1[ o 1.0 1.0 1.0 1.0 1.0
@ 2|1.0 0 1.0 1.0 1.0 1.0
g 3/1.0 1.0 0 1.0 1.0 1.0
§ 411.0 1.0 1.0 0 1.0 1.0
» 5[1.0 1.0 1.0 1.0 0 1.0

61.0 1.0 1.0 1.0 1.0 ©

and give a fixed routing of messages as shown in TABLE 5.1.

As a result, the quantitative relation among the traffics Xi is
as follows: .

11=A3=X7=18=A12=X13
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68

Source Node

Destination Node

TABLE 5.1 FIXED ROUTING OF MESSAGES

1 2 3 4 5 6

* c, cy C,h,C) ‘cl,c2 C15CrsC
c * 0g:C4 cy C55C1,C, | ©€),C5,
c, CesCy % Ce c. C,\Cq,
Cg-C3 CS. Cq * C10:C14 10
€11:C5 €122%13:C8 | C11 €12:C13 * €12
C132Cg5C3 | C13,Cg C145Cq, 13 C1y *

2°0:9°0:0°T=\:%y: Ty

=9‘(
=Z‘{
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In TABLE 5.2, we show the total average message delay given by
the optimum channel capacity assignment for Problem [B]. As a
matter of course, for o=1, the capacity assignment is the square
root channel capacity assignment which gives the minimum value
of total average message delay. And, it.is also recognized that

as a gets large, both T(a) and T(l/a) increase. Of course, T(a)=

T(l/a) and T(O‘)=T*(°‘).

b

TABLE 5.2 TOTAL AVERAGE MESSAGE DELAY (sec)

16 32 | 64 | 128 | =

1 1.1 1
) i6 32 6L | 128 0

[

ISTE Y

=l =

|-
'_I

0.1{0.247(0.248(0.251{0.254]0.256/0.258[0.259|0.259 0.259

0.31710.319]0.323/0.327|0.330}0.331{0.332{0.333/0.333
CUHL10. 44T 10.452{0.458|0.462|0.464|0.465(0.466]0.467

0.740 0. 744 [0.753]0.763|0.769]0.773]0.775]0.777 0. 778
2.22212.232}2.260}2.288 2.308 2.32012.326 2.33012.333

o
O | N |lwv|w
O

In Fig.5.6, we show the increasing rate of total average message
delay>for a=1l, to that for positive real value a. The increasing
rate may be written as (T{®-p(1)y,r(1) mrom Fig.5.6, it is
recognized that as o increases, the Increasing rate increases
réther fast at the case that 0<a<8, and more slowly at the case
that o>8. However, we may find that the increasing rate is not
so large. .

In Fig.5.7 and 5.8, we show the variation among the channel

delays, which we denote by Oms and the variation among the
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message delay, (T(a)-T(l))/T(lkloo(%)

Increasing rate of total average

- ——

o

(SISO

e =

o~ o

16 32 64 1028eeess o
11 1 1 ...,
Tg 32 64 128

o

Fig.5.6 Increasing rate of total average message delay

queue lengths, which we denote by OL. These variations are defined

as follows:

where

|
il
ooy
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Variation among channel delays O

.25

.00

.75

.50

.25

- -

[} 1 1 1 1 |
% 1 2 4 8 16 32 64 128eew

1 1
gl L 1 1 1 1
28 %7 32 16 8§ ¥

Fig.5.7 Variation among channel delays
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As shown in Fig.5.7, Orp increases as o gets large, which we
expected earlier. ;Moreoﬁer, it is recognized that the increésing
amount of OT is large for large network utilization p. At the
extreme case that a =0, in which the excess capacity is divided
into equal amount for each channels, we have no variation among
channel delays. And, as shown in Fig.5.8, o, decreases as o
inéreases, which i1s mentioned earlier. Furthermore, we find that
kthe increasing amount of oL, increases as network utilization
increases. At the extreme case that o +«, which gives the
proportional channel capacity assignment, we have no variation
among queue lengfhs. Therefore, it is obvious that the cﬁannel
capacify assignmenf for Problem [A] has a dual relation to the

assignment for Problem [B].

5.5 Conclusion

In summary, a new extended optimum channel capacity assignment
problém hés been formulated for store-and-forward communication
networks. The optimum channel capacity assignment problem as first
given by Kleinrock is to achieve the minimum total average message
delay, which may be also interpreted as a problem to minimize the
number of messagés within the network. The new extended problem
is to find the channel capacity assignment to reduce variation
among queue lengﬁhs. The solution for the extended problem results
in:(1)Total average méssage deiay for the channel capacity assigrment
reducing varigtioﬁ among the queue lengths, is equal to the
assignment increasingtﬁaf variation. (2)The‘proportional channel
capacity assignment has no variation among the queue lengths. (3)

The channel capacity assignment which gives each channel its

°L]



required capacity.blus a"constanf.additional capacity, has the
maximum #ariation among‘thevqueue lengths. '
Furthermére, by assumingvthat all dfrchannels have the same
average message length, it has been found that there exists a dual
relation between the new extended probleﬁ and the other extended
problem reducing variation among channel delays given by Meister
et al. as follows:(1l) The channel capacity assighment making fhe
variation among the queue lengths to the g« degree, is the same as the
channel capacity assignment making the variation among the channey
dealys to the 1/a degree. (2) The former assignment is different
from that making the variatiohaﬁx@ the channel delaysrto the o

degree,. but both have the same total average message delay.
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" CHAPTER 6
CONCLUSIONS

Some important objectives of this thesis were to gain useful
techniques applicable to store-and-forward computer.communication
networks.

The sgveral significant results in this theSis are summarized
‘as follows:

(1) Optimum route assignment problem

‘The opftimum route assignment theorem has been obtained, which
gives the necessary and sufficient conditions to find the optimum
route assignment minimizing total average message delay.

For a simple multiple-channel model; the optimum route assignment
has been compared with the equal-delay-principle route assignment.
As a result, it has been found that as traffic rate increases,
the commencement of detour for the optimum assignment appears

earlier tﬁan that for the equal-delay-principle assignment.

(2) Adaptive routing procedure

A new adaptive routing procedure based on the optimum route
assignment theorem has been proposed, in which an estimated value
of 3L/3A is used as routing informations, where L 1s the average
queue length, and A 1is the average traffic rate.

From simulation results, it has been verified that the new
procedure can achieve smaller total average message delay than

ARPA procedure.

(3) Optimum channel capacity assignment problem

The optimum channel capacity assignment theorem has been

obtained, which gives the necessary and sufficient conditions



to find the optimum channel capacity assignment minimizing total
average message delay in the.case of general message length.

(4) Extended optimum channel capacity assighment problems

An extended optimum chanhel capacity_assignment problem has
been formulated and solved. It is a channel capacity assignment
problem“to reduce variation among queue lengths. It has been found
that this extended problem has a dual relatiqn with the extended
problem given by Meisfer €t al., which gives a channel capacity
_assignment reducing variation among channel delays.

In this thesis, we have developed several optimization
problems on store-and-forward computer communication networks
which deal with one kind of messages with one average message
lengh. Therefore, the obtimization pfoblems for the network which
deal with manyrkind of messages, for example, interactive message

and file message,vare left unsolved for future reseafch.
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APPENDIX A
GENERAL INDEPENDENCE ASSUMPTION TESTS FOR A NETWORK

Fultz introduced the general independence assumption, and showed
its validity for a simple model with three nodes. Irithis appendix,
its validity is verified for a more'compiex network model with six

nodes and fourteen channels as shown in Fig.A.1,

_ €y o~ Ca
(I,T , (z) 1
_/ et N\
P—, Cio Ci1
C7 C6 . 013~ 014 Clo C3
A T | Cy
D) LT )
- Cs.

Fig.A.1 Model for general independence assumption test

In this model, it is assumed that the distribution of message
length is Erlangian with phase k=1,3, and «, which we denote by
El’ E2’ and E_ respectively, the channel capacities are given by

10 kbits/sec ;i=l;2,+¢+,6
Cy= 6 kbits/sec 31=7,8,00+,12
2 kbits/sec 3i=13,14

and the relative traffic matrix is given as follws:
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destination node

12 3 4 5 6
1 (0o 171 1 1 1]
101 1 1 1
[}
T3 ]1 1 0 1 1 1
[
o 4 1 1 1 0 1 1
£
55111101
2]
6 (1 1 1 1 1 0

Furthermore, a fixed routing for messages is shown in Fig.A.2.
In this model, each channel may. be mathematically modeled as M/Ek/]”
thus the channel delay Ti is given by »
. o

T = Ay — 3 - (A.1)
From Eqs.(2.3) and (A.1), the total average message delay is
found as follows:

14 2

o
T= § [og+(1+l) —E 77y (a.2)
i=1 k 2(1—pi)

Figure A.3 shows a comparison of the total average message delay
obtained from Eq.(A.2) and that obtained from simulation. As
shown in Fig.A.3, it i1s confirmed that there is adequate agreement

between simulation data and theoretical result.
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Fig.A.2

Fixed routing for general independence aésumption test
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Fig.A.3 Comparison between simulated total average message delay

and theoretical result.
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APPENDIX B
PRCOF OF EQ.(2.3)

Average message delay for messages with source node Ns and

destination node Nd’ which we denote by st, is given by

5™ L Ysq'Zsq (B.1)
Ygq K=1
where
N4 snumber of routes from N to Nd
éd),average number of messages transmitted on the k-th
route R, (s,d) from N to Ny
éd),average delay for messages transmitted on the route
Rk(s,d) from Nsito Nd
and

Yoq™ Z Yég) ‘ o (B.2)

By defining that

3B.eR (s,d)
s (1) { 1k (B.3),

0 ;BiﬁRk(s,d)
‘Equation (B.1) may be rewritten by follows:
1 x) ¥ (i)

7 = —— 2 Y I 8.q (LT (B.4)
sd =1 54 45
Ysq K B
where
Bi s the .i-th channel in the network

N ; number of lines in the network
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Ti saverage channel delay for_Bi

On the other hand,.the total average message delay is obtained by

== 7z (B.5)
s,d ¥ sd

Substituting Eq.(B.4) into (B.5), we obtain

- Y . N )
= ] =24 L Z vy sy, (.6
5,4 ¥ ygq k=1 i=1

We may change the order of summation for triple sum and regroup

terms such that

N T, :
7= § Ly Z {8 (1) v (B.7)
vi=l Y s,d k=1
Since -
n .
YR 3 {1y O (B.8)
S, d k=1 . )
we arrive at
N A,
T= J —— T,
i=1 y *
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APPENDIX C
PROOF THAT EQ.(2.11) IS A CONCAVE FUNCTION OF VECTORrx=[x§d]

From Egs.(2.6),(2.7), and (2.4), it is easily recognized that

Li is a convex function of Ai, which may be written as follows:

L, -< al,  4+(1-0)L,
T =ar+ (1-a) X = ta=x (c.1)

Since the relationship between Ai and x?d is given by.Eq.(2.9),

we have
Ly’
x=ay+(l-a)z
=L,
l’ki= T lays +(1 a)zSd ]st
jss,d|B,eR,(s,d) J
J
=L,
i Ai=[ af ysd Y?d
J,>s,d|B, eR; (s,d) J
+(1-a)Z 254 (54 4 - (c.2)

,s,d|By eR, (s, d) EIRE

Similarly, we have

L. =L,
Hx=y = 5 sd ysd (o 3y
J,s,d|B,eR,(s,d) 9
1
L. =L, (c.u)
=y S P sd sd

\ 13,8, dIB eR; (5,d) ERRE
From Eqgs. (C 1),(c.2),(¢.3), and (C. 4), it is found that

Li < 8Ly +(1-0)Ly (c.5)
x=qy+(l-a)z Tix=y X=z
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Equation (C.5) implies that L, is a convex function with respect

i
to x=[x§d]. Thus, -the linear sum ZLi/Y, which has positive
coefficients 1/v, is also convex: [75]. This 1s the same that

Eq.(2.11) is'a concave function of X. Q.E.D.
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