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Abstract

An ATM (Asynchronous Transfer Mode) is a promising technology for realizing B-ISDN (Broad-
band Integrated Services Digital Network) that can transfer many types of multimedia informa-
tion. In ATM-based networks, all information is transferred by dividing into fixed-size packets
(called as cells). The ATM network is a connection-oriented network by virtue of a notion of
virtual circuits called VPs (Virtual Paths) and VCs (Virtual Channels). The switch capability
can be implemented in hardware because all information is transferred as fixed-size cells, and
because cell routing at the switch is rather simple due to connection-oriented communication.
For these reasons, the ATM technology is able to realize gigabit-class networks, which had been
considered to be difficult with conventional packet-switching technology.

To handle multimedia information effectively, five types of service classes are defined by
the ATM standard bodies according to QoS (Quality of Services) requirements of various kinds
of applications. At a connection setup, an application has to declare its traffic parameters and
negotiates its QoS requirements with the network. However, since most of the existing appli-
cations such as data communications generate best-effort traffic, it is usually difficult for appli-
cations to predict their traffic patters. Thus, it has been an important issue how to accomodate
best-effort traffic into ATM networks. Since best-effort traffic manages to utilize available re-
sources in the network, sophisticated congestion control is required to resolve congestion in
the network. In the thesis, we therefore focus on congestion control schemes particularly for
best-effort traffic.

Congestion control schemes for ATM networks can be classified into two categories: inter-
nal congestion control that controls short-time congestion in a switch, and global congestion control
that regulates cell flow from sources into the network. In the thesis, we first evaluate the perfor-
mance of an input-output buffered type ATM switch with back-pressure function as an internal
congestion control scheme. The back-pressure function prohibits cell transmission from input
buffers to the corresponding output buffer to avoid buffer overflow due to temporary con-
gestion in the switch. By using an analytic method, we derive the maximum throughput, the
packet delay distribution, and the approximate packet loss probability of such an ATM switch
with bursty traffic. In addition to a balanced traffic condition, conditions of unbalanced traffic
and mixture of bursty and stream traffic are also analyzed. Through numerical examples, we
show the effect of the average packet length and the output buffer size on the performance.

We next focus on a rate-based congestion control algorithm that controls cell emission rates
of sources according to feedback information from the network. The rate-based congestion
control algorithm is applied to the ABR (Available Bit Rate) service class, and has been exten-
sively developed and standardized by many researchers. Although behavior of source and
destination are standardized, operation algorithms of ATM switches are left to manufacturers.
Several switch algorithms have been proposed in the ATM Forum. While many studies have
been devoted for these switch algorithms in the past, only the ABR service class is taken into
account; that is, the effect of VBR and CBR service classes, in which multimedia traffic is ac-
commodated, are not considered. In this thesis, we evaluate the performance of the rate-based

i



congestion control algorithm when not only ABR traffic but also VBR traffic are incorporated
into the network. By using simulation technique, we show drawbacks of these algorithms with
coexisting multimedia traffic, and give several suggestions to solve these problems.

In the rate-based congestion control algorithm, several control parameters are defined to
control the cell emission process of sources. Effectiveness of the rate-based congestion control
algorithm heavily depends on a choice of these control parameters, but a method for determin-
ing these control parameters is not standardized in the ATM Forum. In the thesis, we analyze
the rate-based congestion control algorithm through applying a first-order fluid approximation
in order to provide control parameter tuning. In this analysis, we focus on two conditions that
control parameters should satisfy; one is the prevention of buffer overflow at a switch, and
the other is full link utilization. For this purpose, we first obtain the maximum and the min-
imum queue lengths at the switch under the condition where all connections are in a steady
state. We next analyze the behavior of a newly established connection by assuming that one
or more connections start cell emission while other connections are in a steady-state. Based
on this analysis, we discuss settings of initial control parameters to avoid buffer overflow at
a switch. Through numerical examples, we demonstrate that our parameter set can satisfy
two main objectives — prevention of buffer overflow and full link utilization — in both LAN
and WAN environments. Furthermore, proper settings of control parameters in various cir-
cumstances are investigated. Namely, we analyze the dynamical behavior of the rate-based
congestion control algorithm when each connection has a different propagation delay. We also
evaluate the effect of CBR traffic on the rate-based congestion control algorithm. Simulation
results for a multi-hop network configuration are presented to exhibit the tradeoff among cell
loss probability, link utilization and fairness. The selection method of control parameters in the
multi-hop network is then proposed based on both analytic and simulation results.

At the end of this thesis, we focus on a more complicated switch algorithm called as an
explicit-rate switch, which computes an appropriate cell rate for each source instead of simply
marking a congestion indication bit. While implementation is rather complex, an explicit-rate
switch has a potential to obtain much better performance than simpler switch algorithms. We
therefore discuss design criteria of an explicit-rate switch for achieving high performance in
terms of throughput, cell loss probability, fairness and so on. We propose our explicit-rate
switch algorithm that meets these design criteria, and evaluate its performance through simu-
lation experiments.
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Chapter 1

Introduction

1.1 ATM Networks

An ATM (Asynchronous Transfer Mode) is a promising technology for realizing B-ISDN (Broad-
band Integrated Services Digital Network) that can transfer many types of multimedia infor-
mation [1]. Many efforts of researchers, developments and standardization have been exten-
sively devoted to the ATM technology [2, 3, 4, 5]. In ATM-based networks, all multimedia
information is transferred by dividing into fixed-size packets (called as cells). Each cell consists
of 5 octets of a header and 48 octets of a payload (segmented information). One of the distinc-
tive features of the ATM network in comparison with conventional packet-switching networks
such as Ethernet/FDDI/X.25 networks is that all information is packetized into fixed-size cells
of a single format. Moreover, the ATM network is a connection-oriented network by virtue of a
notion of virtual circuits called VPs (Virtual Path) and VCs (Virtual Channels). Each connection
is assigned its unique VP and VC identifiers called as a VPI (Virtual Path Identifier) and a VCI
(Virtual Channel Identifier). At the ATM switch, cells are switched based only on VPI/VCI
so that an overhead for interpreting cell headers is greatly reduced. Consequently, switching
capability can be implemented in hardware because all information is transferred in fixed-size
cells, and because cell routing at the switch is rather simple because connection-oriented com-
munication. For these reasons, the ATM technology can realize gigabit-class networks, which
had been considered to be difficult with conventional packet-switching technology.

Owing to connection-oriented operation using VP/VC, ATM networks can guarantee dif-
ferent QoS (Quality of Service) requirements of applications (e.g., end-to-end cell delay varia-
tion (CDV) and cell loss ratio (CLR)). Actually, different applications require different QoS's.
For example, an application like real-time video transmission must be quite sensitive to jitters
in cell transmission delays. For such an application, delayed cells are meaningless so that the
application requires strict service quality in terms of the end-to-end cell delay. However, it may
be tolerable to some cell losses if it adopts video encoding methods like MPEG [6, 7]. On the
contrary, an application like data communication is usually not sensitive to cell delays expe-
rienced in the network. However, if one ore more cells of an upper-layer PDU (Protocol Data
Unit) are lost in the network, these cells (or entire packet) must be retransmitted. Therefore,
cell loss ratio (CLR) should be very low for these applications.

To handle many types of multimedia information effectively, five types of service classes
are defined by the ATM standard bodies according to QoS (Quality of Services) requirements
of various applications [2, 3]. At a connection setup, an application has to declare its traffic pa-
rameters and negotiate its QoS requirements with the network. In each service class, different
traffic parameters and QoS parameters are used as summarized in Table 1.1. In what follows,
we will explain these five service classes more specifically.
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Attribute CBR rt-VBR nrt-VBR UBR ABR
— Traffic Parameters —

PCR, CDVT specified
SCR, MBS, CDVT N/A specified N/A

MCR N/A specified
— QoS Parameters —

peak-to-peak CDV specified unspecified
maximum CTD specified unspecified

CLR specified unspecified specified
— Other Parameters —

Feedback unspecified specified

Table 1.1: Service Classes in ATM Networks

� Constant Bit Rate (CBR) Service Class

The CBR service class is expected to guarantees that a static amount of bandwidth is al-
ways available to an accepted connection. At a connection setup, an application using the
CBR service class (CBR connection) negotiates its QoS with the network. Only PCR (Peak
Cell Rate) and CDVT (Cell Delay Variation Tolerance) are used as the traffic parameters.
Once this connection is accepted by a CAC (Call Admission Control) of the network, it
can always emit cells at the rate not larger than the negotiated PCR. As long as it does not
send cells more than PCR, cell delay variation (CDV), a maximum of CTD (Cell Transfer
Delay) and CLR (Cell Loss Ratio) must be guaranteed. The CBR service class is, therefore,
suitable for applications having strict QoS requirements in cell delay and cell loss.

� Real-Time Variable Bit Rate (rt-VBR) Service Class

The rt-VBR service class tries to utilize the network resources efficiently by multiplexing
several connections generating bursty traffic. In the rt-VBR service class, CDV is also as-
sured. An application using the rt-VBR service class (rt-VBR connection) must declare its
traffic parameters in terms of PCR, CDVT, SCR (Sustainable Cell Rate) and MBS (Maxi-
mum Burst Size). Any real-time application generating bursty traffic should be classified
into this service class. However, it is difficult to perform the call admission control for the
rt-VBR service class. More research is still required for implementing the rt-VBR service
class in reality.

� Non Real-Time Variable Bit Rate (nrt-VBR) Service Class

The nrt-VBR service class obliges an application using this service class to declare its
traffic parameters in terms of PCR, CDVT, SCR and MBS as with the rt-VBR service class.
It differs from the rt-VBR service class in that neither CDV nor the maximum of CTD is
guaranteed.

� Unspecified Bit Rate (UBR) Service Class

No QoS is guaranteed in the UBR service class. Namely, no traffic management is per-
formed in the ATM layer for the UBR service class. A typical application of the UBR ser-
vice class is an application currently used in conventional networks such as IP networks
(e.g., file transfer and remote terminals).

� Available Bit Rate (ABR) Service Class
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The ABR service class guarantees only CLR. An application using the ABR service class
has to negotiate its traffic parameters in terms of PCR and MCR (Minimum Cell Rate).
After the connection is accepted, its cell emission rate is dynamically controlled by the
feedback information from the network. In other words, the ABR service class tries to
utilize the unused bandwidth by other service classes. Note that the ABR connection
should be able to use the bandwidth of MCR at any time. Similarly to the UBR service
class, the ABR service class is suitable for applications like file transfer and computer
communications.

Currently, these service classes were well defined, and frameworks for providing these ser-
vice classes in real networks have been promptly developed and standardized by many re-
searchers. However, there still remains a number of issues to be solved in this area. For ex-
ample, each service class has been independently developed by different researchers. Hence,
the effect of co-existence of different service classes in the network has not been fully discussed.
Besides, most of the existing applications are classified as best-effort traffic; That is, these applica-
tions utilize as much bandwidth as the network can provide. In other words, these applications
dynamically share the available bandwidth in the network. Therefore, QoS requirements will
be degraded due to congestion in the network unless adequate congestion control for best-
effort traffic is provided [8, 9, 10, 11], which is the main objective of this thesis. In what follows,
we introduce several congestion control schemes for best-effort traffic in ATM networks.

1.2 Congestion Control for Best-Effort Traffic

Congestion control schemes for ATM networks can be classified into two categories: internal
congestion control that controls short-time congestion in an ATM switch, and global congestion
control that regulates cell flow from source end systems (terminals) into the network. In this
section, we introduce these two types of congestion control schemes.

1.2.1 Internal Congestion Control of the Switch

Internal congestion control resolves congestion that occurs at a switch in a short time interval.
For example, if multiple cells destined for the same output link arrive at a switch simulta-
neously, the output link is temporally congested. In this case, cells should be queued at the
switch buffer to avoid cell loss. However, the buffer capacity is actually limited so that some
mechanism is needed to reduce the opportunity of buffer overflow.

As an internal congestion control scheme, several types of ATM switch architecture have
been proposed including output buffer switch, input buffer switch, shared buffer switch, batcher
banyan switch [12, 13]. These switches have tradeoffs between performance and implemen-
tation complexity. For example, output buffer switch shows better performance than other
switches (e.g., high throughput and low cell loss probability) if all switches have a fixed amount
of buffer memory. However, since output buffer switch requires memory chips of faster access
speed, it cannot be provided with a large amount of memory due to cost or technology limi-
tation. As a cost-effective ATM switch, Fan et al. recently proposed a switch architecture that
possesses buffers on both sides of input and output ports with a back-pressure function [14].
The key idea of this switch architecture is to provide a large amount of slow-speed (and inex-
pensive) memory at input ports and a small amount of fast-speed (and expensive) memory at
output ports, and to increase its performance by controlling both input and output buffers with
the back-pressure mechanism.
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Backpressure

Terminal
To Next Node

Input Buffer Output Buffer

Figure 1.1: ATM LAN Switch with Back-Pressure Function.

The back-pressure function is provided to avoid a temporary congestion in the switch by
prohibiting cell transmission from an input buffer to the congested output buffer when the
number of cells in the output buffer exceeds a some threshold value (see Fig. 1.1). In this figure,
the number of input ports (and output ports) is represented byN . This switch is equipped with
buffers at both sides of input and output ports. The switching speed of a cell from input buffer
to output buffer is N times faster than the link speed; that is, in a time slot, at most one cell at
the input buffer is transferred to the output buffer while the output buffer can simultaneously
receive N cells from different input buffers. The back-pressure function prohibits transmission
of cells from input buffer to output buffer by signaling back from output buffer to input buffer
when the number of cells in output buffer exceeds a threshold value [14]. By this control, a cell
overflow at output buffer can be avoided. However, it introduces HOL (Head of Line) blocking
of cells at input buffer, which results in limitation of the switch performance.

1.2.2 Global Congestion Control

On the other hand, global congestion control tries to resolve network-wide congestion. Closed-
loop rate control is a promising global congestion control mechanism for data communications
and is being applied to the ABR (Available Bit Rate) service class in the ATM Forum. Closed-
loop control is also called as reactive congestion control, and it dynamically regulates cell emis-
sion process of each source end system by using feedback information from the network. It is
therefore especially suitable for best-effort traffic. For implementation of closed-loop control,
two kinds of schemes was proposed in the ATM Forum: rate-based and credit-based. The credit-
based scheme is based on a link-by-link window flow control mechanism [15, 1]. Independent
flow controls are performed on each link for different connections, and each connection must
obtain buffer reservations for its cell transmission on each link. This reservation is given in the
form of a credit balance. A connection is allowed to continue cell transmission as long as it gains
credit from the next node. When the connection is starved of credit, it should wait for credit.
Owing to this link-by-link fast feedback mechanism, transient congestion can be relieved ef-
fectively. In addition, no cell loss occurs because no connection can send cells unless it has
credit.

The rate-based scheme, on the other hand, controls the cell emission rate of each connection
between end systems [3, 16, 17, 18, 19]. It is simpler than credit-based flow control schemes
in which each switch requires complicated queue management for every connection. Typi-

5



cal examples of the rate-based approach are forward explicit congestion notification (FECN)
and backward explicit congestion notification (BECN) [20], which are well-known congestion
control strategies in conventional packet-switching networks. After long discussions, the rate-
based congestion control algorithm has been adopted as the standard mechanism for the ABR
service class. In this thesis, we focus on the rate-based congestion control algorithm as a global
congestion control for best-effort traffic.

In the following section, we describe a historical overview of development and standardiza-
tion of the rate-based congestion control algorithm in the ATM Forum. Implementation aspects
of FECN-like and BECN-like methods in these control schemes are also described. We will also
introduce more intelligent schemes in which the switch controls the rate of connections explic-
itly.

1.3 Rate-Based Congestion Control Algorithm

Several proposals had been contributed in the rate-based congestion control framework to the
ATM Forum by the end of 1993: the methods based on FECN [21, 22] and the methods based
on BECN [20, 23]. The Rate-Based Traffic Management Ad-Hoc working group was then estab-
lished to discuss various aspects of rate-based congestion control methods. The result, which
will be precisely described in the next subsection, was published as an ATM Forum Contribu-
tion [24]. The ATM Forum standard regarding traffic management specifies only the source
and destination end systems behaviors; the methods for implementing the switches are left to
the manufacturers. We will describe here how the behavior of end systems is standardized and
how the various switches proposed in the ATM Forum can cooperate with the standardized end
systems.

1.3.1 Interval-Based Approach

with ACR

EFCI EFCISES DES

EFCI MarkedEFCI Not Marked

Congestion

Feedback Information

QH

Figure 1.2: Basic Configuration of the Rate-Based Congestion Control.

In this subsection we explain the original rate-based scheme, which was proposed in [24, 25].
Figure 1.2 illustrates a basic configuration of the rate-based congestion control scheme in which
the ATM connection is terminated at the source and destination end systems. A permitted cell
transmission rate ACR (Allowed Cell Rate) of the source end system is changed according to
the congestion status of the network. An initial rate ICR, a maximum allowable rate PCR,

6



and a minimum cell rate MCR are specified by the network at connection setup time, and the
source is then allowed to emit cells at a rate that ranges from 0 to ACR. When this scheme
is compared with later proposals described in the following subsections, a distinctive point of
the original scheme is that the operation of both end systems is based on interval timers. The
polarity of the feedback information from the network is negative; that is, the source end system
receives feedback information only when the network falls into congestion.

An occurrence of congestion is detected at each intermediate switch by monitoring the
queue length of the cell buffer. When the queue length exceeds a threshold value (QH), conges-
tion is signaled to the source by a special cell called an RM (Resource Management) cell, whose
Payload Type Identifier (PTI) is “110”. The FECN-like signaling mechanism is defined in this
scheme. That is, each switch signals its congestion information to its downstream switches
by setting an EFCI (Explicit Forward Congestion Indication) bit in the header of passing data
cells. When the destination end system receives a data cell in which the EFCI bit is marked,
it sends an RM cell back to the source along the backward path. Then the source end system
must decrease its ACR, multiplicatively according to this feedback information, as

ACR � max�ACR�MDF�MCR�� (1.1)

where MDF is the multiplicative decrease factor and MCR is the minimum cell rate for the
ACR. A time interval RMI (RM Interval) is defined at the destination end system, and only
one RM cell is allowed to be sent in an RMI. The source end system is also provided with an
interval timer UI (Update Interval). When the timer expires without an RM cell having been
received, the source recognizes no congestion in the network. Then it increasesACR additively
as

ACR � min�ACR�AIR�PCR��

where AIR is the additive increase rate and PCR is the peak cell rate of the connection.

with ACR

SES DESDES SES

Intermediate Network

Virtual DES Virtual SES
Feedback Information

Figure 1.3: Network Segmentation by an Intermediate Network.

As an implementation option, the network can be divided into two or more segments by
introducing intermediate networks that should act as a virtual destination end system for the
source and as a virtual source end system for the destination (Fig. 1.3). As a destination end
system, an intermediate network has to send RM cells back to the source according to the EFCI
status of incoming cells. As a source end system, it is also required to regulate the flow of cells
destined for the destination end system.

Since this approach requires interval timers at both end systems, it increases the complexity
of implementation and could become expensive. As pointed out in [26], the negative feedback
mechanism could cause a collapse of the network in certain conditions. If the network is heavily
congested, RM cells can be delayed or lost because of buffer overflow, with the result that
timeliness of the congestion information is lost or — in a more serious situation — the source
increases its cell emission rate because of the absence of RM cells.
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1.3.2 Counter-Based Approach

The timer-based approach described in the previous subsection was revised because of its
drawbacks, and [27] proposed a proportional rate control algorithm (PRCA) with two major
modifications: (1) the polarity of the feedback information is positive, and (2) the need for inter-
val timers is eliminated. The origin of the name PRCA is in that opportunities for rate increases
are given in proportion to the current sending rateACR. In PRCA the source end system marks
the EFCI bit in all data cells except for the first of every NRM cells. The destination end system
instantly sends an RM cell back to the source when it receives a cell with the EFCI bit cleared.
If the EFCI bit is set by an intermediate switch because of its congestion, the destination takes
no action. By this mechanism, a positive congestion signaling is established: receiving the RM
cell implies that there is no congestion in the network, and therefore the source end system is
given an opportunity to increase its rate.

Congestion

with ACR

EFCI EFCISES DES

Remove RM Cells

EFCI Unmarked

Figure 1.4: BECN-like Congestion Notification in PRCA.

The source end system sends the cells in the following way. Unless receiving an RM cell,
the source determines the next cell transmission time at ��ACR after the current time. This
implies that the source continuously decreases its ACR (until receiving an RM cell) as

ACR� max�ACR�ADR�MCR�� (1.2)

When the source receives an RM cell, the rate is increased as

ACR� min�ACR�NRM AIR�NRM ADR�PCR��

which compensates the reduced rate since the source received the previous RM cell (NRM ADR)
and increases the rate byNRM AIR. In an ideal situation with no propagation delay, this should
give a linear increase of the cell transmission rate. The network can thus be restored even if
heavy congestion results in all RM cells being discarded. This is because the rate is always
decreased whenever the source does not receive an RM cell. The above operation provides
FECN-like congestion management, but if switches have the ability to discard RM cells in the
backward direction, BECN-like operation can also be achieved. This is one of the notable fea-
tures of PRCA (Fig. 1.4).

Certain problems, however, remain even in PRCA and have been pointed out in [28]. One of
them is referred to as an “ACR beat down” problem, and is explained as follows. Each source
of active connections that experiences congestion in several switches has less opportunity to
receive positive feedback than do sources of other connections with fewer switches. Once one
of these relatively feedback-starved sources decreases its transmission rate to the minimum
rate MCR, it is in some circumstances likely to remain at that rate indefinitely. Thus, fairness
among connections cannot be achieved. Another problem is that PRCA requires a considerable
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amount of buffers when there is a large number of active connections. It is now widely rec-
ognized that when the propagation delays are large (as in the WAN environment), the queue
length temporarily grows because of the control information delays. This is an intrinsic and
unavoidable feature of recent high-speed networks. The problem is, however, that such a long
queue length occurs even in a LAN environment. During congestion, the rate is decreased by
ADR (Eq. (1.2)). When the number of connections is very large, however, decreasing the aggre-
gated input rate at the switch is too slow. For example, when the control parameters suggested
in [27] are used, 241,000 cell buffers are required for assuring no cell loss even in the LAN en-
vironment for 1000 active connections [28]. Such a large buffer size is unacceptable given the
current memory technology.

1.3.3 Enhanced PRCA Method

An improved version of PRCA — called EPRCA (Enhanced Proportional Rate Control Algo-
rithm) — was then proposed in [29, 30]. New functionalities are added as implementation
options in two ways. One, to achieve better fairness among connections, is a capability to
send a congestion indication to particular sources rather than all sources. The fairness could be
achieved if each connection is maintained separately at the switch, which is called per-VC ac-
counting (see Subsection 1.3.4 for more detail). However, since it requires an additional control
complexity, EPRCA adopts another method “intelligent marking”, which is originated from the
work in [31]. The other is the means for reducing the rate of each connection explicitly; that is,
the switch can have a responsibility for determining the cell transmission rate of selected con-
nections. While some modifications were required in order to incorporate these new features,
EPRCA preserves a backward compatibility with PRCA. A switch supporting only PRCA can
thus also be used in an EPRCA-based network. For distinguishing this switch from other new
switches, it is called an EFCI bit setting switch.

EPRCA requires forward RM cells as well as backward RM cells. RM cells contain a CI
(Congestion Indication) bit that is used to carry congestion information to the source. Instead
of unmarking an EFCI bit of data cells as PRCA does, the source end system periodically sends
a forward RM cell every NRM data cells. When the destination end system receives the forward
RM cell, it returns the RM cell to the source as a backward RM cell. When doing this, the
destination end system sets the CI bit of the backward RM cell according to the EFCI status
of the last incoming data cell. The source end system can thus be notified of the congestion
detected at the intermediate switches by marking the EFCI bit of data cells in the forward path.
This is a FECN-like implementation of congestion notification. Furthermore, the switch can be
allowed to set a CI bit of backward RM cells as a BECN-like implementation.

The two major enhancements of EPRCA — intelligent marking and explicit rate setting — re-
quire additional information fields in each RM cell: CCR (Current Cell Rate) and ER (Explicit
Rate) fields. An ER element is used to decrease the source rate explicitly, and is initially set
to PCR by the source. One or more congested intermediate switches can change it to a lower
value so that the rate of the source end system is rapidly decreased for quick congestion re-
lief. The CCR element is set to the current ACR of the source in effect, and a fair distribution
of the bandwidth can be achieved with these two values. The intermediate switch selectively
signals congestion indication to the sources with larger ACR values. A more impartial sharing
of the available bandwidth can be achieved by using this intelligent marking mechanism in
conjunction with the explicit rate setting mechanism.

Three types of switch architecture with different functions are suggested in the form of
pseudo-code in [30]; EFCI bit setting switches (EFCI), Binary Enhanced Switches (BES), and
Explicit Down Switches (EDS). EFCI switches, which are already on the market, are same as
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switches supporting PRCA and are expected to be the least expensive.

Congestion

with Higher ACR

BES

SES

DES

SES

with Lower ACR

RM Cell with CI=1

RM Cell with CI=0

Figure 1.5: Intelligent Marking in a BES Switch.

In BES switches, two threshold values for indicating congestion are defined: QT and DQT
(on behalf of QH in the EFCI switch). When a BES switch is congested (i.e., when the queue
length in the cell buffer of a BES switch exceedsQT ), the switch performs intelligent marking. It
selectively reduces the rate of sources with larger ACR (Fig. 1.5), by which the ACR beat down
problem can be avoided. For implementing this mechanism, the switch maintains a control
parameter MACR (Mean ACR) that should ideally be the mean of the ACR's of all active
connections. When the rate of all connections is equal to MACR, the bandwidth is shared
equally and the switch can be fully used without falling into congestion. The key to this is
obtaining an accurate MACR. The BES switch updates its MACR according to the CCR field
of forward RM cells. For example, MACR is calculated as

MACR � MACR ��� AV � � CCR�AV�

where AV is used as an averaging factor [30]. When the switch becomes congested, it indicates
its congestion to the sources having higher rates. More specifically, the switch marks the CI bit
of the backward RM cells if its CCR value exceeds MACR � DPF (Down Pressure Factor),
where a typical value of DPR is 7/8 for safe operation. The switch may remain congested,
however, if only intelligent marking is used. Therefore when a BES switch becomes very con-
gested (such that the queue length exceeds DQT ), all backward RM cells are marked irrespec-
tive of their CCR values. Note that it is evident from the above description that a BECN-like
quick congestion notification can be accomplished in BES switches.

The EDS switches are provided with an explicit rate setting capability in addition to intel-
ligent marking (Fig. 1.6). These maintain MACR as BES switches do, and they control the
transmission rate of sources by setting the ER field of backward RM cells according to a de-
gree of congestion. When a backward RM cell with CCR larger than MACR passes through
the congested EDS switch, the value of its ER element is set to MACR�ERF (Explicit Reduc-
tion Factor). If the switch becomes very congested, MACR�MRF (Major Reduction Factor) is
set in all backward RM cells to achieve quick congestion relief, which is called major reduction.
Typical values of ERF and MRF shown in [30] are 7/8 and 1/4. A quantitative evaluation of
these three types of switches will be presented in the next section.

Not only can three types of switches (EFCI, BES and EDS switches) coexist in EPRCA, but
the operation of EFCI switches can also be enhanced by locating BES or EDS switches down-
stream. BES and EDS switches interpret the EFCI bit of forward data cells. When a BES or EDS
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Figure 1.6: Intelligent Marking and Explicit Rate Setting in an EDS Switch.

switch is congested, entries in the VC table are marked according to the EFCI status of forward
RM cells, and the EFCI bit is cleared. Then the CI bit of backward RM cells is set to notify the
source of the switch's congestion if its associated entry in the VC table is marked. This mecha-
nism enables a BECN-like quick congestion notification even if there are EFCI switches in the
network: the enhanced switches can behave as virtual destination end systems for the EFCI
switch.

The behavior of the source end system is simplified in [32], which will be included as an
example source code in the standard. In that proposal, the source end system decreases itsACR
by ACR�RDF every NRM cells sent until reaching MCR. While this modification on EPRCA
would degrade its performance to some extent, the complexity at the source end system can be
decreased considerably.

1.3.4 Recent Proposals for Enhancement of EPRCA

This subsection introduces several proposals that enhance the switch capabilities. As men-
tioned in the introduction to Section 1.3, since the standard does not specify the switch's be-
havior, the methods shown in this subsection will not be reflected in the standard. We think,
however, that these methods will help us understand how the EPRCA can be improved for
more effective congestion control.

Adaptive Proportional Rate Control

Although EPRCA shares resources more fairly than PRCA does and uses link bandwidth more
efficiently, it still has a fault in that fairness is not assured in some configurations [33]. When a
BES or EDS switch is very congested, it forces all connections to decrease their rates equally but
not selectively. Thus, when the switch is very congested for a long time, intelligent marking does
not work well. While it has been suggested that this problem can be avoided by eliminating this
operation in very congested states, this results in excessive queue length rather than fairness [33].

Adaptive Proportional Rate Control (APRC), which is an originator of intelligent marking [31],
is modified to solve this problem in [34]. Congestion in the switch is detected by evaluating the
change of queue length in a fixed time interval rather than by comparing queue length with
a threshold value. If the queue length increases in N cell times, the switch is expected to fall
into congestion. Then each connection that has a higher rate than MACR is adjusted to a lower
rate by setting MACR to the ER field of the backward RM cells. When the number of cells in
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the buffer exceeds DQT , the switch selectively sets MACR�DPF to ER only for connections
with higher rates. This modification improves the responsiveness to congestion and therefore
can reduce the maximum queue length. It also improves the fairness among connections.

This intelligent marking capability of APRC was incorporated into EPRCA and a newer
scheme called APRC2 was introduced in [35]. In EPRCA, the CCR value in the forward RM
cell is used to compute MACR. At one switch, however, the effective rate of some connections
that experience congestion at another switch may be quite different from the CCR values con-
tained in the RM cells. This leads to misbehavior of the explicit rate control. This problem can
be avoided by introducing UCR value at the switch in order to establish stable operation [35],
where UCR is defined as a mean of CCR's only for connections with larger CCR than MACR.
The value of UCR is updated as

UCR� UCR� a�CCR� UCR�

only when CCR is greater than MACR. Thus UCR is used to determine the explicit rate ER
effectively.

The operation of the source end system and switches can also be improved by shortening
ramp-up time, which is the time between when a connection begins/resumes its transmission
and when the network settles into steady state. The ramp-up time is of importance because (1)
since each connection starts its transmission with rate ICR regardless of the network status, it
might cause a large queue buildup or under-utilization of the link unless ICR is set properly,
and (2) most networks operate in a transient state since many connections are established but
idle because of the bursty nature of the ABR traffic. Simulation experiments in [36] show that
APRC2 results in better ramp-up time, link utilization, and maximum queue length than do
EPRCA and APRC. Excellent arguments on limitations of all existing rate control schemes can
be found in [35]. Refer to it for understanding various trade offs: “intelligent marking vs.
non-selective binary marking” and “counter-based vs. interval-based”.

EPRCA+ and EPRCA++ Methods

Implementing explicit rate setting requires the number of active connections to be known by the
switch. One way of assuring this is per-VC accounting, which can be implemented in several
ways with additional hardware complexity. For instance, each switch can have a VC table to
record the number of active connections. Each VC entry is marked or unmarked according
to the status of its corresponding VC (active or inactive), and the number of marked entries
represents the number of active connections. In this way, the rates of all sources are adjusted
through RM cells in one round-trip time when there is one congested switch in the network.
EPRCA+, proposed in [37], also uses this kind of scheme, and its simplified version can be
found in [38].

In EPRCA+, congestion is detected by estimating the traffic load at the switch rather than by
using a threshold value in the cell buffer. For this, the switch is provided with an interval timer
and counts the number of cells received during a fixed time interval. The source end system
is also equipped more expensively with an interval timer instead of a counter for sending RM
cells. The rate of the source is kept unchanged until it receives a backward RM cell in which
the explicit rate ER determined by the switch is contained.

One attractive feature of EPRCA+ is its small number of control parameters, which can be
set easily by a network manager. Many control parameters required in EPRCA are eliminated
in EPRCA+. Furthermore, in EPRCA+ the target utilization band (TUB) around which the
switch is utilized, can be set freely. One may set the TUB of the switch under 95% link utiliza-
tion, and then the queue size at the switch is smaller and cell delays are shorter. Although there
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is an additional expense for timers and the VC table, EPRCA+ can provide better fairness and
responsiveness than EPRCA can [37].

Redundant complexities in the latest EPRCA are pointed out in [39]. For example, an active
source end system should decrease its rate by ACR�RDF every NRM cell sent until reaching
MCR. Its necessity is, however, not well justified, and it might be unnecessary in stable envi-
ronments. A new scheme called EPRCA++ proposed in [40] uses a counter at the source end
system for forward RM cells instead of a timer as in EPRCA+. Furthermore, the source end
system decreases its ACR only if no backward RM cell is received in k�NRM cell times (where
k is set to a rather large value). These modifications enable EPRCA++ to perform better than
EPRCA+, especially in transient state.

1.4 Outline of Thesis

As we have discussed before, congestion control is an essential part of ATM networks for fulfill-
ing stable and efficient operation. Especially, the impact of best-effort traffic with bursty nature
on the system should be throughly evaluated since most of existing applications are classified
into this category. In the thesis, therefore, two promising congestion control schemes for best-
effort traffic — the ATM switch with the back-pressure function and the rate-based congestion
control algorithm — are evaluated using both analytic and simulation methods. In the rest of
this section, we summarize the objectives of this thesis and refer to other related works in the
literature.

Analysis of ATM Switch with Back-Pressure Function

First, in Chapter 2, we mathematically analyze the performance of the ATM switch with the
back-pressure function, which is an inventive switch architecture for minimizing internal con-
gestion as explained in Section 1.2.1. The performance of the ATM switch with the back-
pressure function has been analyzed by Iliadis in [41, 42, 43]. However, he assumed that
cell inter-arrival times at each input port follow a geometric distribution. Especially when the
above switch is applied to ATM networks for supporting data transfer service, its performance
should be evaluated by taking into account the bursty nature of arriving traffic — packets com-
ing from the upper protocol layers. On the contrary, we will explicitly model such a bursty
nature of traffic by assuming that cells (forming a packet) continuously arrive at the input port
and are destined for the same output port. More recently, Elwalid et al. have analyzed the per-
formance of multistage switching networks with the back-pressure function for bursty traffic
in [44], and Gianatti et. al have analyzed the shared-buffered banyan networks for arbitrary
traffic patterns in [45]. However, their target switch architecture is different from ours, and
they have treated only cell level performance such as average cell delay and cell loss proba-
bility. When an upper layer protocol such as TCP (Transmission Control Protocol) is applied
on ATM-based networks, packet (or burst) level performance becomes more important. In this
chapter, therefore, we analytically derive the packet delay distribution and the approximate
packet loss probability in addition to the maximum throughput. In addition to a balanced traf-
fic condition, an unbalanced traffic and a mixture of bursty and stream traffic are also analyzed.
Through several numerical examples, we quantitatively show the effects of the average packet
length and the output buffer size on its performance.

13



Performance of Rate-Based Congestion Control Algorithm

Second, in Chapter 4, our interest turns to the performance evaluation of the rate-based con-
gestion control algorithm, which is a promising global congestion control scheme applied to
the ABR service class. In this chapter, we evaluate and compare performance of various switch
algorithms of the rate-based congestion control. Particularly, we focus on two representative
schemes: EPRCA and EPRCA++. EPRCA is a basis of standard traffic management mechanism
adopted by the ATM Forum [30, 3]. In the standard, only the behaviors of the source and desti-
nation end systems are described, and the implementation issues regarding the ATM switches
are left to manufacturers. In [30], however, they suggest three types of switches, EFCI bit set-
ting switch (EFCI), binary enhanced switch (BES), and explicit down switch (EDS), which have
different processing capabilities against congestion as summarized in Section 1.3.3. On the
other hand, EPRCA++ is a lately proposed algorithm for improving the network performance
but needs more complex functions at the switch as summarized in Section 1.3.4.

While a lot of studies have been devoted to evaluate these schemes, only ABR traffic is
taken into account; the effect of VBR and CBR service classes, in which multimedia traffic is
accommodated, are not considered. In this chapter, we evaluate performance of rate-based
congestion control schemes when not only ABR traffic but also VBR traffic is incorporated
into the network. We assume that CBR service class is used for video traffic. Namely, when the
video traffic is generated, the call setup process is performed before its actual cell transmissions
(i.e., call admission control based on closed-loop control is invoked). Since we consider the CBR
service class, only the peak rate is required for the traffic descriptor in this case. Furthermore, in
the network, CBR service class cells are assumed to be given higher priority than ABR service
class cells for assuring QoS of CBR service class. See, e.g., [46] for the switch architecture to
provide such priority services.

The problem is, however, that video traffic essentially has a bursty nature. That is, the cell
generation rate per frame is varied if the compression technique as MPEG is applied to the
video sources. Note that we here distinguish a traffic class and a service class; CBR traffic
generates cells in the constant bit rate while CBR service class is the class related to CAC.
Therefore, the CBR service class may accept VBR traffic that generates cells in the variable
bit rate. Then the available bandwidth (i.e., residual bandwidth) to the ABR service class is
changed dependent on cell generation of the VBR traffic. It was never considered in the past
studies in which the available bandwidth to the ABR service class is fixed. In this chapter, we
treat such a case that the VBR traffic is applied to the CBR service class, which is most likely to
be realized in the ATM network by its simplicity since VBR service class still has difficulties for
implementation in CAC and UPC.

When we consider both ABR and CBR service classes in the network, the rate-based con-
trol algorithms for ABR service class must be affected by the characteristics of video traffic,
which has never been considered. In this chapter, we will use sampled data taken from MPEG
streams. Then, we investigate the performance of ABR traffic class. For this purpose, EPRCA
and EPRCA++, the rate-based control algorithms discussed in the ATM Forum, are used and
drawbacks of these algorithms are demonstrated through simulation experiments.

Parameter Tuning of Rate-Based Congestion Control Algorithm

Third, in Chapter 4, a determination scheme of control parameters of the rate-based congestion
control algorithm is analytically obtained. As we have explained in Section 1.3, the target
of the standard is an operation algorithm of both source and destination end systems, and
implementation issues regarding intermediate switches are left to manufacturers. However,
some example behaviors of intermediate switches are also introduced in the standard [30, 34,
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47, 3]. In this chapter, we will focus on the simplest switch among these, which is referred to as
an “EFCI bit setting switch” or a “binary switch”.

In the standard document [3], several control parameters for controlling cell transmission
at the source end system are defined. These include the RIF (Rate Increase Factor) and RDF
(Rate Decrease Factor) which control the envelopes of rate increase and decrease, respectively.
During the process to establish a connection, the source end system negotiates the control pa-
rameters with the network. The effectiveness of rate-based congestion control is heavily depen-
dent on the choice of control parameters as shown in [48, 49]. If these parameters are configured
properly, rate-based congestion control can achieve high performance (i.e., no buffer overflow,
high link utilization, and short cell delay). However, a method of selecting the control param-
eters is not specified in the standard, and the parameters need to be determined intuitively
unless a proper tool is provided. Through steady-state analysis, we will derive two conditions
that the source control parameters should satisfy; one is the prevention of buffer overflow at
the switch buffer, and the other is full link utilization. For this purpose, we will analytically ob-
tain values close to the maximum and minimum queue lengths observed at the switch buffer.
While the maximum queue length is separately obtained in [50], which is a slight extension of
our paper [16], our objective in this chapter is to study the control aspect in more depth. That is,
we will first focus on how our analysis results can be applied to the control parameter settings
of the rate-based congestion control method. Another key issue in dealing with rate-based con-
gestion is how to choose the initial values of control parameters, by which the initial behavior
of source end systems is determined. So we will also focus on the initial transient state, and
show which settings of the initial control parameters of source end systems are desirable based
on our analysis.

Robustness of Rate-Based Congestion Control Algorithm

Fourth, in Chapter 5, we further investigate proper settings of control parameters for more
generic network configurations. In reality, each connection may have a different round-trip de-
lay according to the network configuration. In such a case, fairness among connections may be
degraded due to the different feedback delays. When another ABR connection is newly estab-
lished in the network, the ramp-up time of this connection is also important. Furthermore, we
need further investigation to apply our analysis to more general network configurations with
multiple switches where each connection has the different number of hops and the different
propagation delay.

We further need to consider existence of real-time applications such as audio and video in
a multimedia network environment. Since these applications use CBR (Constant Bit Rate) or
VBR (Variable Bit Rate) service class, multiple service classes co-exist in the network. For ABR
service class to utilize the available bandwidth unused by CBR/VBR service class, CBR/VBR
traffic should be given higher priority than ABR traffic at the switch to guarantee QoS (Quality
of Service) requirements of CBR/VBR traffic. Namely, cells of ABR traffic are awaited in the
switch buffer if a CBR/VBR cell exists in the switch buffer in the case that the switch has two
logically independent buffers — one for CBR/VBR service class and the other for ABR ser-
vice class [51]. In other words, the bandwidth available to the ABR service class is limited by
CBR/VBR traffic. Therefore, when a CBR/VBR connection is newly added into the network,
the bandwidth available to the ABR service class is suddenly decreased, which would give a
serious effect on the performance of the ABR connections; the switch buffer for ABR cells may
become overloaded for a while leading to a large queue buildup and eventually cell losses due
to the buffer overflow.

In this chapter, we focus on the two subjects. We first analyze the behavior of the rate-based
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congestion control for a single-hop network but each group of connections is allowed to have
the different propagation delay. In [52], Blot et al. have analyzed a dynamical behavior of
a rate-based congestion control for connections with different propagation delays. However,
their analytic model was quite simple and different from the rate-based congestion control
standard [3]. Through numerical examples, we show the effect of control parameters on the
ramp-up time of a new ABR connection. We also derive the maximum queue length at the
switch after a new CBR connection is established in the network. In [53], we have investigated
some aspects of the performance of the rate-based congestion control algorithm in the multi-
media network environment through simulation experiments. The author in [54] has analyzed
the effect of CBR traffic on the ABR service class. However, he has considered only the case
where the CBR connection requires the bandwidth close to the link capacity, and his analytic
model was different from the rate-based congestion control standard [3]. On the contrary, in
this chapter, we treat a more general and realistic model where the CBR connection requires
any portion of the link bandwidth, and derive the maximum queue length via the worst case
analysis.

We next investigate a proper setting of control parameters for a multi-hop network config-
uration by simulation. In the simulation, we use the model with multiple connections with
different numbers of hops. The main purpose is to evaluate the effect of two rate-control pa-
rameters (RIF and RDF ) on the performance. In [55, 56], the authors have provided simula-
tion results for several combinations of control parameters. In this chapter, control parameters
are chosen based on our analytic results. As performance measures, cell loss possibility, link
utilization and fairness among connections are considered. We also validate how our analytic
results of the single-hop model can be applied to generic network models.

Designing Efficient Explicit-Rate Switch Algorithm

Fifth, Chapter 6 is devoted to design an efficient explicit-rate switch algorithm. While im-
plementation is rather complex, an explicit-rate switch has a potential to obtain much better
performance even in WAN environments. A typical operation of an explicit-rate switch is to
compute an appropriate bandwidth allocation for every connection based on, for example, the
bandwidth available to ABR connections and the degree of congestion. The switch then up-
dates the ER value of forward and/or backward RM cells as

ER� min�FS�ER�� (1.3)

In the above equation, ER is the ER value in the RM cell written by some other switch, and FS
is a computed bandwidth allocation for the connection. When the source end system receives
the backward RM cell, it updates its ACR as

ACR� min�ACR� PCR� RIF� PCR�ER� (1.4)

Thus, bandwidth allocation for all connections can be finished within one round-trip time only
if RIF is set to be a large value; that is, if RIF is small, the source end system needs more RM
cells to increase its ACR to ER. The brightness of the above equation is that the source end
system does not necessarily know the switch type (i.e., binary-mode or explicit-rate switch). In
other words, an effectiveness of explicit-rate switches is fully dependent on the determination
method of the ER value.

In the ATM Forum, several switch algorithms with explicit-rate marking have been pro-
posed through standardization process of the rate-based congestion control algorithm [3, 18].
These include EPRCA (Enhanced Proportional Rate Control Algorithm) [30], CAPC (Conges-
tion Avoidance using Proportional Rate Control) [57], APRC2 (Adaptive Proportional Rate
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Control) [35] and ERICA (Explicit Rate Indication for Congestion Avoidance) [47]. Each al-
gorithm has its own advantages and disadvantages in terms of, for example, effectiveness,
robustness, fairness and configuration simplicity. However, tradeoffs among these objectives
have not been discussed in detail by any researcher. Therefore, in this chapter, we first dis-
cuss design goals of an efficient explicit-rate switch algorithm. We then investigate existing
switch algorithms based on the discussion about design goals. For this, we first summarize a
recently proposed switch algorithm called as the max-min scheme [58]. A strong point of this
algorithm compared with others is that it can satisfy max-min fairness for any network configu-
ration; that is, total throughput of the network is maximized and fairness among connections
is maintained [59]. However, its defect is in lack of adaptability to changes in the network
(e.g., connection addition/disconnection) as will be demonstrated through simulation exper-
iments. Thus, we propose our enhancements to the max-min scheme to improve its stability
and efficiency. We also evaluate its performance by comparing with other explicit-rate switch
algorithms.

Finally, in Chapter 6.4, we conclude this thesis.
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Chapter 2

Analysis of ATM Switch with
Back-Pressure Function

The ATM switch with both input and output buffers provided with a back-pressure function
has been proposed as a cost-effective switch architecture. The back-pressure function prohibits
cell transmission from the input buffer to the corresponding output buffer to avoid cell loss
at the output buffer due to a temporary congestion. Especially when this switch is applied
to ATM LANs for data transfer services, its performance should be evaluated by taking into
account bursty traffic. In this chapter, we show the maximum throughput, the packet delay
distribution, and the approximate packet loss probability of such an ATM switch for bursty
traffic through an analytic method. In addition to a balanced traffic condition, an unbalanced
traffic and a mixture of bursty and stream traffic are also analyzed. Through several numerical
examples, we show the effects of the average packet length and the output buffer size on its
performance.

2.1 Analytic Model

Backpressure

Output Buffer

Threshold Value

Input Buffer

No

NiPort 1

Port 2

Port N-1

Port N

Cells with HOL Blocking

Cells to the Same Output Port

Packet

Figure 2.1: Analytic Model.

In this section, we describe our analytic model. We assume that a stream of successively arriv-
ing cells forms a packet, and the number of cells in the packet follows a geometric distribution
with mean BL. Let p denote the probability that at the input port, a newly arriving cell belongs
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to the same packet. Thus, we have a relation;

BL �
�X
i��

��� p�ipi�� �
�

�� p

We assume that all cells are stored under first-in-and-first-out (FIFO) discipline at input buffer.
The practical threshold value at output buffer would be �NO�N� [14]. However, as an ideal

case, we assume that the HOL cells are randomly transferred from input buffer to output buffer
until the output buffer becomes full. Then, when the output buffer becomes fully occupied,
input buffers that have HOL cells destined for this output buffer receives a back-pressure signal
to stop cell transmission. Thus, all HOL cells are awaited at the head of input buffers. As soon
as the cell in output buffer is transmitted onto the output link, one of HOL cells is selected
at random and transmitted to the output buffer. Therefore, it is considered that HOL cells
destined for the same output port form a virtual queue, which we will call a HOL queue. While
HOL cells are actually stored at the HOL queue, it can be regarded that HOL packets form the
HOL queue [41, 42, 43]. Therefore, in what follows, we will use “HOL cell” and “HOL packet”
without discrimination.

The switch size N is assumed to be infinity in the following analysis. By introducing this
assumption, we can focus on one single output port and its associated HOL queue. The infinite
switch size gives the performance limitation as shown in [42, 60]. That is, when compared with
the finite case, the maximum throughput with the infinite case gives an upper bound. It is also
known that the close values are obtained when N reaches 16 or 32 when the cell interarrivals
follow a geometric distribution [42]. In this chapter, we will examine this fact even in the case
of bursty traffic in Section 2.3.

In this chapter, we will first assume the infinite capacity of the input buffer �NI � �� to
obtain the maximum throughput (Section 2.3) and the packet delay distribution (Section 2.4).
Because the memory speed of the output buffer should be N times faster than the link speed,
the capacity of the output buffer is limited. On the contrary, the input buffer can operate at the
same speed with the input link, i.e., the input buffer can be equipped with large capacity. This
assumption is then relaxed to derive the packet loss probability in Section 2.5. Although the
analysis is approximate, it is accurate in the case of the large buffer size as will be validated by
comparing with simulation results in Section 2.5.

2.2 Derivation of Steady State Probability

We focus on a single output buffer and its associated HOL queue by assuming the infinite
number of input and output ports. We consider a discrete-time system where its slot time
equals a cell transmission time on the input and output link. Under the assumptions described
in Section 2.1, the system state is represented by two random variables, Qk and Hk. Qk is
the number of cells at an output buffer at kth slot and Hk is the number of HOL cells at the
input buffers associated with that output buffer. In what follows, the steady state probability
of the doublet of two random variables, (Qk, Hk), will be derived. For this purpose, we further
introduce Ak as a random variable representing the number of HOL packets newly arriving at
the HOL queue at the beginning of kth slot. By defining a symbol �x�� � max��� x�, we have
the following possibilities.

1. Hk���Ak � NO��Qk������; that is, all HOL cells can be transferred to the output port.

At first, we have

Qk � �Qk�� � ��� �Hk�� �Ak� (2.1)
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Let Bk be the number of the HOL packets that further generate HOL cells at the next
�k � ��th slot. When there exist i HOL packets in the HOL queue, the probability that Bk
becomes j is

bi�j �

�
i

j

�
pj��� p�i�j � (2.2)

and we have

Hk � Bk�

2. Hk���Ak � NO��Qk������; that is, some HOL cells cannot be transferred to the output
port at kth slot.

�NO � �Qk�� � ���� HOL cells are transferred to the output buffer, and Ck cells of them
further generate HOL cells in the next �k � ��th slot. Therefore, �Hk�� � Ak � �NO �
�Qk�� � ����� cells are kept waiting at the HOL queue. Hence, we have

Qk � NO

Hk � Hk�� �Ak � �NO � �Qk�� � ���� � Ck�

As explained in Section 2.1, we assume that arrivals of packets at input ports in time slot
follow a Poisson distribution since the switch size N is assumed to be infinity. Therefore,

aj � P A � j� � P Ak � j� �
�jpe

��p

j�
�

where �p is the mean arrival rate of packets at each input port. By defining �c as the mean
arrival rate of cells at input ports, we have

�c � �pBL� (2.3)

We consider sn�m�n��m� , which is a transition probability from a state Qk�� � n�Hk�� � m�
to Qk � n��Hk � m��. sn�m�n��m� is obtained as follows.

1. When n� � NO; that is, when the back-pressure function does not work.

From Eq. (2.1), we have

Ak � Qk � �Qk�� � ��� �Hk���

When m� packets of �Qk � �Qk�� � ���� HOL packets further generate cells at the next
time slot, we have a relation

sn�m�n��m� � an���n�����mbn���n�����m� � (2.4)

2. When n� � NO; that is, when the back-pressure function works.

From Eq. (2.3), we have

Ak � NO � �Qk�� � ��� �Hk�� � �Hk � Ck��

Since Ck packets of �NO � �Qk�� � ���� HOL packets further generate cells at the next
time slot, we have

sn�m�n��m��
m�X
i��

an���n�����m�ibn���n�����m��i� (2.5)
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Let rn�m be the steady state probability defined as

rn�m � lim
k��

P Qk � n�Hk � m� � P Q � n�H � m��

In what follows, we will obtain rn�m from Eqs. (2.4) and (2.5).

1. When the state is Q � ��H � ��, the output port becomes idle. Thus, we have

r��� � �� ��

where � is defined as the maximum throughput normalized by the link capacity. By our
assumption of the infinite input buffer size, the maximum throughput � is equivalent to
the cell arrival rate �c in steady state if it exists.

2. By considering all states that may change to state Q � n � �� H � ��, we have rn�� as
follows (see Fig. 2.2).

rn�� �
�

sn���n����

�
rn���� �

n��X
i��

iX
j��

si�j�n����ri�j

�
�� � n � NO�
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Figure 2.2: State Transition Diagram in the Case of m � � and � � n � NO.

3. By considering all states that may change to state Q � n�H � m�, we have rn�m as follows
(see Fig. 2.3).

rn�m �
�

�� sn�m�n�m

�n��X
i��

iX
j��

si�j�n�mri�j �
m��X
k��

sn�k�n�mrn�k

�
�� � m�n � NO�

4. By considering all states that may change to the state Q � NO�H � m���, we have rNO�m
as follows (see Fig. 2.4).

rNO�m �
�

sNO�m�NO�m��

�
rNO�m�� �

NO��X
i��

iX
j��

si�j�NO�m��ri�j �
m��X
k��

rNO�k

�
�� � m�

21



0 1 2 3

4

n

m
The Number of Cells in the Output Buffer

T
he

 N
um

be
r 

of
 H

O
L 

C
el

ls

0

1

2

3

4

4

Figure 2.3: State Transition Diagram in the Case of � � m and n � NO.
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Figure 2.4: State Transition Diagram in the Case of � � m and n � NO.
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2.3 Maximum Throughput Analysis

By using the steady state probabilities derived in Section 2.2, we obtain the maximum through-
put under a balanced traffic condition in Subsection 2.3.1, under an output-unbalanced traf-
fic condition in Subsection 2.3.2, and under an input-unbalanced traffic condition in Subsec-
tion 2.3.3. The case of a mixture of bursty and stream traffic is also considered in Subsec-
tion 2.3.4.

2.3.1 Case of Balanced Traffic condition

In this subsection, a balanced traffic condition is assumed; that is, the mean packet arrival
rate at every input port is identical and each packet determines its output port with an equal
probability ��N .

In order to obtain the maximum throughput, we consider the case where all input ports are
saturated so that packets are always waiting in HOL queues. In this case, we have a relation:

NX
i��

Ai � N �
NX
i��

Hi�

where Ai is the random variable which represents the number of arriving packets destined for
the output port i in a slot and Hi is the random variable for the number of HOL cells destined
for the output port i. By dividing the above equation by N and letting N to be infinity, we have

�p � ��H� (2.6)

where H is the average number of HOL cells. H is expressed with rn�m derived in Section 2.2
as

H �
NOX
n��

�X
m��

mrn�m�

From Eqs. (2.3) and (2.6), we have

�c � ���H�BL� (2.7)

The maximum throughput � can be obtained by substituting �c in the above equation with
� and solving it for �. Since H depends on �, � is solved iteratively by virtue of a standard
iteration technique such as a bisection method [61].

In Figs. 2.5 and 2.6, the maximum throughput � is plotted for the average packet length
BL and the output buffer size NO, respectively. These figures show that the packet length
drastically degrades the maximum throughput. Furthermore, we may observe that the size of
output buffers must be larger than the average packet length to gain a sufficient throughput.
We note that the maximum throughput for NO � � is exactly same as the well known value of
the input queuing, 0.585 [60].

Figure 2.7 compares the analytic results (the switch size N � �) with simulation results
(N � �� �
 and 32) for NO � � and NO � �� dependent on the average packet length BL.
The case of BL � � in the figure corresponds to results obtained in [41, 42, 43], and it can be
found that the analytic results become close to simulation results as the switch size gets large
even in the case of BL � �. We note that 95% confidence intervals of all simulation results for
maximum throughput are within 2% of mean values, and are not shown in the figure.

23



0.4

0.5

0.6

0.7

0.8

0.9

1

1 10 100 1000

M
ax

im
um

 T
hr

ou
gh

pu
t

Average Packet Length (cell)

NO =1
NO =5

NO =10
NO =20
NO =50

Figure 2.5: Maximum Throughput vs. Average Packet Length.
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2.3.2 Case of Unbalanced Traffic at Output Ports

In this section, output unbalanced traffic is treated following the approach presented in [41].
Output buffers are divided into two groups called O� and O�. Let qO be a ratio of the number
of output ports belonging to the group O� as

qO �
jO�j

N
� (2.8)

The packet arrival rate at each input port is identical. However, each packet arriving at the
input port selects one of output ports in group O� with probability PG� or one of output ports
in group O� with probability PG�. By assuming PG� � PG� without loss of generality, the
relative probability rO is denoted as

rO �
PG�

PG� � PG�
� ���� (2.9)

It is noted that the balanced traffic case is a special case by setting qO � �, qO � � or rO � ���.
Let P� and P� be the probabilities that an arriving packet is destined to output ports belonging
to the O� and O�, respectively. From Eqs. (2.8) and (2.9), we have

P� �
jO�jPG�

jO�jPG� � �N � jO�j�PG�

�
qOrO

�� qO � rO � 	qOrO

P� �
�N � jO�j�PG�

jO�jPG� � �N � jO�j�PG�

�
�� qO � rO � qOrO
�� qO � rO � 	qOrO

�

We define �p as the packet arrival rate at each input port, and �p� and �p� as the packet arrival
rates at output ports belonging to the group O� and O�, respectively. We then obtain

�p� �
rO�p

�� qO � rO � 	qOrO

�p� �
��� rO��p

�� qO � rO � 	qOrO
�

For deriving the maximum throughput, we consider a relation

NX
i��

Ai � N �

�
�jO�jX
i��

Hi
� �

jO�jX
i��

Hi
�

�
A �

where random variables Hi
� (Hi

�) is the number of HOL cells destined for the output port be-
longing to the group O� (O�). By dividing the above equation by N and letting N to be infinity,
we have

�p � �� fqOH� � ��� qO�H�g�

where H� and H� are the average number of HOL cells destined for the group O� and O�,
respectively. From Eq. (2.3), we have

�c �
h
�� fqOH� � ��� qO�H�g

i
BL�
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The maximum throughput � can be obtained by substituting �c with � in the above equation
and solving for � in the same manner presented in Subsection 2.3.1.

In Figs. 2.8 and 2.9, the relations between qO and the maximum throughput are plotted for
BL � � and BL � ��, respectively. These figures show that an unbalanced traffic and a larger
packet size cause degradation of the maximum throughput.
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Figure 2.8: Unbalanced Traffic at Output Ports (NO � �� and BL � �).
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Figure 2.9: Unbalanced Traffic at Output Ports (NO � �� and BL � ��).

2.3.3 Case of Unbalanced Traffic at Input Ports

In this subsection, we evaluate the performance of the switch under an unbalanced traffic con-
dition at the input ports. Similar to the previous subsection, input ports are divided into two
groups I� and I�. Let qI be a ratio of the number of input ports belonging to the group I�
defined as

qI �
jI�j

N
� (2.10)
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We further introduce �p� and �p� as mean packet arrival rates at the groups I� and I�, respec-
tively. Assuming that �p� � �p� without loss of generality, we introduce rI as

rI �
�p�

�p� � �p�
� ���� (2.11)

It is noted that the balanced traffic case is the special case by setting qI � �, qI � � or rI � ���.
We assume that each packet arriving at the input port chooses the output port with a same
probability ��N . By letting �p denote the packet arrival rate at each output port, �p� and �p�
are given as

�p� �
�prI

�� qI � rI � 	qIrI

�p� �
�p��� rI�

�� qI � rI � 	qIrI
�

To obtain the maximum throughput, we consider the case where input ports are saturated.
Recalling that we assume �p� � �p�, the input buffers belonging to the group I� is saturated
first. Thus, we have

jI�jX
i��

Ai
� � jI�j �

NX
i��

�p�
�p

jI�j

N
Hi�

where the random variable Ai� is the number of packets arriving at the input port i belonging
to the group I�. By dividing the above equation by N and letting N to be infinity, we have

�p� � ��
rIH

�� qI � rI � 	qIrI
�

From Eq. (2.3), we obtain

�c� � ���
rIH

�� qI � rI � 	qIrI
�BL�

where �c� is the mean packet arrival rate at each input port belonging to the group I�. The
maximum throughput � can be obtained by substituting �c� in the above equation with � and
solving for � as in the same manner presented in Subsection 2.3.1.

Figures 2.10 and 2.11 show the maximum throughput dependent on qI for BL � � and
BL � ��, respectively. These figures show that an unbalanced traffic condition and a larger
packet size degrade the maximum throughput. The result for BL � � is almost same as that for
the output unbalanced traffic (Fig. 2.8). On the other hand, the result for BL � �� shows higher
performance than that of output unbalanced traffic (Fig. 2.9). This is because unbalanced traffic
at input ports causes less HOL blocking than at output ports.

2.3.4 Case of Mixture with Stream Traffic

Finally, we derive the maximum throughput in the case where the bursty traffic and the stream
traffic coexist. We assume that the stream traffic occupies some portion of the link with constant
peak rate. For example, this class of traffic can support an uncompressed video transfer service.

Let R denote the peak rate of stream traffic normalized by the link capacity. The switch
can simultaneously accept m�� b��Rc� calls of stream traffic. We assume that call arrivals
of the stream traffic follow a Poisson distribution with mean �CBR, and its service time (call
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Figure 2.10: Unbalanced Traffic at Input Ports (NO � �� and BL � �).
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Figure 2.11: Unbalanced Traffic at Input Ports (NO � �� and BL � ��).
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holding time) has an exponential distribution with mean ���CBR . While both bursty and stream
traffic share a link, cells of the stream traffic are given higher priority. Namely, cells of stream
traffic arriving at the input port are transferred to its destination output port prior to cells
of bursty traffic [14]. By this control mechanism, it can be considered that bursty traffic can
utilize � � nR of the link capacity when n calls of stream traffic are accepted. We note that
if compressed video transfer service is accommodated as stream traffic, more capacity can be
utilized by bursty traffic. Thus, the maximum throughput derived in the below should be
regarded as the “minimum” guaranteed throughput for the bursty traffic.

Since the stream traffic is given high priority, it can be modeled by an M/M/m/m queuing
system. By letting 	n be the probability that n calls of stream traffic are accepted in steady state,
	n is given as follows (e.g., [62]).

	n �

�
mX
n��

�
�CBR
�CBR

	n �

n�


�� �
�CBR
�CBR

	n �

n�

Since the service time of steam traffic can be assumed to be much longer than cell or the
packet transmission time of bursty traffic, the available link capacity for bursty traffic is re-
garded to be constant when the number of accepted calls of stream traffic is fixed. By letting �n
be the maximum throughput for bursty traffic when n calls of the stream traffic are accepted,
we have [14]

�n � ��� nR���

where � is defined as the maximum throughput of bursty traffic when all link capacity is al-
located to bursty traffic, and has been already derived in Subsection 2.3.1. Consequently, the
“averaged” maximum throughput �� is obtained as follows.

�� �
mX
n��

	n�n

Figure 2.12 shows the maximum throughput of bursty traffic and throughput of stream
traffic dependent on an offered traffic load for stream traffic for NO � ��, �CBR � ���, R � ��	
and m � �. From this figure, we can observe the natural idea that the larger the average packet
length is, the smaller the maximum allowable throughput of bursty traffic is. Therefore, the
available bandwidth allocated to the stream traffic should be limited in some way to avoid a
degradation of bursty traffic efficiency. One possible approach is to decrease m, which is the
maximum number of calls of stream traffic that the switch can accept. In an actual situation,
it can be implemented in CAC (Call Admission Control) so that an acceptable number of calls
of stream traffic is limited. Figure 2.13 shows the maximum throughput of both bursty traffic
and stream traffic dependent on the offered traffic load for stream traffic for BL � � and several
values ofm. It shows that the performance degradation of bursty traffic can be avoided to some
extent by limiting m.

2.4 Derivation of Packet Delay Distribution

In this section, we derive the packet delay experienced at both input and output buffer. The
packet delay is defined as the time duration from when the first cell of the packet arrives at the
input port of the switch to when the last cell is transmitted onto the output link. We divide the
packet delay into the following three elements.
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1. WI : The packet waiting time at the input buffer from the arrival time of the first cell of
the packet at the input buffer to its arrival time at the HOL queue.

2. WS : The switching delay from the HOL queue to its destination output port; that is, the
time duration from the arrival time of the first cell at the HOL queue to the departure
time of the last cell from the HOL queue.

3. WO : The packet waiting time at the output buffer from the arrival time of the first cell of
the packet at the output buffer to its departure time from the output buffer.

It is assumed that the cell transmission from the HOL queue is performed by a random disci-
pline for cells arriving in the same slot, and by a FIFO discipline for cells arriving in different
slots. In Subsections 2.4.1, 2.4.2 and 2.4.3, we will derive the above three elements.

2.4.1 Switching Delay

For obtaining the switching delay WS , we examine the cell transmission behavior of the tagged
packet arriving at the HOL queue. Let um be the probability that the number of packets waiting
in the HOL queue including the just arriving tagged packet equals m, which is obtained as

um �
NOX
n��

mX
j��

rn�m�ja
�
j �

where a�j is the probability that the tagged packet arrives with j packets in the same slot; that
is,

a�j �
jajP�
k�� kak

�
jaj
�p

�

In what follows, we will refer a cycle to the time to transfer all cells of the tagged packet from
the HOL queue to the output buffer.

Suppose now that there are m packets including the tagged one in the HOL queue at the
beginning of the cycle, that j packets of them have more cells to transfer, and that �m� � �� j�
packets newly arrive at the HOL queue during the cycle. In this case, the transition probability
tm�m� is given as

tm�m� �
m���X
j��

bm���ja
m
m����j �

where amk is defined as the probability that k packets arrives at the HOL queue during m slots;
that is,

amk �
��pm�ke��pm

k�
�

Let Tm�m��k� be the cycle time distribution whenmHOL cells exist at the beginning of the cycle,
and when there arem� HOL cells at the beginning of the next cycle. Using the above probability
tm�m� , Tm�m��k� is expressed as follows.

Tm�m��k� �

�
tm�m� � if k � m
�� otherwise

�
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By letting T lm�m��k� be the distribution over l cycles, we have

T lm�m��k� �
�X
j��

T l��m�j � Tj�m� ��k��

where the symbol � is the convolution operator of two probability distributions; that is, for
two probability distributions y��k� and y��k�, it is defined as

y� � y���k� �
kX
j��

y��j�y��k � j��

Next, let Um�k� represents the delay distribution of the last cell of the tagged packet. Because
of our assumption that the cell transmissions are done by a random discipline among cells
arriving at the HOL queue in the same slot, we have

Um�k� �

�
��m� if � � k � m� �
�� otherwise

�

We further introduce Wm�k� that is denoted as the transmission time distribution of the
tagged packet conditioned on m, which is the number of HOL packets when the tagged packet
arrives at the HOL queue. Recalling that the packet length (the number of cells in the packet)
follows a geometric distribution with parameter p, Wm�k� is given by

Wm�k� � ��� p�Um�k� �
�X
l��

pl��� p�
�X
j��

T lm�j � Uj��k��

Hence, the mean switching delay WS is obtained as

WS �
�X
m��

�X
k��

kWm�k�um�

2.4.2 Packet Waiting Time at Input Buffer

In order to obtain WI , we first consider the random variable WH , the time from when the first
cell of the packet arrives at the HOL queue to when all cells belonging to the same packet are
transferred to the output buffer. The derivation of distribution for WH is similar to that of WS ,
but in addition to the state of the HOL queue, the state of the output buffer should be taken
into account. Let un�m be the probability that there are m packets in the HOL queue and n cells
in the output buffer at the arriving instant of the tagged packet. It is determined as

un�m �

� Pm
j���r��m�j � r��m�j�a

�
j � if n � �Pm

j�� rn���m�ja
�
j� otherwise

We define Cn�m�n��m��k� as the probability distribution of a cycle time that the state was
�n�m� at the beginning of a cycle, and that the state becomes �n��m�� at the beginning of the
next cycle. It is noted that the current definition of the cycle is different from that in the previous
subsection in the sense that it is observed at the HOL queue. More precisely, when the output
buffer has space to accept, say three cells, three cells can be transmitted simultaneously in one
slot from the HOL queue if these exist, and in the current definition of the cycle, it is counted
as one slot. On the other hand, in the previous subsection, it is counted as three slots to derive
the switching delay. Cn�m�n��m��k� is obtained dependent on m and n as follows.
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� m � NO � n

Since all HOL cells can be transferred to the output buffer, the cycle time is just one slot.
The state of the output buffer then becomes n� � n�m. On the other hand, the number of
HOL packets becomesm� � j�k�� when j of HOL packets (except the tagged one) have
more cells to transfer and when k packets newly arrive in the current cycle. Consequently,
we have

Cn�m�n��m��k� �

� Pm�

j�� bm���jam����j � if k � � and n� � n�m

�� otherwise
�

� m � NO � n

�NO�n� cells are transferred to the output buffer in one slot, and the other �m� �NO�n��
cells are transferred continuously in the following slots. Therefore, the cycle time is �� �
m � �NO � n��, and the state of the output buffer becomes n� � NO. When j packets of
�m� �� HOL packets have more cells to transfer and when k packets arrive at the current
cycle, the number of HOL packets becomes m� � k � �. Therefore, we have

Cn�m�n��m��k� �

� Pm�

j�� bm���ja
m��NO�n���
m����j � if k � m� �NO � n� and n� � NO

�� otherwise
�

The cycle time distribution over l cycles is then obtained as

C l
n�m�n��m��k� �

NOX
n����

�X
m����

C l��
n�m�n���m�� � Cn���m���n��m� ��k��

Let Un�m�k� be the delay distribution of the last cell of the packet in the cycle. Because of
our assumption that the cell transmission is done by a FIFO discipline among cells arriving in
distinct slots, Un�m�k� is given as follows.

� m � NO � n

Un�m�k� �

�
�� if k � �
�� otherwise

� m � NO � n

Un�m�k� �

��
�

�NO � n��m� if k � �
��m� if k � m� �NO � n�
�� otherwise

Probability distribution of WH is obtained as

WH�k� �
NOX
n��

�X
m��

un�m

�
��� p�Un�m�k� �

�X
l��

pl��� p�
NOX
n���

�X
m���

C l
n�m�n��m� � Un��m� ��k�

�
�

The corresponding nth moment W �n�
H is then given by

W
�n�
H �

�X
k��

knWH�k��

Finally, by considering a Geom/G/1 queuing system where the first and second moments
of the service time are given by W ���

H and W
���
H , respectively, we have (see, e.g., [63])

WI �
�pW

���
H

	��� �pW
���
H �

�
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2.4.3 Packet Waiting Time at Output Buffer

Since WO means the delay of the first cell of the packet in the output buffer, we simply have

WO � � �
NOX
n��

�X
m��

nrn�m�

which includes the transmission time of the last cell.

2.4.4 Numerical Examples

Figures 2.14 and 2.15 show relations between the offered load and the average packet delay for
BL � � and BL � �, respectively, for various values of output buffer size NO. In Fig. 2.15, sim-
ulation results for the switch size N � �
 are also provided due to computational complexity
of our analytic approach. In simulation, we have set the switch size N to 16 in obtaining the
results for larger NO 's. These figures show that the high offered load suddenly increases the
average packet delays, which becomes saturated at the point where the offered load reaches the
maximum throughput. Inversely, if we use an appropriate size of the output buffer, it would
be possible to sustain increase of the average packet delay as having shown in Subsection 2.3
(see Fig. 2.5), but it is limited as the mean packet length becomes large. To validate our an-
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Figure 2.14: Average Packet Delay vs. Offered Load for BL � �.

alytic method, we provide simulation results as well as analytic ones in Fig. 2.16 for NO � �
and BL � � and BL � �. It can be found that our analysis gives slightly larger value than
simulation. It is just because the switch size N is assumed to be infinite in our analysis.

2.5 Approximate Analysis of Packet Loss Probability

In this section, the packet loss probability is derived by utilizing a Gaussian approximation.
In addition to the FIFO switch considered above, the RIRO (Random-In-Random-Out) switch
[14] is also considered for comparison. In the RIRO switch, in order to avoid the HOL blocking,
all cells at each input buffer are stored in logically separated buffers, each of which is associ-
ated with the destination output port. The packet loss probabilities for these two switches are
approximately derived in the followings.
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2.5.1 Case of FIFO Switch

At first, we consider a discrete time Geom/G/1 queuing system where packet interarrival times
follow a geometric distribution with parameter �p. We define ��z� as the probability generation
function (PGF) for the distribution of the number of packets arriving in a slot, which is given
by

��z� � �� �p � �pz�

Furthermore, we let B�z� be the PGF of probability distribution of the service time of the cus-
tomers. Its ith derivative is defined by b�i�; that is,

b�i� �
diB�z�

dzi

�����
z��

�

The PGF of the unfinished work for this system is given by (see, e.g., [63])

U�z� �
��� ����� z��B�z��

�B�z��� z
�

where � is the utilization obtained as

� � �pb
����

The average and the variance of U�z� is derived as

EU � �
dU�z�

dz

����
z��

�
�pb

��� � �
���
p �b����� � ���� 	��

	��� ��

V U � � EU���EU ���

where EU�� is given by

EU�� �
d�U�z�

dz�

�����
z��

�EU �

In the FIFO switch, we can view the number of cells in the input buffer as the unfinished work.
Therefore, the packet loss probability PL is approximately given as

PL�FIFO� 	� PrU � NI � �

Z �

NI

�p
		V U �

e
�

�y�E�U ���

�V �U� dy� (2.12)

where NI represents the buffer size. The probability distribution of WH obtained in Section 2.4
can be applied to Eq. (2.12) for the moments of the service time distribution. Namely, b�i�'s
(� � i � �) are given by

b��� � W
���
H (2.13)

b��� � W
���
H �W

���
H (2.14)

b��� � W
���
H � �W

���
H � 	W

���
H � (2.15)
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2.5.2 Case of RIRO Switch

We assume that each input buffer is composed of N Geom/G/1 queues, each of which is asso-
ciated with the output port. We further assume that each queue is served independently. This
assumption is realistic if the switch performs an appropriate cell transmission scheduling [14].
Furthermore, by assuming balanced traffic load condition, the mean packet arrival rate at the
jth queue at the input buffer (dedicated to the output port j) is given as

�j �
�p
N
�

By letting �j�z� be the z-transform for the number of packets arriving in a slot, we have

�j�z� � �� �j � �jz�

We define Vj as a random variable for the number of cells waiting at the jth queue in the
input buffer. To prevent a single queue from occupying the whole input buffer, the threshold
value Th is introduced for all queues, and the packet loss probability due to this threshold value
Th is given by

P �Th� 	� PrVj � Th�

The packet service time distributions for each queue are obtained from Eq. (2.15) by letting �
be �j .

Next, let UN be the random variable to represent the unfinished work defined as

UN �
NX
j��

Vj�

By introducing UN �z� � Vj�z�
N for the PGF of UN , the average and the variance of UN are

obtained as follows.

EUN � �
dV N

j �z�

dz

�����
z��

V UN � � EUN
���EUN ��

Let PL denote the probability that the number of cells at the input buffer exceeds the physical
buffer size NI , we have

PL�RIRO� 	� Pr lim
N��

NX
j��

Vj � NI � � Pr lim
N��

UN � NI ��

Consequently, the packet loss probability for the RIRO switch, P �RIRO�, is obtained as

P �RIRO� 	� max�P �Th�� PL�RIRO���

2.5.3 Numerical Examples

In Figs. 2.17 and 2.18, packet loss probabilities dependent on the offered load are plotted for
BL � � and BL � �, respectively. For comparison purposes, we also provide the result of
the output buffer switch [60]. Here, we set NI � NO � �� in the cases of FIFO and RIRO
switches and NO � �� in the case of the output buffer switch. In both cases of FIFO and RIRO
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switches, the higher offered load results in sudden degradation of the packet loss probability.
The FIFO switch gives the larger packet loss probability than both of the RIRO switch and the
output buffer switch for the same buffer size. However, the performance of the FIFO switch
can be further improved by a large capacity of the input buffer with low speed memory while
the output buffer switch requires high speed buffers at the output ports. It should be noted
from Fig. 2.17 that FIFO switch with NO � � shows better performance than RIRO switch
with NO � � when the offered load is rather low. This is explained as follows. Performance
degradation of FIFO switch is mainly caused by HOL blocking. However, when the offered
load is much lower than the maximum throughput, HOL blocking rarely occurs. Thus, FIFO
switch with larger output buffer (NO � �) gains lower packet loss probability than RIRO switch
with smaller output buffer (NO � �). Of course, if the same amounts of buffers are equipped at
input/output buffers, RIRO switch gives higher performance than FIFO switch at the expense
of more complicated hardware implementation. Furthermore, RIRO switch gives lower packet
loss probabilities than the output buffer switch even though it requires a less amount of high-
sped output buffer memory.

Finally, we assess the accuracy of our analytic results by comparing with simulation results.
Figures 2.19 and 2.20 illustrate the comparison results for the packet lengthBL � � andBL � �,
respectively, for the FIFO switch. Since our approach is based on the Gaussian approximation
method, only the small packet loss probabilities are meaningful as indicated in the figures.
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Figure 2.17: Packet Loss Probability vs. Offered Load for BL � �.

2.6 Conclusion

In this chapter, an ATM switch with input and output buffers equipped with the back-pressure
function was treated. We have analyzed its performance under bursty traffic condition for
applying it to data communications. We have derived the maximum throughput and the packet
delay distribution as well as the approximate packet loss probability under the assumption that
the switch size is infinite. Consequently, we have shown that larger packet lengths drastically
degrade the performance of the switch. However, it is possible to sustain such a degradation
to some extent by providing large output buffers. At least, the output buffer size comparable
to the average packet length is necessary to gain a sufficient performance.

Recently, congestion control schemes such as the rate-based congestion control for ABR
service class and EPD (Early Packet Discard) for UBR service class have been actively studied
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by many researchers [16, 64]. In most of their studies, the switch architecture is assumed to
be ideal. That is, the internal switch speed is enough high so that congestion occurs at the
output buffer. Thus, a threshold value associated with a single queue is considered to detect
congestion. However, to implement these congestion control schemes in actual, performance
limitations caused by the switch architecture should be taken into account as we have discussed
in this chapter. For this purpose, our analytic results obtained in this chapter can give the basis
to investigate the congestion control mechanism in the ATM layer.

We further note that our analytic approach described in this chapter can be applied to the
other cases, for example, the case where the switching speed is L �� � L � N� times faster
than the link speed (see, e.g., [65]), or the case where when L��� L� cells are simultaneously
destined for the same output buffer, �L� � L� cells are lost or kept awaiting at the input buffer.

For further works, we should evaluate the performance of the network in which two or
more ATM switches are interconnected. In such a network, even when a long term congestion
introduces large queue length at the input buffer, cell losses may be avoided to send back-
pressure signals to the upper adjacent switches.

40



Chapter 3

Performance of Rate-Based Congestion
Control Algorithm

The rate-based congestion control promises effective traffic management for the ABR service
class suitable to data communications in ATM networks. There have been several switch algo-
rithms of the rate-based congestion control algorithm proposed in the ATM Forum, including
EPRCA and EPRCA++ methods. While many studies have been devoted for these schemes in
the past, only ABR traffic is taken into account; the effect of VBR and CBR service classes, in
which multimedia traffic are accommodated, are not considered. In this chapter, we evaluate
performance of these switch algorithms when not only ABR traffic but also VBR traffic is in-
corporated into the ATM network. Through simulation experiments, we show drawbacks of
these switch algorithms for multimedia traffic, and give several suggestions to overcome these
problems.

3.1 Rate-based control schemes

In this section, we summarize EPRCA and EPRCA++. The former is adopted as a standard
mechanism for traffic management scheme for ABR service class in the ATM Forum while the
latter is proposed in [40] as an improved version of EPRCA. For more detail, refer to [16].

3.1.1 Enhanced Proportional Rate Control Algorithm

We first introduce a basic feature of EPRCA, which is based on a positive feedback mechanism.
A source end system periodically sends an RM (Resource Management) cell every NRM data
cells to check the congestion status of the network. The RM cell received at the destination
end system is returned to the source along the backward path if congestion does not occur in
the network. The switch can notify its congestion to the destination end system by marking
an EFCI (Explicit Forward Congestion Indication) bit in the header of data cells. As presented
in [21], the basic operation of the rate-based congestion control is that the source end system
normally increases its allowable cell transmission rate called ACR (allowed cell rate) while it is
decreased when the network falls into congestion. A notable feature of EPRCA is, however, that
the source end system always decreases ACR until it receives the RM cell from the network.
It can increase the rate only when the RM cell is received. The RM cell is discarded at the
destination end system if congestion is indicated by the EFCI bit. It results in that the source
end system continues to decrease its ACR. This positive feedback mechanism accomplishes a
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safer rate reduction at the source end system even if RM cells are lost at the switch because of
buffer overflow.

More specifically, the source end system determines the cell transmission rate in the follow-
ing way. Unless receiving an RM cell, the source determines the next cell transmission time
at ��ACR after the current time. This implies that the source continuously decreases its ACR
(until receiving an RM cell) as

ACR� max�ACR�ADR�MCR�� (3.1)

When the source receives an RM cell, the rate is increased as

ACR� min�ACR�NRM AIR�NRM ADR�PCR��

which compensates the reduced rate since the source received the previous RM cell (NRM ADR)
and increases the rate byNRM AIR. In an ideal situation with no propagation delay, this should
give a linear increase and an negatively exponential decrease of the cell transmission rate.

In EPRCA, three types of switch architectures with different functions are suggested in the
form of pseudo-code. The first one is an EFCI bit setting switch (EFCI) whose operation is
described in the above, and it is originally proposed in [27]. The EFCI switch, however, has a
fault that it produces unfairness among connections as pointed out in [26].

A capability to select source end systems having large ACR is then added in the second
switch called binary enhanced switch (BES). The BES switch maintains a control parameter
MACR (Mean ACR) that should ideally be the mean of the ACR's of all active connections.
When the rate of all connections is equal to MACR, the bandwidth is shared equally and the
switch can be fully used without falling into congestion. The key to this is obtaining an accurate
MACR. The BES switch updates its MACR according to the CCR (Current Cell Rate) field of
forward RM cells. For example, MACR is calculated as

MACR � MACR ��� AV � � CCR�AV�

where AV is used as an averaging factor [30]. When the switch becomes congested, it indi-
cates its congestion to the sources with higher rates. More specifically, the switch marks the CI
(Congestion Indication) bit of the backward RM cells if its CCR value exceeds MACR�DPF
(Down Pressure Factor), where a typical value of DPR is 7/8 for safe operation. The switch
may remain congested if only the above operation is applied. Therefore when a BES switch
becomes very congested (such that the queue length exceeds DQT ), all backward RM cells are
marked irrespective of their CCR values. Note that it is evident from the above description
that a BECN-like quick congestion notification can be accomplished in BES switches.

A more drastic rate reduction mechanism is adopted by the last one, the explicit down
switch (EDS) switch. The EDS switch maintains MACR as the BES switch does, and it controls
the transmission rate of sources by setting the ER field of backward RM cells according to a
degree of congestion. When a backward RM cell with CCR larger than MACR passes through
the congested EDS switch, the value of its ER element is set to MACR�ERF (Explicit Reduc-
tion Factor). If the switch becomes very congested, MACR�MRF (Major Reduction Factor) is
set in all backward RM cells to achieve quick congestion relief, which is called major reduction.
Typical values of ERF and MRF shown in [30] are 7/8 and 1/4.

3.1.2 EPRCA++

EPRCA++ provides a more effective (but expensive) explicit rate setting/ mechanism than EPRCA
does [40]; the ER value of backward RM cells are directly computed based on the number of
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active connections and the traffic load at the switch. The number of active connections is kept
to be known at the switch by using per-VC accounting, which can be implemented in several
ways with additional hardware complexity. For instance, each switch can have a VC table to
record the number of active connections. Each VC entry is marked or unmarked according to
the status of its corresponding VC (active or inactive), and the number of marked entries rep-
resents the number of active connections. Furthermore, the switch is provided with an interval
timer and it counts the number of cells received during every fixed time interval to monitor the
traffic load. The ER value in the RM cell is computed as

Overload � (Input rate)�(Target utilization)
Fair share � f��Available rate� # of active VC's�

This VC's share � f��CCR�Overload�
ER � max�Fair share�This VC's share�

ER in Cell � min�ER in Cell� ER��

where f� and f� are some appropriate functions, e.g., typical functions are;

f��Available rate� # of active VC's� � (Available rate)�(# of active VC's)�
f��CCR�Overload� � CCR�Overload�

By this way, rates of all sources are adjusted through RM cells in one round-trip time when
there is one congested switch in the network. The rate of the source is kept unchanged un-
til it receives a backward RM cell in which the explicit rate ER determined by the switch is
contained.

One attractive feature of EPRCA++ is its small number of control parameters, which can be
set easily by a network manager. Many control parameters required in EPRCA (see Appendix3.4)
are eliminated in EPRCA++. Furthermore, in EPRCA+ the target utilization around which the
switch is utilized, can be set freely. One may set the target utilization of the switch under 95%
link utilization, and then the queue size at the switch is smaller and cell delays are shorter.
Although there is an additional expense for timers and the VC table at the switch, EPRCA+ can
provide better fairness and responsiveness than EPRCA can [40].

3.1.3 Comparison of EPRCA and EPRCA++

In this subsection, performance of EPRCA and EPRCA++ are evaluated for the network model
illustrated in Fig. 3.1 as a preliminary study the video traffic is not added to investigate the
basic features of the above two algorithms. The propagation delay between the source and
destination end systems � are set at 0.01 ms, 1.00 ms as typical values for LAN and WAN
environments, respectively. The link speed at the switch is set to 156 Mbit/s. There are the
number NVC of connections, and the establishment of connections is staggered by 5 ms; that
is, nth connection starts its cell transmission at �n � �� � � ms. Then all connections continue
cell transmissions until the end of simulation runs. For control parameters of EPRCA and
EPRCA++, we use the values suggested in [30] and [40], respectively (see 3.4). Each simulation
is executed during 300 ms.

Figures 3.2 through 3.4 show the allowed cell rates ACR of selected connections, the ag-
gregate rate of all connections, and the queue length at the switch for EPRCA with EFCI, BES
and EDS switches. The number of connections, NVC , and the the propagation delay � are set
to 10 and 0.01 ms (as LAN environment), respectively. The case of EPRCA++ is also shown in
Fig. 3.5. From these figures, one can easily find that the EFCI switch shows slower rate increase
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Figure 3.1: Configuration of Simulation Model.
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Figure 3.2: EPRCA with an EFCI Switch (NVC � ��, � � ����).

than others. This is because the EFCI switch uses non-selective feedback; connections with
lower rate as well as other connections with higher rate are forced to decrease its rate in con-
gestion in the same manner. In addition, since the increase rate is proportional to the current
cell rate, the rate is increased slower than others (in this simulation, we use ICR � PCR���.
Furthermore, among three switches of EPRCA, the magnitude of amplitudes in the EFCI switch
is much larger than other two switches. It is also found that EPRCA++ gives an extremely sta-
ble operation compared with EPRCA, i.e., the queue length in the case of EPRCA++ is very
small. It is owing to a precise explicit rate setting capability of EPRCA++.

EPRCA++, however, causes a problem as the propagation delay becomes large. In Figs. 3.6
through 3.9, simulation results for EPRCA and EPRCA++ are plotted for � � ���� ms. It can be
observed that the maximum queue length of EPRCA++ grows continuously with no limitation.
Even with the EFCI switch, the maximum queue length in the simulation run is 976 (in cells).
The reason is that EPRCA++ determines the explicit rate ER based on the old information (i.e.,
CCR in the RM cells). As has been described in Subsection 3.1.2, the ER value is computed at
the switch as

ER � max�Fair share�This VC's share��

and “This VC's share” is obtained as

This VC's share � f��CCR�Overload��
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Figure 3.3: EPRCA with a BES Switch (NVC � ��, � � ����).
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Figure 3.4: EPRCA with an EDS Switch (NVC � ��, � � ����).
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Figure 3.5: EPRCA++ (NVC � ��, � � ����).
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Figure 3.6: EPRCA with an EFCI Switch (NVC � ��, � � ����).
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Figure 3.7: EPRCA with a BES Switch (NVC � ��, � � ����).

Since theCCR value in the backward RM cell received at the source end system is too old when
tau is large,ER value is likely to be set incorrectly. The operation of EPRCA++, however, might
be stabilized by, for example, decreasing the target utilization. In Fig. 3.10, we set the target uti-
lization to 0.9 instead of 0.95, which is the value suggested in [40]. EPRCA++ then works well
except the initial transient state at the expense of lower link utilization. In general, however,
it is not an easy task to optimize such a parameter dependent on the propagation delay. We
should also note that we have assumed the cell transmission for every connections is contin-
ued during the simulation run. It is only an illustrative purpose, and in actual situation, the
active period of connections should depend on characteristics of the traffic source. Although
the queue length in EPRCA++ is much smaller than the other schemes if we exclude the ini-
tial transient state, the smaller maximum queue length is important to avoid the cell loss from
the viewpoint of the buffer dimensioning. Therefore, we may conclude that the EDS switch of
EPRCA is still superior to EPRCA++ in the case of large propagation delays.
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Figure 3.8: EPRCA with an EDS Switch (NVC � ��, � � ����).
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Figure 3.9: EPRCA++ (NVC � ��, � � ����, target utilization � ����).
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Figure 3.10: EPRCA++ (NVC � ��, � � ����, target utilization � ����).
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3.2 Effect of VBR traffic

One of attractive capabilities of ATM networks is that it can support multiple QOS's according
to requirements of each traffic. As described before, rate-based congestion control has been de-
veloped to be applied to the ABR service class, which is suitable for data communications and
most of existing applications. Real-time traffic such as voice and motion video is, on the other
hand, accommodated into the CBR or VBR service class when multimedia traffic is supported
in the ATM network. In spite of this fact, rate-based congestion control methods have been
developed without considering these real time traffic classes.

In this section, the effect of VBR traffic on rate-based congestion control schemes is evalu-
ated by a simulation technique using the same model presented in Section 3.1.3. It is assumed
that VBR traffic is assigned higher priority than ABR traffic; i.e., VBR traffic cells are transmit-
ted prior to ABR cells at the switch if VBR cells exist in the buffer. Therefore, the bandwidth
available to ABR traffic should be affected by the cell generation rate of VBR traffic, which is
varied dependent on the time. As a typical example of VBR traffic, we adopt MPEG-1 encoded
video stream of 30 frame/s, 352 � 240 pixels with average rate 4.5 Mbit/s and peak rate 14.84
Mbit/s. It means that up to ten video streams can be multiplexed since we assume that the CBR
service class is used to transport video streams. In our simulation, ten identical VBR sources
are multiplexed with different starting points.

As described in Subsection 3.1.2, EPRCA++ requires information about the bandwidth
available to the ABR traffic. If we only consider the ABR traffic, it is identical to the VP ca-
pacity, being equal to the physical capacity of the link in most cases. When VBR traffic is
also accommodated onto the link, however, we should introduce some method to measure the
bandwidth available to the ABR traffic because it is dynamically changed due to the bursty na-
ture of VBR traffic. Since such a method is not described in the original EPRCA++ method [40],
we assume that the switch counts incoming VBR cells in a fixed time interval besides input
traffic monitoring; That is, the available bandwidth for ABR traffic, BW�, is estimated as

BW � � BW � �T �NV BR��T�

where T is the averaging interval, BW is the link speed, and NV BR is the number of incoming
VBR cells during T . In our simulation, T is set to 30 cell times. We note that in the case of
EPRCA, such a mechanism is not necessary since the status on the bandwidth utilization is
guessed from the queue length.

Simulation results for NVC � �� and � � ���� (as LAN environment) are first presented in
Figs. 3.11 through 3.14. The target utilization of EPRCA++ is set to 0.95 as suggested in [40].
ACR of selected connections and the aggregate rate for both of ABR and VBR connections are
plotted in these figures. In the figures of EPRCA (Figs. 3.11 through 3.13), the maximum queue
length becomes much larger than the ones in the previous case with no VBR traffic (Figs. 3.2
through 3.4) because of reduction of the bandwidth available to ABR connections. We can
further observe that the frequency of the rate increase and decrease is directly influenced by
the aggregate generation rate of VBR traffic as can be expected. When comparing EPRCA
and EPRCA++, it may conclude that the overall performance of ABR connections are not very
bad even in the existence of VBR connections, and that EPRCA++ method outperforms other
EPRCA methods in LAN environment as in the previous case without VBR traffic.

When the propagation delay becomes large, however, VBR traffic gives a different im-
pact on each scheme. In Figs. 3.15 through 3.18, we show cell rates and the queue length for
� � ���� ms as WAN environment. We also illustrate the aggregate throughput of ABR and
VBR traffic in Figs. 3.19 through 3.22 to see that under-utilization occurs in these cases. In these
figures, the BES switch gives better utilization since (1) the EFCI switch uses FECN-like slower
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Figure 3.11: EPRCA with an EFCI Switch (NVC � ��, � � ����).
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Figure 3.12: EPRCA with a BES Switch (NVC � ��, � � ����).
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Figure 3.13: EPRCA with an EDS Switch (NVC � ��, � � ����).
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Figure 3.14: EPRCA++ (NVC � ��, � � ����).

congestion notification and (2) the EDS switch frequently does major reduction. The perfor-
mance of the EDS switch may be improved by a proper use of control parameters. However,
it implies that too intelligent scheme causes unexpected results unless the careful parameter
tuning is performed before applying such a scheme to real systems.

This tendency becomes more apparent when we see the results of EPRCA++. As can be ob-
served in Fig. 3.18, the queue length explosion is unacceptable in the case of EPRCA++ when
the target utilization is set to 0.95. The reason why EPRCA++ shows worst performance can
be explained as follows. EPRCA++ determines the explicit rate of source end systems (ER)
by observing the usable bandwidth for the ABR traffic so that it tries to fully utilize the link at
the target utilization load. However, since it becomes too old when the RM cell containing the
ER value arrives at the source end system in the case of large propagation delays. Therefore,
when the cell arriving rate of VBR traffic at the switch grows (around at time 20 ms), the switch
becomes overloaded more and more. Recalling that EPRCA++ uses FECN-like congestion no-
tification, the larger � introduces more overloaded switch. This problem can be avoided by
setting target utilization properly (see Fig. 3.23 in the case of target utilization � ����). To make
the effect of the target utilization clear, we show the maximum queue length of EPRCA++ with
(and without) VBR traffic for different values of the target utilization (� � ����, NVC � ��) in
Fig. 3.24. From this figure, it can be found that the queue length increase rapidly unless the
target utilization is set to a proper value, and that a slightly larger value of the target utilization
causes a serious effect on the network performance.

In summary, we show the effect of the propagation delay � on the maximum queue length
in Fig. 3.25 forNVC � ��, and effects of the number of connectionsNVC on the maximum queue
length in Figs. 3.26 and 3.27 for � � ���� and � � ����, respectively. From these figures, we may
conclude that the EDS switch of EPRCA is of good performance regardless of the network scale,
and that EPRCA++ gives almost optimal performance in the LAN environment. Furthermore,
it seems to be difficult to apply EPRCA++ to the WAN environment unless control parameters
are set carefully.

3.3 Conclusion

Rate-based congestion control schemes have been developed in the ATM Forum as means of
simple and effective traffic management scheme for ABR traffic. However, there has been lit-
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Figure 3.15: Effect of VBR Traffic on EPRCA with an EFCI Switch (NVC � ��, � � ����).
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Figure 3.16: Effect of VBR Traffic on EPRCA with a BES Switch (NVC � ��, � � ����).
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Figure 3.17: Effect of VBR Traffic on EPRCA with an EDS Switch (NVC � ��, � � ����).
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Figure 3.18: Effect of VBR Traffic on EPRCA++ (NVC � ��, � � ����, target utilization � ����).
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Figure 3.19: Aggregate Throughput of EFCI Switch (NVC � ��, � � ����).
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Figure 3.20: Aggregate Throughput of BES Switch (NVC � ��, � � ����).
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Figure 3.21: Aggregate Throughput of EDS Switch (NVC � ��, � � ����).
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Figure 3.22: Aggregate Throughput of EPRCA++ (NVC � ��, � � ����).
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Figure 3.23: EPRCA++ (NVC � ��, � � ����, target utilization � ����).

53



0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96

M
ax

im
um

 Q
ue

ue
 L

en
gt

h 
(c

el
l)

Target Utilization

with VBR
without VBR

Figure 3.24: Effect of the Target Utilization (NVC � ��, � � ����).
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Figure 3.27: Effect of NVC on the Maximum Queue Length with VBR Traffic (� � ����).

tle consideration on VBR and CBR service classes, which are applied for real time traffic. In
this chapter, we have evaluated performance of two representative rate-based control schemes
— EPRCA, which is a standard scheme, and EPRCA++, a more intelligent scheme — by sim-
ulation technique. We first compared these schemes for only ABR traffic, and pointed out a
problem that EPRCA++ causes serious queue explosion in WAN environment unless a care-
ful parameter setting is applied. As a typical application of VBR traffic, multiplexed MPEG
streams were added on the switch to exhibit how VBR traffic influences the performance of
theses schemes. We have shown the effect of VBR traffic on cell emission rates of ABR connec-
tions, the maximum queue length, and the throughput at the switch. It should be emphasized
that control parameters of complicated schemes should be set carefully in order to achieve ef-
fective and stable operation.

3.4 Control Parameters

In this section, control parameters used in our simulations are listed.

Source End System Parameters

PCR 156 Mbit/s Peak Cell Rate; a maximum rate which ACR can be set
MCR PCR����� Minimum Cell Rate; a minimum rate of ACR
ICR PCR��� Initial Cell Rate; an initial/reset value for ACR
AIR 0.5 Additive Increase Rate; rate increase permitted
MDF 256 Multiplicative Decrease Factor; MDF � 	MD

NRM 16 Number of Cells/RM; NRM � 	N
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Switch Parameters

— EPRCA —
QH 50 High Threshold
QL 50 Low Threshold
DQT 100 High queue limit to determine very congested
V CS 7/8 VC Separator
AV 1/16 Exponential Averaging Factor; for averaging ACR's
MRF 1/4 Major Reduction Factor; for major reduction
DPF 7/8 Down Pressure Factor
ERF 15/16 Explicit Reduction Factor
— EPRCA++ —
Averaging Interval 30 cell
Target Utilization 0.95
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Chapter 4

Parameter Tuning of Rate-Based
Congestion Control Algorithm

The rate-based congestion control algorithm defines several control parameters for controlling
cell emission process of the source end system. The effectiveness of the rate-based congestion
control algorithm heavily depends on a choice of these control parameters, but a method for
selecting these control parameters has not been specified in the standard.

In this chapter, we analyze the performance of the rate-based congestion control algorithm
through applying a first-order fluid approximation to provide control parameter tuning. In
the analysis, we focus on two conditions that control parameters should satisfy; one is the
prevention of buffer overflow at the switch buffer, and the other is full link utilization. For this
purpose, we first obtain the maximum and minimum queue lengths at the switch under the
condition that all connections are in a steady state. We next analyze the behavior of a newly
established connection by assuming that one or more connections start cell emission while
other connections are in a steady-state. Based on this analysis, we discuss proper settings of
initial control parameters such as ICR (Initial Cell Rate) to avoid buffer overflow at a switch.
Through numerical examples, we demonstrate that our parameter set can satisfy two main
objectives — prevention of buffer overflow and full link utilization — in both LAN and WAN
environments.

4.1 Analytic Model

Our analytic model consists of homogeneous traffic sources and a single bottleneck ATM link
as shown in Fig. 4.1. The number of active connections that share the bottleneck link is denoted
by NVC . The bandwidth of the bottleneck link is denoted by BW , and propagation delays
between the source and the switch and between the switch and the destination are denoted by
�sx and �xd, respectively. These parameters are varied according to the network configuration
(LAN, MAN, or WAN). The round-trip propagation delay between the source and destination
end systems is denoted by � �� 	�sx � 	�xd�. We further introduce �xds�� 	�xd � �sx� as the
propagation delay of congestion from the switch to the source end systems via the destination
end systems. Propagation delays �sx and �xd are assumed to be identical for all source and
destination pairs.

In the analysis, we assume that each source end system has an infinite number of cells
to transmit. That is, the permitted cell rate ACR (Allowed Cell Rate) is always equal to the
actual cell transmission rate CCR (Current Cell Rate). Furthermore, since we assume that all
connections start cell transmission simultaneously with the same rate-control parameters, all
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Figure 4.1: Analytic Model.

connections behave identically in our model. By analyzing this model, we will investigate
the steady state behavior of the system. Then, the assumptions are relaxed so that a single
connection can be added to the network (see Section 4.4).

At the switch, congestion is detected by using high and low threshold values associated
with the queue length of the buffer. These threshold values are denoted by QH and QL, re-
spectively. When the queue length exceeds the high threshold value QH , the switch detects
congestion and notifies each source end system via the corresponding destination end system
by marking the EFCI (Explicit Forward Congestion Indication) bit in the data cells, or by mark-
ing the CI (Congestion Indication) bit in the forward RM (Resource Management) cells. After
that, when the queue length goes below the low threshold value QL, the congestion is consid-
ered to be relieved. The EFCI bit in the data cells or the CI bit in the forward RM cells is then
cleared to indicate to the source end systems via the destination end system that the congestion
has been relieved. This sort of switch operation is often referred to as an EFCI bit marking
switch, or simply as a binary switch [16]. As mentioned above, we will first assume an infinite
buffer capacity in Section 4.2 to examine the steady state behavior. We will then consider the
finite case to obtain the condition of no buffer overflow in Sections 4.3 and 4.4. Note that as
an optional operation, the CI bit of the backward RM cells may also be marked by the switch
when it is congested. While this possibility is not treated in this chapter, the analysis can be
easily extended for this case as in [48, 49].

The behavior of end systems has been standardized by the ATM Forum, and it is specified
in [3]. In what follows, we will briefly summarize the standard. Each source end system main-
tains an ACR (Allowed Cell Rate), which is the allowable maximum rate at which the source
can emit cells. To adjust the ACR depending on the network congestion status, each source
periodically generates forward RM cells in proportion to its rate; it sends one forward RM cell
per �NRM � �� data cells. Upon the receipt of a forward RM cell, the destination end system
sends it back as a backward RM cell to the corresponding source end system. The ACR of
the source end system is changed in response to the backward RM cells. When the source end
system receives the CI bit cleared cell, a rate increase is performed as

ACR� min�ACR�RIF � PCR�PCR�� (4.1)

where PCR (Peak Cell Rate) is the maximum rate of the connection, which is negotiated when
the connection is established. The RIF (Rate Increase Factor) is a ratio for a proportional rate
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increase. On the other hand, the CI bit marked cell decreases ACR as

ACR� max�ACR�ACR�RDF�MCR�� (4.2)

where MCR (Minimum Cell Rate) is the minimum rate (or guaranteed rate) for this connection
but MCR is usually set to zero. The RDF (Rate Decrease Factor) is a ratio for an exponential
rate decrease.

In the following analysis, forward RM cells are not explicitly considered; congestion is in-
dicated by the EFCI bit of the data cells. However, forward RM cells can easily be taken into
account by replacing BW in our analysis by BW � as

BW � � BW
NRM � �

NRM
� (4.3)

which shows the control overhead specified by the ATM Forum. In addition, queuing and/or
processing delays of backward RM cells are assumed to be zero in our analysis. That is, these
cells are given higher priority than data cells at the switch. Therefore, it is assumed that a
backward RM cell is transfered from the destination to the source with a fixed delay ��	.

When cell queuing takes place at the switch buffer in the forward direction, the rate at which
the source end system receives backward RM cells is bounded by BW��NVC NRM �. Otherwise
it is identical to the cell transmission rate at the source end system. Thus we require an analyt-
ical treatment different from the one presented in [21] where the rate change was regarded as
being performed on a timer basis [16].

4.2 Dynamical Behaviors

We first introduce ACR�t� and Q�t� that represent, respectively, the allowed cell rate ACR of
each source and the queue length at the switch observed at time t. In what follows, the evolu-
tion of ACR�t� and Q�t� is analyzed by modifying our previous analysis presented in [48, 49].
In these papers, the behavior of the source and destination end systems were based on [30],
which is a rate-based congestion control algorithm proposal. In this chapter, the analysis is
modified to reflect the latest standard algorithm described in [3], and we summarize this anal-
ysis below.

4.2.1 Determination of ACR�t�

The evolution of ACR�t� and Q�t� have periodicity in the steady state as shown in Fig. 4.2. The
behavior of ACR�t� and Q�t� can be divided into four phases, and we introduce ACRi�t� and
Qi�t�, which are defined as

ACRi�t� � ACR�t� ti����

Qi�t� � Q�t� ti����

where ti is defined as the time when Phase i terminates. We further introduce ti���i as the in-
terval of Phase i, which is defined as ti� ti��. In each phase, ACRi�t� and Qi�t� are determined
as follows.

� Phase 1: ACR��t�

In this phase, ACR is continuously decreased by receiving backward RM cells with CI �
� from the network. On the receipt of a backward RM cell, ACR is decreased according
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Figure 4.2: Pictorial View of ACR�t� and Q�t�.

to Eq. (4.2). Since the bottleneck link is fully utilized, backward RM cells are sent to each
source end system at a fixed interval. By letting x� be the interval of two backward RM
cells, we have a relation

x� �
NVC NRM
BW

� (4.4)

From Eqs. (4.2) and (4.4), the differential equation of ACR��t� is obtained as

dACR��t�

dt
�
�ACR��t�RDF

x�
� (4.5)

By assuming MCR � �, ACR��t� is obtained as

ACR��t� � ACR����e
�BW�RDF
NVC NRM

t
� (4.6)

� Phase 2: ACR��t�

Since the switch is not congested in this phase, backward RM cells with CI � � are
transferred to the source end system. Therefore, ACR is increased linearly in the form of
Eq. (4.1). The interval of two successive RM cells, x�, is also constant as with the case of
Phase 1 (see Eq. (4.4)), and is given as

x� �
NVC NRM
BW

� (4.7)

Thus, the differential equation of ACR��t� is given by

dACR��t�

dt
�
RIF � PCR

x�
� (4.8)

Solving this equation leads to

ACR��t� � ACR���� �
BW � RIF � PCR

NVC NRM
t� (4.9)
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� Phase 3: ACR��t�

Though ACR is increased linearly as in Phase 2, the interval of two successive RM cells
x� varies according to the previous ACR. More specifically, x� is given by the root of the
following equation. Z x�

�
ACR��y � ��dy � NRM � (4.10)

Since it is difficult to solve this equation, we use the following equation as an approxima-
tion of x�.

x� 	�
NRM

ACR��t�
(4.11)

The differential equation of ACR��t� is obtained as

dACR��t�

dt
�
RIF � PCR

x�
� (4.12)

Hence ACR��t� is approximately given by

ACR��t� 	� ACR����e
RIF�PCR

NRM
t
� (4.13)

� Phase 4: ACR��t�

ACR��t� is given in an equivalent form to ACR��t� since the arrival rate of backward RM
cells is identical to the case in Phase 2.

4.2.2 Evolution of ACR�t� and Q�t�

The evolution of ACR�t� and Q�t� is finally obtained by determining the initial value ACRi���
and the duration between two phases ti�i��. Given the initial rates of Phase i, Qi�t� is obtained
as

Qi�t� � max�Qi��sx� �

Z t

�sx

�NVC ACRi�x� �sx��BW �dx� ��� �sx � t � �sx � ti���i� (4.14)

The duration of Phase i, ti���i, is defined as

ti���i �

��
�

Q��� �QL� � �xds i � �

min�Q��� �QH� � �xds� Q
��
� ��� � �xds� i � 	� �

ACR��� �BW�NVC� � � i � �

(4.15)

where ACR��i �t� and Q��i �t� are defined as inverse functions of ACRi�t� and Qi�t�, respec-
tively. Refer to [48, 49] for further details on these derivations.

4.3 Parameter Tuning in The Steady State

In this section, we determine proper settings of the control parameters for source end sys-
tems (such as RIF and RDF ) and threshold values at the switch (QH and QL) by applying
our analysis explained in Section 4.2. In Subsections 4.3.1 and 4.3.2, we analytically obtain
two conditions for preventing buffer overflow, and attaining full link utilization, respectively.
In Subsection 4.3.3, we show several numerical examples to demonstrate the applicability of
binary-mode switches in various network configurations.
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4.3.1 Condition for Avoiding Buffer Overflow

In Section 4.2, the dynamical behavior of Q�t� was derived by assuming the infinite capacity
of the cell buffer at the switch. However, in an actual implementation, its size is limited due
to cost or technological limitations, which results in cell loss at the switch buffer. The purpose
of this subsection is to derive the condition that lets us avoid buffer overflow at a finite switch
buffer. To this end, we first derive the maximum queue length in a closed-form equation, which
should be bounded by the buffer size to ensure there is no cell loss.

Let us introduceQmax as the maximum queue length in the steady state. While it is possible
to obtain Qmax by utilizing the analysis in Section 4.2, it requires an iterative calculation as has
been presented in [48]. Instead, we derive a more tractable condition, which is based on the
following observation. When the increase/decrease rate is high, Q�t� is likely to oscillate to
a large extent; that is, the amplitude of Q�t� becomes large. Thus, as the maximum of Q�t�
becomes larger, the minimum of Q�t� eventually reaches zero. Inversely, the maximum queue
length can be bounded by assuming that the minimum of the queue length Q�t� reaches zero.
As can be seen in Fig. 4.2, Q�t� starts growing at the end of Phase 3, i.e., after �sx from when
aggregate cell rate (ACR � NVC) exceeds the bottleneck link bandwidth BW . In our analysis,
the initial values of ACR�t� and Q�t� are set as follows.

ACR��� �
BW

NVC
(4.16)

Q��sx� � � (4.17)

The evolution of ACR�t� and Q�t� is then obtained for Phase 3, then for Phase 4 and 1. As
shown in Fig. 4.3, Q�t� reaches its maximum in Phase 1, after �sx from when ACR falls to
BW�NVC . Hence, Qmax is obtained as

Qmax � Q��tmax�� (4.18)

where tmax is the time at which Q�t� reaches its maximum in Phase 1; tmax is obtained as

tmax � t� �ACR��� �
BW

NVC
� � �sx� (4.19)

ACR(t)

Q(t)

t

t

BW/Nvc

QH

QL

Phase 3 Phase 4 Phase 1

t3 t4

τsx τsxτxdsτxds

0

Qmax

Figure 4.3: Pictorial View of ACR�t� and Q�t�.

The initial value ofQ��t� is required to beQ������ Q��t���, andQ���� and t� can be obtained
from Eqs. (4.9), (4.14), (4.16), and (4.17). To simplify the following analysis, Phase 3 is not taken

62



into account; that is, Eqs. (4.16) and (4.17) are used as the initial values of Phase 4. Finally, Qmax
is obtained in a closed-form equation as (after some manipulation)

Qmax � QH �
NVC

RDF

s
	NRM QH RIF � PCR

BW

�
NRM NVC

RDF
log

�
� �

s
	QH RIF � PCR

BW NRM
�
� RIF � PCR

NRM

�

��

�s
	BW QH RIF � PCR

NRM
�
NVC RIF � PCR

RDF

�

�
��BW � RIF � PCR

NRM
� (4.20)

This equation shows that Qmax increases as the propagation delay � or the number of connec-
tions NVC increases. Note that the low threshold value QL does not appear in the equation
because of our assumption that Q�t� reaches zero; Qmax is obtained regardless of the interval
of Phase 1.

The condition for avoiding buffer overflow is finally obtained as

BL � Qmax� (4.21)

where BL denotes the buffer size at the switch. As stated above, the actual maximum queue
length may take a smaller value than the Qmax obtained in the above if Q�t� never reaches
zero. Actually, a condition that Q�t� does not reach zero, on a similar condition, is necessary to
fully utilize the output link, as will be derived in the next subsection. The applicability of our
approximation method will be validated in the next section by a comparison with simulation
results.

4.3.2 Condition for Full Link Utilization

The bottleneck link is fully utilized when the buffer at the switch is never empty. In other
words, full link utilization is achieved when the following condition is satisfied.

Qmin � �� (4.22)

where Qmin is the minimum queue length in the steady state. As explained, the evolution of
Q�t� has a periodicity in the steady state. Q�t� reaches its minimum at the beginning of Phase 2,
that is, after �sx at which ACR reaches BW�NVC . Thus, the initial values of ACR�t� and Q�t�
are decided as follows.

ACR��� �
BW

NVC
(4.23)

Q��sx� � Qmin (4.24)

In a way similar to the approach taken in Subsection 4.3.1, the evolution of ACR�t� and Q�t� is
obtained from Phase 1 followed by Phases 2, 1, and 2 as shown in Fig. 4.4. Again, Q�t� reaches
its minimum, Qmin, during Phase 2. Therefore, Qmin should satisfy the following equation.

Qmin � Q��tmin�� (4.25)

where tmin is the time when Q�t� reaches its minimum in Phase 2, and is obtained as

tmin � t� �ACR���

�
BW

NVC

	
� �sx� (4.26)
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Figure 4.4: Pictorial View of ACR�t� and Q�t�.

Since t� and the initial values ACR���� and Q���� depend on Qmin, an iterative calculation is
required to find Qmin.

The optimum set of source and switch control parameters exists in the region where Eqs. (4.21)
and (4.22) are both satisfied. However, under some conditions, for example, extremely long
propagation delays, it may become impossible to satisfy both conditions as will be shown in
the following numerical examples.

4.3.3 Numerical Examples

In the following numerical examples, the bandwidth of the bottleneck link, BW , is set to 353.7
cell/ms assuming a 150 Mbit/s ATM link. At the switch, the buffer size, BL, is set to either 300
Kbyte (5,796 cells) or 10 Kbyte (193 cells). Although 10 Kbyte is fairly small for an ATM switch,
we use it as an extreme case of buffer shortage. High and low threshold values, QH and QL,
are first fixed at the one-half of BW , and are then varied to investigate their effects. NRM is
fixed at 32.

Figure 4.5 shows the maximum queue lengthQmax as functions ofRIF andRDF forNVC �
�� and � � ���	ms as in a LAN environment. The RIF is changed from ��	� to ��	�� , and the
RDF from ��	� to ��		. Qmax rises from 0 to BL (5,796 cells). This means that the buffer
overflow occurs in the upper flat region. The larger RIF is (i.e., the faster the rate increase)
or the smaller RDF is (i.e., the slower the rate decrease), the larger Qmax becomes. In other
words, a small RIF value and a large RDF value are desired to avoid buffer overflow at the
switch. However, a smaller value of RIF increases the convergence time of the congestion due
to the slow rate increase.

As can be seen from Eq. (4.20), Qmax increases as the propagation delay, � , or the number
of connections, NVC , increases. In Figs. 4.6 and 4.7, we change � from 0.02 ms to 2.00 ms as in
a WAN environment, and NVC � �� to NVC � ��, respectively. These figures show that Qmax

exceeds BL more easily than in the case of � � ���	 and NVC � �� (Fig. 4.5). Thus, RIF and
RDF need to be determined more carefully when � and/or NVC is large.

In Fig. 4.8, we show the boundary line of the condition for no cell loss obtained in Eq. (4.21)
for RIF and RDF . The high and low threshold values, QH and QL, are set to an identical
value (denoted by QT ) that is varied between BL��, BL�	, and �BL��. The lower region
of the boundary line satisfies Eq. (4.21). Figure 4.8 shows that a large QT limits the proper
parameter region for zero cell loss. Therefore, we conclude that threshold values should be set
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Figure 4.5: Maximum Queue Length for BL � ��� Kbyte, NVC � ��, and � � ���	 ms.
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Figure 4.6: Maximum Queue Length for BL � ��� KByte, NVC � ��, and � � 	��� ms.
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Figure 4.7: Maximum Queue Length for BL � ��� KByte, NVC � ��, and � � 	��� ms.
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to a small value to avoid buffer overflow.
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Figure 4.8: Condition for No Buffer Overflow for BL � ��� Kbyte, NVC � ��, and � � ���	ms.

To investigate the effect of the number of connections, NVC , we plotted the boundary lines
for different values of NVC where QT is fixed at BL�	 (Fig. 4.9). This figure shows that a
small RIF value and a large RDF value are needed to avoid buffer overflow as NVC increases.
However, the change in the boundary line is small as NVC increases. Thus, RIF and RDF can
be determined regardless of NVC when many connections are constantly active.
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Figure 4.9: Condition for No Buffer Overflow for BL � ��� Kbyte, QT � BL�	, and � �
���	 ms.

Next, the effect of the propagation delay, � , is shown in Figs. 4.10 and 4.11. In both figures,
� is changed from 0.02 ms to 2.00 ms. The main difference from Figs. 4.8 and 4.9 is found in
the region of large RIF and RDF ; the slope of the boundary line for � � 	��� ms is not as
steep as that for � � ���	 ms. In this case, the queue length tends to increase because of slow
notification of congestion from the switch. Thus, even with a large RDF value (i.e., fast rate
reduction), RIF should be set to a small value to restrain the queue build-up. We conclude
from these observations that a small RDF value should be used for a WAN environment.

Buffer dimensioning is also an important issue. To show the effect of buffer size, we de-
crease the buffer size, BL, to 10 Kbyte (only 193 cells) and show the boundary line of Eq. (4.21)
for � � ���	 ms and � � 	��� ms in Figs. 4.12 and 4.13, respectively. Figure 4.12 shows little dif-

66



1/20

1/24

1/28

1/212

1/216

1/220

1/28 1/26 1/24 1/22 1/20

R
IF

  

RDF  

QT =1/4 BL  
QT =2/4 BL  
QT =3/4 BL  

Figure 4.10: Condition for No Buffer Overflow forBL � ��� Kbyte,NVC � ��, and � � 	��� ms.
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Figure 4.11: Condition for No Buffer Overflow for BL � ��� Kbyte, QT � BL�	, and � �
	��� ms.
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ference compared with the case whereBL � ��� Kbyte (see Fig. 4.8) except whenRDF is large.
This can be explained as follows. When � is small (0.02 ms in these cases), the queue length
never grows rapidly because of quick notification of congestion. However, when � becomes
large, a lack of buffer capacity has a different impact as shown in Fig. 4.13. The applicable
region of RIF and RDF is much narrowed than in Fig. 4.10. However, we should note that
buffer overflow can be still avoided even with a small buffer.
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Figure 4.12: Condition for No Buffer Overflow for BL � �� Kbyte, NVC � ��, and � � ���	 ms.
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Figure 4.13: Condition for No Buffer Overflow for BL � �� Kbyte, QT � BL�	, and � �
	��� ms.

We next investigate the applicable region of RIF and RDF for achieving full link utiliza-
tion. Figures 4.14 and 4.15 show boundary lines of the condition for full link utilization ob-
tained from Eq. (4.22) for � � ���	 ms and � � 	��� ms, respectively. In these figures, QT is
varied between BL��, BL�	, and �BL�� while the other parameters are set to the same values
used in Figs. 4.8 and 4.10. In Figs. 4.8 and 4.10, the bottleneck link can always be utilized in the
upper region of the boundary line. As we have explained, only the values of RIF and RDF
taken from the region between two boundary lines, Eqs. (4.21) and (4.22), can satisfy both the
no buffer overflow objective, and the full link utilization objective. For example, in the case of
� � ���	 ms, RIF and RDF should be chosen from the region bounded by Figs. 4.8 and 4.14.
Note that both objectives can be attained for � � 	��� ms even though the applicable region of
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RIF and RDF is rather small. Unlike the condition for no buffer overflow, a large value of QT
is needed for full link utilization.
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Figure 4.14: Condition for Full Link Utilization for BL � ��� KByte, NVC � ��, and � �
���	 ms.
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Figure 4.15: Condition for Full Link Utilization for BL � ��� KByte, NVC � ��, and � �
	��� ms.

The effect of the number of connections, NVC , is shown in Figs. 4.16 and 4.17 for � � ���	 ms
and � � 	��� ms, respectively, while QT is fixed at BL�	. As with the prevention of buffer
overflow condition, a large value of NVC does not greatly reduce the size of the applicable
region for full link utilization. Hence, we anticipate that the prevention of buffer overflow and
full link utilization can both be attained even when NVC is large. This is true in the case of a
sufficient buffer size and/or a short propagation delay. However, it is impossible to achieve
both objectives under some conditions. In Fig. 4.18, the buffer size BL is changed to 10 KByte
while the propagation delay � is unchanged (0.02 ms). Figures 4.12 and 4.18 shows that both
Eqs. (4.21) and (4.22) can still be satisfied. However, when BL � �� Kbyte and � � 	��� ms, we
find that no solution of Eq. (4.22) exists for RDF larger than ��		. That is, full link utilization
while avoiding buffer overflow cannot be obtained in this case.

In what follows, we validate our analysis through a comparison with simulation results.
We ran simulations for the same model as our analytic model (see Fig. 4.1), and used the same
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Figure 4.16: Condition for Full Link Utilization for BL � ��� KByte, QT � BL�	, and � �
���	 ms.
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Figure 4.17: Condition for Full Link Utilization for BL � ��� KByte, QT � BL�	, and � �
	��� ms.
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Figure 4.18: Condition for Full Link Utilization for BL � �� KByte, QT � BL�	, and � �
���	 ms.
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control parameters as were used in Fig. 4.5. Each source end system was given ICR � BW�	�.
In Figs. 4.19 and 4.20, we show the maximum queue length obtained by analysis (see Eq. (4.20))
and by simulation for the propagation delays, � � ���	 ms and � � 	��� ms. As can be seen,
Eq. (4.20) provided values close to the simulation results regardless of the large propagation
delay, and the simulation results were upper-bounded as in the analysis.
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Figure 4.19: Comparison of Qmax with Simulation Results for � � ���	 ms.
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Figure 4.20: Comparison of Qmax with Simulation Results for � � 	��� ms.

4.4 Parameter Tuning in The Initial Transient State

In this section, we focus on determining the proper setting of the control parameters, especially
for achieving good performance in the initial transient state. In Subsection 4.4.1, we explain the
behavior of rate-based congestion control when one or more new connections start transmitting
cells, and explore the proper setting of initial control parameters for the source end system. In
Subsection 4.4.2, we show several numerical examples.
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4.4.1 Appropriate Setting of Initial Control Parameters

During the process to establish a connection, the source end system negotiates several control
parameters with the network. These control parameters include ICR (Initial Cell Rate) and
CRM in addition to NRM , RIF , and RDF that we have discussed in Section 4.2. The first two
parameters are needed for the initial cell transmission. After the connection is established,
the ACR is initially set to the ICR, and cells are transmitted as a series of one forward RM
cell followed by �NRM � �� data cells. Once a backward RM cell is received by the source via
the destination, its ACR is controlled by the status of the subsequent backward RM cells as
explained in Section 4.1. In other words, no rate-control is performed until the first backward
RM cell is received by the source. To limit the number of cells drained without rate-control,
the source end system uses CRM . That is, when the number of forward RM cells sent without
receiving any backward RM cells exceeds CRM , the source independently decreases its ACR at
each forward RM cell emission according to the following equation.

ACR� max�ACR�ACR� CDF�MCR� (4.27)

In this equation, CDF (Cutoff Decrease Factor) is a ratio of the exponential rate decrease.
If new connections start their cell transmission while other connections are active and set-

tled, the queue length at the switch buffer grows rapidly unless both of ICR and CRM are
chosen properly. For safer operation, ICR should be given a small value to avoid a queue
build-up, which would eventually lead to cell loss due to the limited buffer capacity. On the
other hand, a large ICR value is desirable to minimize burst (packet) transmission delays. In
what follows, we investigate a proper setting of ICR and CRM , taking into account the need to
maximize ICR while avoiding buffer overflow at the switch.

ICR and CRM are negotiated through two parameters called TBE (Transient Buffer Expo-
sure) and FRTT (Fixed Round-Trip Time) [3]. The TBE is the number of cells that the source
can transmit before receiving backward RM cells. In other words, TBE is the buffer capacity
reserved for that connection at the intermediate switches. Therefore, cell loss can be prevented
as long as the number of cells emitted by the source does not exceed TBE. FRTT is the actual
round-trip delay of that connection including processing delays and propagation delays. Based
on TBE and FRTT , the values of ICR and CRM at the switch are computed as follows.

ICR � min

�
ICR�

TBE

FRTT

	
(4.28)

CRM �

�
TBE

NRM

�
(4.29)

In these equations, the time needed to receive the first backward RM cell (i.e., FRTT ) is equal-
ized to the time after which the rate begins to decrease after sendingCRM forward RM cells [66].
In the remainder of this section, we investigate the proper setting of TBE and FRTT , instead
of ICR and CRM , using the same model described in Section 4.1. We will first obtain the upper-
bound of FRTT , and then consider ways of determining TBE.

By assuming a zero processing delay of cells at the switch and the higher priority of back-
ward RM cells over data cells, FRTT is upper-bounded by the following equation.

FRTT � � �
min�Qmax� BL�

BW
� (4.30)

where � , BW and BL are the propagation delay, the bandwidth of the switch link, and the
switch buffer size, respectively, and Qmax is given by Eq. (4.20).
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We first consider a case where only one connection is added to a network where NVC con-
nections are actively transmitting cells and are already in a steady state. In this case, to avoid
buffer overflow at the switch, TBE for that connection should be set as

TBE � max�BL�Qmax� ��� (4.31)

As explained in Section 4.2, Q�t� has a periodicity in a steady state. Hence, TBE can take a
larger value than Eq. (4.31) if the new connection starts cell transmission when Q�t� is smaller
than Qmax. However, we use Eq. (4.31) in the numerical examples since the periodicity of Q�t�
is difficult to anticipate, and our primary objective is to avoid cell loss at the switch.

Equation (4.31) is, however, insufficient to prevent buffer overflow when we consider the
possibility that two or more connections are simultaneously established on a network and/or
become active to start to transmit cells at the same time. That is, TBE needs to be chosen more
carefully than in the previous case. One may think that such an occasion rarely happens in a
real situation. However, consider the case where the server in the network goes down due to its
failure, and it is recovered afterward. Then, many client workstations access the server almost
at the same time, which leads to the queue build-up at the switch [49]. In the remainder of this
subsection, we will take account of such a case for safer operation of the rate-based congestion
control.

In what follows, we consider four ways to allocate TBE to multiple connections. LetNVC be
the number of active connections in the steady state. We further introduce NVC � representing
the possible number of connections that are added simultaneously. Noting that the inactive
connections, which have been already established but are idle, start cell transmission in a same
manner to the newly added connections [3], the inactive connections are not counted in NVC ,
but in NVC

�. NVC is also introduced as the maximum number of connections that the switch
can accept. It may be limited by the physical configuration of the switch.

Note that the number of active connections,NVC , can be known at the switch by introducing
an additional function such as per-VC accounting [18]. In that case, the following Schemes 1
and 3 will work more correctly. Otherwise,NVC should be estimated according to the operating
network systems at the expense of accuracy. Also note that estimation of NVC � becomes a key
factor in Schemes 2 and 4.

Scheme 1: This scheme reserves the same amount of buffer capacity, BL�NVC , for every con-
nection that can possibly be established on the switch. That is,

TBE �
BL

NVC

� (4.32)

Therefore, buffer overflow is completely avoided regardless of the number of additional
connections NVC

�. However, TBE cannot take a larger value than other schemes even
when NVC

� is small.

Scheme 2: This scheme allocates the unused buffer capacity, max�BL�Qmax� ��, for additional
connections, i.e.,

TBE �
max�BL�Qmax� ��

NVC
� � (4.33)

where Qmax is obtained in Eq. (4.20) of our analysis. Newly established connections can
gain a larger value of TBE than other schemes. However, buffer overflow may occur if
the estimation of NVC

� is smaller than the actual value.
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Scheme 3: This scheme allocates the unused buffer capacity, max�BL�Qmax�, for the connec-
tions that are currently not active but that might be established.

TBE �
max�BL�Qmax� ��

NVC �NVC

� (4.34)

This scheme can be considered as a more conservative one than Scheme 2.

Scheme 4: In this scheme, we set

TBE �
max�BL�Q�max� ��

NVC
� � (4.35)

where Q�max is the maximum queue length obtained by replacing NVC in Eq. (4.20) with
NVC . In other words, this scheme allocates the unused buffer capacity in the worst case
(i.e., when all NVC connections are active) for additional connections. Note that this
scheme requires no information about NVC . Therefore, the lower switch cost can be ex-
pected. Furthermore, the switch can determine TBE a priori without considering the
current switch status.

4.4.2 Numerical Examples

In what follows, we first show numerical examples for one additional connection (i.e., NVC � �
�). We plotted ICR and CRM as functions of the number of connections, NVC , and the prop-
agation delay, � , in Figs. 4.21 and 4.22. We used Eqs. (4.31) and (4.30) to determine TBE and
FRTT , respectively. The buffer size BL and the threshold value QT are fixed at 300 Kbyte and
BL�	, respectively. In these figures, RIF and RDF are set to 1/64 and 1/16, which are com-
monly used values for the binary mode switch in the LAN environment [67, 55, 56]. For the
other parameters, we use the same values as in Subsection 4.3.3. Figure 4.21 shows that ICR
should always be set to zero when the number of active connections, NVC , is larger than 10.
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Figure 4.21: Initial Cell Rate for BL � ��� Kbyte, QT � BL�	, RIF � ��
�, and RDF � ���
.

By setting both RIF and RDF appropriately, ICR can take a larger value than in Figs. 4.21
and 4.22 as follows. We chosen RIF � ���	� and RDF � ��	 based on our the analytic results
from Figs. 4.9, 4.11, 4.16, and 4.17. This parameter setting can fulfill both the conditions of
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Figure 4.22: CRM for BL � ��� Kbyte, QT � BL�	, RIF � ��
�, and RDF � ���
.

preventing buffer overflow and the condition of full link utilization. We plot ICR and CRM
for these parameters in Figs. 4.23 and 4.24. As shown in Fig. 4.23, ICR can now take a larger
value than in Fig. 4.21 for any NVC and � because Qmax is decreased by setting RIF and RDF
appropriately. Remember that the smaller Qmax becomes, the larger value ICR can take (see
Eqs. (4.28) and (4.31)). Therefore, a proper setting of RIF and RDF is also helpful to improve
the performance in the initial transient state.
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Figure 4.23: ICR (Initial Cell Rate) for BL � ��� Kbyte, QT � BL�	, RIF � ���	�, and
RDF � ��	.

Next, we compare the four schemes for allocating TBE to new connections. Figure 4.25
shows ICR for each scheme obtained from Eq. (4.28) for � � ���	 ms. To demonstrate the dif-
ference of these four schemes clearly, NVC

� (the number of simultaneously added connections)
is first set to 1. NVC (the maximum number of connections that the switch can accept) is fixed
at 50. For the other parameters, we use the same values as in Figs. 4.23 and 4.24. Schemes 2 and
4 give a larger value of ICR than the others because of their compensation for the possibility
of cell loss. We than change NVC

� from 1 to 2 and 4, and plot ICR for each scheme in Figs. 4.26
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Figure 4.24: CRM for BL � ��� Kbyte, QT � BL�	, RIF � ���	�, and RDF � ��	.
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Figure 4.25: ICR (Initial Cell Rate) for NVC
� � � and � � ���	 ms.
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and 4.27, respectively. Note that a larger value of NVC
� makes Schemes 2 and 4 safer, but these

schemes still offer a larger ICR than Schemes 1 and 3. However, Schemes 1 and 3 is appropri-
ate when NVC

� is difficult to be estimated by the network or when even a small number of cell
losses cannot be tolerated.
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Figure 4.26: ICR (Initial Cell Rate) for NVC
� � 	 and � � ���	 ms.
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Figure 4.27: ICR (Initial Cell Rate) for NVC
� � � and � � ���	 ms.

Figure 4.28 shows the ICR values of each scheme for � � 	��� ms and NVC
� � 	, and

Fig. 4.29 shows the same for � � 	��� ms and NVC
� � �. There is little difference between

Schemes 1, 3 and 4 when the propagation delay is large. Although the switch buffer overflows
with Scheme 2 for more than two additional connections, Scheme 2 can obtain a higher ICR
than the other schemes.

Hence, we conclude that Scheme 2 is appropriate for determining ICR if the number of
additional connections, NVC

�, can be estimated correctly by the network. Although Scheme 4
underestimates ICR compared with Scheme 2, it is also suitable because of its implementation
simplicity. However, if the estimation of NVC

� is difficult and any cell loss cannot be tolerated,
Scheme 3 should be used for safer operation.
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Figure 4.28: ICR (Initial Cell Rate) for NVC
� � 	 and � � 	��� ms.
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Figure 4.29: ICR (Initial Cell Rate) for NVC
� � � and � � 	��� ms.
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4.5 Concluding Remarks

In this chapter, we have analyzed rate-based congestion control by using a first-order fluid
approximation. We have also derived proper values of the control parameters — the source
end system parameters and the switch parameters — to fulfill two objectives: avoidance of
buffer overflow at the switch and full link utilization of the bottleneck link. Our investigation
revealed that proper parameter settings also improve transient performance. In [64, 68, 69],
we applied our parameter-tuning analysis to TCP over ABR as an example application of rate-
based congestion control to an upper layer protocol. In [70], we extended our analysis to a more
realistic model where each connection has a different propagation delay, and where CBR/VBR
traffic coexists with ABR traffic. In that paper, we also presented simulation results for a multi-
hop network configuration to exhibit the tradeoff relationship among cell loss probability, link
utilization, and fairness.
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Chapter 5

Robustness of Rate-Based Congestion
Control Algorithm

In this chapter, by extending our analytic results presented in Chapter 4, proper settings of rate-
control parameters in various circumstances are investigated. We first analyze the dynamical
behavior of the rate-based congestion control algorithm for multiple groups of ABR connec-
tions with different propagation delays. Next, we evaluate the effect of CBR traffic on ABR
connections. Simulation results for a multi-hop network configuration are also presented to
exhibit tradeoffs among cell loss probability, link utilization and fairness. Finally, the selec-
tion method of control parameters in the multi-hop network is proposed based on our analytic
methods and simulation results.

5.1 Parameter Tuning for Single Binary-Mode Switch

In what follows, we first summarize the analytic results of dynamical behavior of the rate-
based congestion control obtained in [64, 71, 72] in Subsection 5.1.1. In Subsection 5.1.2, we
then extend our analysis to the model in which multiple groups of connections with different
propagation delays are allowed, and focus on a fairness problem by adding a newly established
ABR connection. In Subsection 5.1.3, we analyze the effect of an additional CBR connection on
the behavior of ABR connections in terms of the maximum queue length.

5.1.1 Analysis for The Homogeneous Connections: Summary

The analytic model consists of homogeneous traffic sources and a single bottleneck link as
shown in Fig. 4.1. The number of active connections that share the bottleneck link is denoted
by NVC . The bandwidth of the bottleneck link is denoted by BW , and propagation delays
between the source and the switch, and between the switch and the destination are defined
by �sx and �xd, respectively. The round-trip propagation delay at the switch is denoted by
��� 	�sx�	�xd�. We further introduce �xds�� 	�xd��sx� as the propagation delay of congestion
indication from the switch to the source via the destination. Propagation delays �sx and �xd are
assumed to be identical for all source and destination pairs. In the analysis, it is also assumed
that each source end system has infinite cells to transmit. Namely the permitted cell rate ACR
(Allowed Cell Rate) is always equal to the actual cell transmission rate CCR (Current Cell
Rate). Furthermore, all connections are assumed to start cell transmission simultaneously with
the same rate-control parameters. We also assume that propagation delays �sx and �xd are
the same for all connections. Thus, all connections behave identically. This assumption is,
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however, relaxed in Subsection 5.1.2 such that several groups of connections can have different
propagation delays.

At the switch, congestion occurrence is detected by high and low threshold values asso-
ciated with the queue length of the buffer. These threshold values are denoted by QH and
QL, respectively. When the queue length exceeds the high threshold value QH , the switch
detects congestion and notifies the source end system via the destination end system by mark-
ing an EFCI (Explicit Forward Congestion Indication) bit in the data cell, or by marking the
CI (Congestion Indication) bit in the forward RM (Resource Management) cell. By receiving
congestion information from the network, each source end system decreases its rate. After the
queue length goes under the low threshold value QL, it is regarded as congestion termination.
The EFCI bit in the data cell or the CI bit in the forward RM cell is then cleared to indicate con-
gestion relief to source end systems via the destination. This sort of switch operation is often
referred to as an “EFCI bit marking switch”, or simply as a “binary switch” [16].

Behavior of source and destination end systems is standardized in the ATM forum, and is
specified in [3]. Each source end system periodically generates a forward RM cell in proportion
to its rate; that is, it sends one forward RM cell per �NRM � �� data cells. On the receipt of
the forward RM cell, the corresponding destination end system sends it back as the backward
RM cell to the corresponding source end system. The allowed cell rate ACR of the source is
then changed in response to the backward RM cell. When it receives the CI bit cleared cell, rate
increase is performed as

ACR� min�ACR�RIF � PCR�PCR�� (5.1)

where PCR (Peak Cell Rate) is a maximum rate for this connection negotiated at its connec-
tion setup, and RIF (Rate Increase Factor) is a ratio for proportional rate increase. The CI bit
marked cell decreases ACR as

ACR� max�ACR�ACR�RDF�MCR�� (5.2)

where MCR (Minimum Cell Rate) is a minimum rate (or guaranteed rate) for this connection,
but in usual caseMCRmay be set to zero. RDF (Rate Decrease Factor) is a ratio for exponential
rate decrease.

In the following analysis, the forward RM cell is not explicitly considered; congestion indi-
cation is performed by the EFCI bit of the data cell. However, the forward RM cell can easily
be taken into account by replacing BW in our analysis with BW �, which is defined as

BW � � BW
NRM � �

NRM
� (5.3)

It is noted that we will use BW � instead of BW in numerical examples presented in Subsec-
tions 5.1.2 and 5.1.3.

Let us introduceACR�t� andQ�t� as the allowed cell rateACR of each source and the queue
length at the switch observed at time t, respectively. In what follows, we present analytic results
for ACR�t� and Q�t� that are taken from our previous work [64, 71, 72].

As shown in Fig. 4.2, ACR�t� and Q�t� have periodicity in steady state. The behavior of
ACR�t� and Q�t� are divided into four phases called Phase 1 through Phase 4. We introduce
ACRi�t� and Qi�t� as ACR�t� and Q�t� in Phase i, which are defined as

ACRi�t� � ACR�t� ti����

Qi�t� � Q�t� ti����
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where ti is the time when Phase i terminates. For simplicity, we further introduce ti���i as the
interval of Phase i, which is defined as ti � ti��. ACRi�t� is given by the following equations.

ACR��t� � ACR����e
� BW RDF
NVC NRM

t (5.4)

ACR��t� � ACR���� �
BW RIF PCR

NVC NRM
t (5.5)

ACR��t� 	� ACR����e
RIF PCR
NRM

t (5.6)

ACR��t� � ACR���� �
BW RIF PCR

NVC NRM
t (5.7)

� � t � ti���i

The evolution of ACR�t� and Q�t� are finally obtained by determining the initial value
ACRi��� and the duration of Phase i ti�i��. Given initial rates of Phase i, Qi�t� is obtained as

Qi�t� � Qi��sx� �

Z t

�sx

max�NVC ACRi�x� �sx��BW� ��dx� �sx � t � �sx � ti���i�

The duration of Phase i, ti���i, is obtained as

ti���i �

��
�

Q��� �QL� � �xds i � �

min�Q��� �QH� � �xds� Q
��
� ��� � �xds� i � 	� �

ACR��� �BW�NVC� � � i � �

(5.8)

where ACR��i �t� and Q��i �t� are defined as the inverse representations of ACRi�t� and Qi�t�,
respectively.

5.1.2 Analysis for Multiple Groups of Connections

In this subsection, we derive the dynamical behavior of the rate-based congestion control for
N groups of connections with different propagation delays. Through numerical examples, we
show the importance of parameter tuning for achieving good fairness and the short ramp-up
time for an additional ABR connection.

Analysis

We divide ABR connections into N groups with different propagation delays. Within a group,
connections have identical propagation delays. Figure 5.1 depicts our analytic model in the
case of N � 	. Propagation delays from each source to the switch, and from the switch to each
destination of group n (� � n � N) are denoted by �sxn and �xdn, respectively. For brevity, we
introduce �n�� 	�sxn�	�xdn� and �xdsn�� �sxn�	�xdn�. The number of connections in group n
is denoted by NVCn. Thus, we have a relation:

NVC �
NX
n��

NVCn

We assume that all connections in each group behave identically. Namely, all connections in
each group have the same control parameters. Let us introduce RIFn, RDFn and NRMn as
RIF , RDF and NRM of group n, respectively. We also assume �sxi � �sxj and �xdi � �xdj for
any i and j (i � j) without loss of generality.
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Figure 5.1: Analytic Model for Multiple Groups for N � 	.
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Figure 5.2: Pictorial View of ACRn�t� and Q�t�.
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Let us introduce ACRn�t� and Q�t� that represent ACR of the source end system in group n
and the queue length at the switch observed at time t, respectively. As with the case in Subsec-
tion 5.1.1, ACRn�t� and Q�t� have periodicity (see Fig. 5.2 for a pictorial view of ACRn�t� and
Q�t� for N � 	). We further introduce ACRn

i �t� and Qi�t� as the ACRn�t� and Q�t� in Phase i,
which are defined as

ACRn
i �t� � ACRn�t� ti����

Qi�t� � Q�t� ti����

Because of the difference in propagation delays between the switch and the source via the
destination (�xdsn), congestion information from the switch arrives at the sources at different
time. Hence, ACRn

i �t� is obtained as follows (see Eqs.(5.4)–(5.7)).

ACRn
� �t� � ACRn

� ��xdsn � �xds��e
� BW RDFn
NVC NRMn

�t���xdsn��xds���

ACRn
� �t� � ACRn

� ��xdsn � �xds�� �
BW RIFn PCR

NVC NRMn

�t� ��xdsn � �xds���

ACRn
� �t�

	� ACRn
� ��xdsn � �xds��e

RIFn PCR
NRMn

�t���xdsn��xds���

ACRn
� �t� � ACRn

� ��xdsn � �xds�� �
BW RIFn PCR

NVC NRMn

�t� ��xdsn � �xds���

for

�xdsn � �xds� � t � �xdsn � �xds� � ti���i�

At time t, the switch observes ACRn�t� �sxn� for group n because of the propagation delay
from the source to the switch, �sxn. Therefore, Qi�t� in Phase i is obtained as

Qi�t� � max�Qi��sx�� �

Z t

�sx�

�
NX
n��

NVCnACR
n
i �x� �sxn��BW �� ��� �sx� � t � �sx� � ti���i�

The duration of Phase i, ti���i, is simply obtained by replacing �xds in Eq. (5.8) with �xds�.

Numerical Examples

In this subsection, we provide several numerical examples. To exhibit the effect of the rate-
control parameters on the ramp-up time of an additional ABR connection, we first add connec-
tions of group 1 in the network. After these connections are stabilized, another connection of
group 2 with ICR � PCR�	� is established. The number of connections for each group is set
to NVC� � �� for group 1 and NVC� � � for group 2. We fixed the bandwidth of bottleneck
link BW at 353.7 cell/ms assuming 150 Mbit/s ATM link. At the switch, its buffer size BL is
assumed to be infinite for the purpose of obtaining the maximum queue length. Both high and
low threshold values QH and QL are fixed at 150Kbyte. At each source end system, NRM is set
to 32.

We first examine the effect of the propagation delay on the ramp-up time. In Figs. 5.3, we
plot ACRn�t� and Q�t� for �� � �� � ���	 ms. In this figure, RIF � ��
� and RDF � ���

(i.e., RIFn � ��
� and RDFn � ���
) are chosen to satisfy two objectives — preventing cell
loss and achieving full link utilization — for connections of group 1 [72]. We add group 2 to
the network when group 1 is at the beginning of Phase 1. In 5.4, we change only the round-trip
delay of group 2, ��, from 0.02 ms to 2.00 ms. In Table 5.1, we also show effective throughput
normalized by the link capacity for connections in each group where �� is fixed at 0.02 ms but
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Figure 5.3: Effect of Propagation Delay for �� � ���	 ms and �� � ���	 ms.
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Figure 5.4: Effect of Propagation Delay for �� � ���	 ms and �� � 	��� ms.

Table 5.1: Effective Throughput for Each Group.
Round-Trip Delay of Group 2 (��) Group 1 Group 2

0.02 ms 0.0880 0.0880
0.20 ms 0.0880 0.0880
2.00 ms 0.0882 0.0875
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Figure 5.5: Effect of Control Parameters for RIF � ��
� and RDF � ���.

0

20

40

60

80

100

0 50 100 150 200 250 300 350 400 450 500

C
el

l R
at

e 
(c

el
l/m

s)

Time (ms)

ACR1(t)  
ACR2(t)  

0

1000

2000

3000

4000

5000

6000

7000

0 50 100 150 200 250 300 350 400 450 500

Q
ue

ue
 L

en
gt

h 
(c

el
l)

Time (ms)

Q(t)  

Figure 5.6: Effect of Control Parameters for RIF � ��	�
 and RDF � ���
.

�� is varied as 0.02 ms, 0.20 ms and 2.00 ms. From these results, one can find that the difference
in round-trip delays of group 2 has little effect on fairness and the rump-up time. For example,
the ramp-up time in Fig. 5.4 is almost equivalent to Fig. 5.3.

The effect of RIF and RDF on the additional ABR connection is next investigated. Fig-
ure 5.5 shows the case where a larger value of RDF is used; that is, the rate decrease is faster
than the case of Fig. 5.3. Here, RDF � ��� is used instead of 1/16 while RIF � ��
� is
unchanged. On the other hand, slower rate increase is considered in Fig. 5.6 where we use
RIF � ��	�
 and RDF � ���
. These parameter sets also prevent cell loss and achieve full
link utilization. It can be found that the ramp-up time of group 2 is considerably affected by
the setting of RIF and RDF . Namely, the ramp-up time becomes shorter by increasing RDF ,
and longer by decreasing RIF . Especially, the small value of RIF leads to much larger ramp-
up time as can be observed in Fig. 5.6. Therefore, for fulfilling good responsiveness, RIF and
RDF should be set to large values as long as no cell loss and full link utilization can be satisfied.

5.1.3 Effect of CBR Traffic

In this subsection, by extending analytic results provided in Subsection 5.1.1, we derive the
maximum queue length at the switch when a CBR connection is newly established.
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Analysis

We add a CBR connection to the model presented in Subsection 5.1.1 (see Fig. 4.1) at time t� with
a fixed bandwidth p � BW �� � p � ��. The available bandwidth to ABR traffic is therefore
suddenly changed fromBW to ���p�BW at the time t�. Let us introduceQmax as the maximum
queue length after the establishment of the CBR connection at the time t�. First, Qmax is given
by

Qmax � Q�t� � �sx� �

Z t�max

t���sx
max�NVCACR

��x� �sx�� ��� p�BW� �� dx� (5.9)

whereACR��t� is defined as the allowed cell rateACR at time t�� t��, and t�max is the time when
Q�t� takes its maximum value (see Fig. 5.7). Since Q�t� starts to decrease again after �sx from
when the aggregate cell rate of ABR connections is decreased to ��� p�BW , t�max is obtained as

t�max � ACR���
�
��� p�BW

NVC

�
� �sx�

where ACR����x� is the inverse representation of ACR��t�.
After the time t�, each source receives backward RM cells with a fixed interval since the

switch has always cells in the buffer. By letting TRDF be the interval of two successively re-
ceived backward RM cells at the source end system, TRDF is given by

TRDF �
NRM NVC

��� p�BW
�

However, when the arrival rate of the backward RM cell is too slow, each source end system
decreases its rate byCDF (Cutoff Decrease Factor). In particular, when it receives no backward
RM cell after transmitting the number CRM of forward RM cells, it begins to reduce its ACR at
each forward RM cell transmission as

ACR� max�ACR�ACR� CDF�MCR�� (5.10)

The main purpose of the rate reduction mechanism introduced by CRM and CDF is to allow
the source end system to emit cells before receiving the first backward RM cell in its initial
transient state [3]. Thus, CRM may be set to a rather large value. However, as will be shown
in numerical examples, this mechanism is also helpful to avoid cell loss for ABR connections
caused by background traffic such as CBR traffic.

By letting TCDF denote the duration of transmitting CRM forward RM cells without receipt
of backward RM cells, TCDF is given by

TCDF �
NRM CRM
ACR

�

According to the relation between TRDF and TCDF , ACR��t� is obtained as follows.

1. TRDF � TCDF ; the source end system receives one or more backward RM cells before
transmitting CRM forward RM cells.

In this case, ACR��t� is equivalent to ACR��t� in Phase 1. Therefore, we have

ACR��t� � ACR�t��e
�

���p�BW RDF

NVC NRM
�t�t��

�
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2. TRDF � TCDF ; no backward RM cell is received by the source end system before trans-
mitting CRM forward RM cells.

After the time �t�� TCDF �, the source end system decreases its rate according to Eq.(5.10)
for each forward RM cell transmission. Thus, we have a differential equation as

dACR��t�

dt
� �

�ACR��t��� CDF

NRM CRM
�

By solving this equation, we have

ACR��t� �

��
�

ACR�t��� t� � t � t� � TCDFh
CDF
NRM

�t� t�� � �
ACR�t��

i��
� t� � TCDF � t

Actually, the backward RM cell arrives at the source end system at t � t� � TRDF , and it
decreases ACR by RDF . In the above analysis, we ignored the rate reduction by receiv-
ing backward RM cells at the source end system since the arrival rate of backward RM
cells is slow enough, and RDF is usually smaller than CDF . Furthermore, even in the
case where RDF is not small compared with CDF , our analysis gives the upper-bound
of the maximum queue length.

As can be found from Eq. (5.9), Qmax depends on the initial values such as Q�t� � �sx� and
ACR��t�� that further depends on time t�. In what follows, we derive the maximum of Qmax for
any t�, which is defined as

Q�max � max
t�

�Qmax�� (5.11)

ACR(t)

Q(t)

t

BW/Nvc

(1-p)BW/Nvc

QH

QL

Phase 3 Phase 4 Phase 1

t3 t4

τsx τsxτsxτxdsτxds

0

Qmax’

Rate Reduction by RDF

Rate Reduction by CDF

Figure 5.7: Pictorial View of ACR�t� and Q�t� with CBR Traffic.

As shown in Fig. 4.2, ACR takes its maximum value at the end of Phase 4 (at the beginning
of Phase 1). In addition, ACR�t�� is maximized when the switch is not fully utilized since the
large amplitude of Q�t� means the large amplitude of ACR�t�. Therefore, Q�max is obtained by
setting t� � t�, and by giving initial values of Phase 4 as

ACR�t�� �
BW

NVC
�

Q�t� � �sx� � ��

At last, we note that the maximum queue length Q�max is given by a closed-form equation.
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Numerical Examples

In the following numerical examples, both �sx and �xd are fixed at 0.005 ms (about 1 km) as a
typical value of the LAN environment. Furthermore, the number of ABR connectionsNVC is set
to 10. For other control parameters except RIF and RDF , we use the same values employed
in Subsection 5.1.2.

We first show the maximum queue length Q�max obtained by Eq.(5.11) as a function of p
in Fig. 5.8. In this figure, RIF is fixed at 1/64, and CRM and CDF is at 32 and 1/2, respec-
tively, while RDF is varied as 1/4, 1/16 and 1/64. It can be found that Q�max increases as
p increases at first. For example, once a CBR connection that requires a half of the link band-
width (75Mbit/s, in this case) is added, the switch should have 17,000 cells of buffer capacity to
avoid cell loss of ABR connections withRDF � ���
. Then, Q�max is suddenly reduced around
p � ���. It is because the source end system decreases its rate by CDF rather than RDF when
the available bandwidth for ABR connections becomes too small. Moreover, one can find that
the maximum queue length can be reduced by setting RDF to a large value (i.e., faster rate
decrease). In Fig. 5.9, RIF is changed from 1/64 to 1/1024, which means slower rate increase.
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Figure 5.8: The Maximum Queue Length vs. Ratio of CBR Traffic for RIF � ��
� and CRM �
�	.

In this figure, the maximum queue length is decreased to some extent when compared with
Fig. 5.8. However, a large amount of buffer capacity is still required to prevent cell loss if p is
large.

By setting CRM properly, cell loss can be prevented even when the CBR connection reserves
the bandwidth close to the link capacity as shown in Figs. 5.10 and 5.11. In these figures, as
with the previous examples, RIF is set to 1/64 and 1/1024, respectively. However, CRM that
decides the duration to rate reduction byCDF is changed from 32 to 4. These figures show that
the maximum queue length can be limited even when p becomes large. For example, 12,000
cells of the buffer capacity is sufficient for preventing cell loss with RDF � ���
 even when
the CBR connection requires the entire bandwidth.

We plot Q�max as the functions of CRM and p in Figs. 5.12 and 5.13. In these figures, RIF
is set to 1/64 and 1/1024, respectively, while RDF is fixed at 16 in both cases. The z-axis
is ranged from 0 to 20,000 cells. As can be found from these figures, CRM should be set to
be a smaller value to avoid cell losses completely for any traffic load of the CBR connection.
However, by setting RIF to a smaller value such as 1/1024, the queue buildup may be limited
to some degree in the region where p is not large. Therefore, we can conclude that to limit the
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Figure 5.9: The Maximum Queue Length vs. Ratio of CBR Traffic for RIF � ����	� and
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Figure 5.11: The Maximum Queue Length vs. Ratio of CBR Traffic for RIF � ����	� and
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queue buildup by a new CBR connection, each of RIF and RDF should be small and large,
respectively. Moreover, a smaller value of CRM is helpful to prevent cell loss.
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Figure 5.12: The Maximum Queue Length for RIF � ��
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5.2 Simulation Results of Multi-Hop Network Configuration

In this section, we investigate a proper setting of rate-control parameters for a generic network
configuration by simulation. In Subsection 5.2.1, we first introduce our simulation model. In
Subsection 5.2.2, we then show simulation results to discuss the robustness of the rate-based
congestion control in terms of cell loss, link utilization and fairness.

5.2.1 Simulation Model

Figure 5.14 illustrates our simulation model that is commonly referred to as the “parking lot”
configuration [73, 18]. This model consists of five interconnected switches and four connections
with different numbers of hops. The connection VCn is established from SESn to DESn. Each
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VCn enters the network at SWn, and all exit from SW5. Since each connection has the different
number of hops, unfairness among these connections may be caused, which is our main con-
cern in this section. Note that the link between SW4 and SW5 possibly becomes bottleneck in
this model. The operation algorithm of source and destination end systems follows the stan-
dard draft [3]. Each source end system is assumed to always have cells to transmit, by which
we evaluate robustness of the rate-based control in the worst case condition.
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Figure 5.14: Parking Lot Configuration.

Bandwidth of all links is fixed at 150Mbit/s (353.7 cell/ms), and propagation delays be-
tween the source and the switch, �sx, and between the destination and the switch, �xd, are
also fixed at 0.00 1ms (about 0.2 km). On the other hand, propagation delays between two
interconnected switches, �xx, are 0.01 ms or 1.00 ms (about 2 km and 200 km, respectively)
as values for LAN and WAN environments. For intermediate switches, we model the binary
mode switch with the FIFO scheduling, and provide 300 Kbyte (5,796 cells) of the buffer. Up-
per and lower threshold values in the buffer, QH and QL, are fixed at the half of the buffer size.
Other control parameters used in our simulation are PCR � ��� Mbit/s, MCR � PCR�����,
ICR � PCR�	�, TCR � ���� cell/ms, Mrm � 	, Trm � ���, CRM � �	, CDF � ��	 and
TOF � 	. Refer to [3] for the description of these control parameters.

As we have shown in [71, 72], key parameters that determine the efficiency and stability
of the rate-based congestion control are RIF and RDF . In these papers, we have analytically
derived two boundary conditions for RIF and RDF to prevent cell loss and achieve full link
utilization for the same model presented in Subsection 5.1.1. In [74], we have proposed a guide-
line for parameter tuning based on our analytic results and simulation experiments. Here, we
summarize this guideline.

1. Estimate the round-trip delay, � , and the number of active connections, NVC , in the worst
case condition.

2. Obtain two boundary conditions for preventing cell loss and achieving full link utiliza-
tion for these parameters from our analysis [71, 72].

3. Set RDF to be a smaller value than 1/8, and determine RIF that satisfies the condition
of preventing cell loss.

In our simulation, the number of active connections is set to be constant but the round-trip
delay and the number of hops for each connection is varied. Thus, it is impossible to directly
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apply our analysis to the simulation model. In what follows, we investigate how our analytic
methods, which is for a single-hop model and homogeneous sources, should be applied to a
more generic model.

One problem is in determination of the round-trip delay, � , that is used for obtaining two
boundary conditions in our analysis. As we have shown in Subsection 5.1.2, the difference in
propagation delays of connections has little effect on fairness. However, cell loss probability
and link utilization are affected by the propagation delay since the larger round-trip delay
implies the larger feedback delay [71, 72]. By letting �n be the round-trip delay for the nth
connection, VCn, we consider three schemes for determining � being applied to our analysis
as follows.

Scheme 1: Adjust to the shortest connection

This scheme tunes parameters for the connection with the shortest round-trip delays.
Thus, by assuming that VC� has the shortest round-trip delay, we simply have

� � ��

Scheme 2: Adjust equally to all connections

This scheme determines � as an average of propagation delays of all connections. Thus,
we have

� �
�

NVC

NVCX
n��

�n

Scheme 3: Adjust to the longest connection

This scheme is the opposite of Scheme 1; that is, parameters are tuned for the longest
connection. Thus, by assuming that VCN has the longest round-trip delay, we have

� � �N

To compare these schemes, we plot two boundary lines for preventing cell loss and achiev-
ing full link utilization for �xx � ���� ms, �xx � ���� ms and �xx � ���� ms in Figs. 5.15
through 5.17, respectively. NVC is fixed at 4, and BL is 300 Kbyte to conform to the simulation
parameters. The line labeled by “Qmax � BL” is the upper-bound of control parameters for
preventing cell loss; that is, by selecting RIF and RDF from the lower region of this line, cell
loss can be avoided. On the contrary, full link utilization can be fulfilled by selecting RIF and
RDF from the upper region of the line labeled by “Qmin � �”. Hence, for preventing cell loss
and achieving full link utilization, RIF and RDF should be chosen from the region between
these two curves. One can find from these figures that when the round-trip delay is small,
the boundary line for preventing cell loss (the “Qmax � BL” line) is nearly independent of
schemes. However, the boundary line for full link utilization (the “Qmin � �” line) is affected
by schemes especially when the round-trip delay is large. Thus, for simulation of a WAN envi-
ronment, we compare these three schemes although only Scheme 3 is used for simulation of a
LAN environment.

5.2.2 Simulation Results

Case of LAN Environment

In this subsection, we show simulation results for a small propagation delay, �xx � ���� ms, as a
LAN environment. As described in the previous subsection, Scheme 3 is used for determining
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Figure 5.15: Analytic Results for Appropriate Parameters for �xx � ����.
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Table 5.2: Values of �RIF�RDF � for LAN Environment.
fast down moderate down slow down

Qmax � BL (1/4, 1/4) (1/32, 1/16) (1/256, 1/64)
... (1/32, 1/4) (1/256, 1/16) (1/1024, 1/64)

Qmin � � (1/512, 1/4) (1/2048, 1/16) —
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Figure 5.18: LAN Case for RIF � ��� and RDF � ���.

� . However, in this subsection, we use three values of RIF for a given RDF to investigate
how the values of RIF and RDF should be chosen form the region between two boundary
lines. We first fix RDF to be 1/4 as a fast rate-down case. Then, three values of RIF (1/4, 1/32
and 1/512) are chosen from Fig. 5.15. That is, RIF � ��� is chosen from the “Qmax � BL”
line for preventing cell loss, and RIF � ����	 is from the “Qmin � �” line for achieving full
link utilization. RIF � ���	 is chosen as the midst of these values. Note that RIF � ��� is
slightly smaller than the “Qmax � BL” line, and RIF � ����	 is larger than the “Qmin � �”
line because RIF and RDF is represented in a form of ��	n [3]. We also use RDF � ���
 and
1/64 as moderate and slow rate-down cases, respectively. We summarize values of RIF and
RDF used in this subsection in Table 5.2.

Figures 5.18 through 5.20 show the cell transmission rate of each connection and the queue
length at the switch for RIF � ���, 1/32 and 1/512, respectively. It can be found from these
figures that SW4 is fully utilized when RIF � ��� and 1/32, and that cell loss is prevented in
all cases. However, fairness among connections is not fulfilled; longer connections (VC1 and
VC2) transmit more cells than shorter connections (VC3 and VC4) (for example, VC1 reaches
PCR but VC4 does not in Fig. 5.18). it can be explained as follows. If SW4 becomes congested,
each source decreases its rate by receiving backward RM cells of CI � �. Because of different
propagation delays, longer connections require more time to respond to congestion, and their
ACR's remain high compared with shorter connections. Noting that an arrival rate of backward
RM cells is proportional to its ACR, longer connections can receive much backward RM cells of
CI � � after the congestion relief. Thus, longer connections can increase their ACR faster than
the others, and it results in unfairness among connections.

We then change RDF to 1/16 for slower rate decrease (the third column of Table 5.2). Sim-
ulation results for RIF � ���	, 1/256 and 1/2048 are plotted in Figs. 5.21 through 5.23, respec-
tively. We choose the values of RIF similarly to the previous case. From the figures, we can
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Figure 5.19: LAN Case for RIF � ���	 and RDF � ���.

0

50

100

150

200

250

300

350

0 100 200 300 400 500 600 700 800 900 1000

C
el

l R
at

e 
(c

el
l/m

s)

Time (ms)

VC 1
VC 2
VC 3
VC 4

0

1000

2000

3000

4000

5000

6000

0 200 400 600 800 1000

Q
ue

ue
 L

en
gt

h 
(c

el
l)

Time (ms)

 SW 4  SW 3

SW 1
SW 2
SW 3
SW 4

Figure 5.20: LAN Case for RIF � ����	 and RDF � ���.
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Figure 5.21: LAN Case for RIF � ���	 and RDF � ���
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Figure 5.22: LAN Case for RIF � ��	�
 and RDF � ���
.

observe that RIF � ��	��� achieves good fairness as well as full utilization of the bottleneck
link while RIF � ��	�
 can do neither. Furthermore, some cells are lost when RIF � ��	�
.
Therefore, we conclude that too fast rate increase/decrease degrades fairness among connec-
tions and utilization of the bottleneck link.

Figures 5.24 and 5.25 show simulation results for RIF � ��	�
 and 1/1024 when RDF
is 1/64, which means much slower rate decrease. Both these figures indicate good fairness
compared with the cases of RDF � ��� and 1/16. However, it should be noted that it takes
longer time for each connection to be settled (around 500 ms in both cases). We conclude that
a smaller value of RDF (i.e., slower rate decrease) is proper for achieving good fairness and
stable operation, and that RIF should be chosen from the “Qmax � BL” line.

Case of WAN Environment

The objective in this subsection is to compare three schemes explained in Subsection 5.2.1,
and to investigate a proper setting of RIF and RDF in the WAN environment. We set the
propagation delay between switches, �xx, to 1.00 ms (about 200 km). As with the cases in Sub-
section 5.2.2, we use RDF � ���, 1/16 and 1/64. Then, for each of three schemes, we choose
RIF from the “Qmax � BL” line in Fig. 5.17. The values of RIF and RDF are summarized in
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Figure 5.23: LAN Case for RIF � ��	��� and RDF � ���
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Figure 5.24: LAN Case for RIF � ��	�
 and RDF � ��
�.
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Figure 5.25: LAN Case for RIF � ����	� and RDF � ��
�.
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Table 5.3: Values of �RIF�RDF � for WAN Environment.
fast down medium down slow down

Scheme 1 (1/128, 1/4) (1/256, 1/16) (1/512, 1/64)
Scheme 2 (1/256, 1/4) (1/512, 1/16) (1/1024, 1/64)
Scheme 3 (1/512, 1/4) (1/512, 1/16) (1/1024, 1/64)
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Figure 5.26: WAN Case for RIF � ���	� and RDF � ��� (Scheme 1).

Table 5.3.
We first show simulation results for each scheme withRDF � ��� in Figs. 5.26 through 5.28.

It is noted that in every scheme fairness among connections cannot be fulfilled, and that cell
loss occurs regardless of RIF . In these figures, the case of RIF � ���	� (Scheme 1) is at least
better than others, but the use of these parameters should be avoided as explained later.

We next change RDF from 1/4 to 1/16, which means slower rate decrease, and plot simu-
lation results for each scheme in Figs. 5.29 and 5.30. As can be found from these figures, there is
little improvement over the cases of RDF � ���. Although cell loss can be avoided by setting
RIF � ����	 (Schemes 2 and 3), fairness among connections is not still accomplished.

Finally, we change the rate decrease to be much slower (RDF � ��
�). Results are shown in
Figs. 5.31 (Scheme 1) and 5.32 (Schemes 2 and 3). It can be easily found that a fairness problem is
dramatically improved compared with previous two cases withRDF � ��� and 1/16. Namely,
when the rate decrease is slow as RDF � ��
�, every scheme shows good performance in
terms of good fairness, no cell loss and full link utilization. Finally, we conclude that rate-
control parameters should be chosen from the “Qmax � BL” line with � given by Scheme 2
and a smaller value of RDF (slow rate decrease) in multi-hop network configurations.

5.3 Conclusion

In this chapter, we have investigated a proper setting of control parameters for the rate-based
congestion control with binary-mode switch. For this purpose, we have mainly focused on two
rate-control parameters, RIF and RDF , which decides the envelope of rate increase/decrease.

First, we have presented two sorts of analyses. One was the analysis for the model with
several groups of connections with different propagation delays in order to reveal the fairness
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Figure 5.27: WAN Case for RIF � ��	�
 and RDF � ��� (Scheme 2).
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Figure 5.28: WAN Case for RIF � ����	 and RDF � ��� (Scheme 3).
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Figure 5.29: WAN Case for RIF � ��	�
 and RDF � ���
 (Scheme 1).
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Figure 5.30: WAN Case for RIF � ����	 and RDF � ���
 (Schemes 2 and 3).
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Figure 5.31: WAN Case for RIF � ����	 and RDF � ��
� (Schemes 1 and 2).
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Figure 5.32: WAN Case for RIF � ����	� and RDF � ��
� (Scheme 3).
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problem among connections and the ramp-up time of an additional ABR connection. The other
was the derivation of the maximum queue length at the switch buffer affected by an addition
of background traffic such as CBR traffic. Through numerical examples, we have shown that
a large value of RIF (i.e., fast rate increase) is helpful to shorten the ramp-up time, and that a
small value of CRM dramatically reduces the maximum queue length caused by CBR traffic.

Next, we have examined proper setting of RIF and RDF by simulation experiments. As
a simulation model, we have used the parking lot configuration having five interconnected
switches and four connections with different numbers of hops. We have compared three schemes
for applying our analysis to more generic network configurations. It has been shown thatRDF
should be set to a small value around 1/64 (i.e., slow rate decrease), and that RIF should be
set to a large value as long as cell loss can be prevented — the maximum value of RIF is given
by our analysis using Scheme 2 for parameter determination.

At the end of this chapter, we summarize the guideline for determining control parameters
of the rate-based congestion control algorithm.

1. Estimate the number of active connections, NVC , and their round-trip delays, �n.

2. Choose RDF around 1/64.

3. Calculate the average round-trip delay, � , as

� �
NVCX
n��

�n
NVC

�

4. For these NVC , � ,RDF and other given parameters, solve the equation Qmax � BL in [64,
72] for RIF to obtain the maximum of RIF that can prevent cell loss.

5. Choose RIF smaller but closest to this solution.

6. CRM can be set to a small value (for example, 2) for preventing buffer overflow caused by
background traffic.
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Chapter 6

Designing Efficient Explicit-Rate
Switch Algorithm for Rate-Based
Congestion Control Algorithm

In the standard of the rate-based congestion control algorithm, two types of congestion noti-
fication methods of the switch are specified: EFCI marking and explicit-rate marking. In this
chapter, we focus on more complicated explicit-rate marking switch. We first discuss design
criteria of an explicit-rate switch to achieve high performance in terms of throughput, cell loss
probability, fairness and so on. We next propose our explicit-rate switch algorithm that meets
these design criteria and evaluate its performance through simulation experiments.

6.1 Design Goals of Explicit-Rate Switch Algorithm

In this section, we discuss design goals of the explicit-rate switch algorithm: high performance,
transient performance, fairness, configuration simplicity, applicability to various environments
and interoperability.

6.1.1 High Performance

When a cell is lost in the network due to, for example, buffer overflow at the switch, the entire
packet (upper-layer protocol data unit) containing the lost cell should be retransmitted by the
upper-layer protocol for reliable data communication. Thus, it is natural that the first design
goal of the explicit-rate switch algorithm is to prevent cell loss. Since the buffer capacity is finite
because of cost and/or technology limitation, the queue length should be controlled to prevent
buffer overflow and resultant cell losses. An intuitive way to minimize the queue length is
to set the sum of bandwidth allocated for all sources to be less than the actual bandwidth
available to ABR connections. This approach is taken by ERICA as the target utilization (See
Subsection 6.3.2). It is simple but it cannot fully utilize the available bandwidth.

Since the rate-based congestion control is inherently closed-loop, it takes a while for the
source end system to respond to the feedback information; at least one round-trip time is re-
quired for all connections to adapt its ACR to the ER value in the backward RM cell. Until
all source end systems change their ACR to new allocations, the queue length increases (or
decreases) if the switch is overloaded (or under-loaded) because of divergence between the ag-
gregation of the allocated bandwidth and the available bandwidth. Therefore, to minimize the
queue growth, the ER value of the RM cell should be recomputed as soon as possible.
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Since the network resources are limited, the rate-based congestion control algorithm should
utilize the network resources effectively. Thus, the second design goal is to utilize the available
bandwidth for ABR connections effectively. While minimizing the queue length is helpful for
preventing cell loss, it sometime lowers the link utilization; that is, maintaining a small queue
easily leads to buffer underflow. For these antithetical objectives — preventing cell loss and
achieving full link utilization, the queue length should be kept at a certain level reasonably
smaller than the buffer capacity but larger than zero. The third design goal is to shorten the cell
delay experienced at the switch buffer. The small queue length is desirable for this purpose. In
addition, cell delay variation should be minimized by limiting the queue length fluctuation at
a certain level.

6.1.2 Transient Performance

The fourth design goal of the explicit-rate switch is to shorten a convergence time, defined
as a time spent until the network reaches its steady state after the network status is changed
(e.g., addition/disconnection of connections and increase/decrease of background traffic). For
example, when a new connection is established on the network, the amount of incoming traffic
is temporarily increased (i.e., the switch is overloaded), leading to the queue growth. On the
other hand, when one connection is terminated and removed from the network, the amount
of incoming traffic is decreased so that the switch may become idle. Therefore, it is important
for the switch to reallocate the bandwidth for each connection immediately after the network
status is changed.

It is desirable for the new connection to be able to gain an enough bandwidth quickly.
Namely, a ramp-up time of the connection, defined as a time spent until obtaining enough
bandwidth, should be minimized. This is the fifth design goal of the explicit-rate switch. The
ramp-up time of the additional connection can be shortened by small control-loop of RM cells;
One solution is to give a higher priority to RM cells than data cells. It is also helpful for the
switch to generate an RM cell in backward direction. In the standard, the new connection is
allowed to emit cells of TBE (Transient Buffer Exposure) without receipt of backward RM
cells [3]. TBE is negotiated with the network at connection setup time, and is determined by
the switch. The ramp-up time of the connection is minimized by assigning a large value of
TBE, but too large TBE may cause buffer overflow. Therefore, the switch should carefully
determine a large TBE for the new connection while preventing buffer overflow.

Moreover, the switch algorithm should operate effectively with the background traffic such
as CBR and VBR traffic. Since the CBR/VBR traffic requires QoS (Quality of Services) guar-
antee, the cells of CBR/VBR service class must be given a higher priority than the cells of the
ABR service class. Thus, the available bandwidth of the ABR service class is limited by exis-
tence of CBR and VBR traffic, and is dynamically changed. Henceforth, the sixth design goal
of the explicit-rate switch is an adaptability to the background traffic. To recompute the band-
width allocation according to the change of the background traffic, the switch must observe the
bandwidth available to the ABR service class accurately. A possible scheme is to calculate the
usable bandwidth in a fixed time interval by counting the number of arriving CBR/VBR cells.
However, the monitoring interval should be set carefully since too small or too large interval
sometimes results in inaccurate bandwidth estimation.

6.1.3 Fairness

Providing fair bandwidth allocation to all source end systems is also an important design goal
of the explicit-rate switch. This is the seventh of the design goals. It is difficult for the binary-
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mode switch to allocate bandwidth for each connection fairly [75], but the explicit-rate switch
has such an ability.

In conventional communication networks, an ideal bandwidth allocation scheme that max-
imizes the total throughput while preserving fairness among connections is called max-min
fairness [59], which is adopted in [58]. In max-min fairness, the bandwidth is equally shared by
connections if all connections are not constrained at other switches. That is, the fair share of the
bandwidth, FS, is given by

FS �
ABW

NVC
� (6.1)

where ABW is the available bandwidth for these connections, and NVC is the number of con-
nections being established through the switch. However, the max-min fairness cannot be di-
rectly applied to the rate-based congestion control algorithm because it employs PCR (Peak
Cell Rate) andMCR (Minimum Cell Rate) to guarantee the minimum and maximum transmis-
sion rate of the source end system. Therefore, in the rate-based congestion control algorithm,
the fairness definition should take account of PCR and MCR.

In what follows, we present several fairness definitions that are extensions of the max-min
fairness to support PCR andMCR. We consider the case when the numberNVC of connections
established at the switch. Let FSn be the fair share for the nth connection at the switch. We
further introduce MCRn and PCRn as MCR and PCR of the nth connection, respectively. By
considering MCRn and PCRn, the fair share for the nth connection is generally represented
by

FSn � 
�MCRn � � � �ABW � 
�
X
i

MCRi�� (6.2)

In the above equation, 
 and � are weighting factors for bandwidth allocation determined as
follows. Note that MCRn and PCRn are the lower and upper bounds of FSn so that the actual
value of FSn is limited by MCRn and PCRn. Namely,

FSn � max�FSn�MCRn� (6.3)

and

FSn � min�FSn� PCRn�� (6.4)

Scheme 1: Max-Min Share


 � � �or �� (6.5a)

� �
�

NVC

(6.5b)

This scheme is similar to the max-min fairness criterion (equivalent if 
 � �). Namely, the
bandwidth is allocated equally to all connections regardless of their PCRs and MCRs.

Scheme 2: Weighted Share with MCR


 � � �or �� (6.6a)

� �
MCRnP
iMCRi

(6.6b)

This scheme allocates the bandwidth proportional to the connection's MCR; that is, the
connection with larger MCR can obtain more bandwidth than other connections. Note
that this scheme cannot be applied when there is a connection with MCRn � �.
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Scheme 3: Weighted Share with PCR


 � � �or �� (6.7a)

� �
PCRnP
i PCRi

(6.7b)

This scheme allocates bandwidth proportional to the connection's PCR; that is, the con-
nection with larger PCR can obtain more bandwidth than other connections.

Scheme 4: Weighted Share with MCR and PCR


 � � �or �� (6.8a)

� �

�
MCRnP
iMCRi

	�
�

�
PCRnP
i PCRi

	�
(6.8b)

This scheme is a combination of Schemes 2 and 3; it allocates bandwidth according to
both MCR and PCR. In the above equation, � and  are weight ratios (� � � � � and
� �  � �).

The most suitable fairness definition is dependent on the policy of the network [76]; it is deter-
mined by the network designer or administrator. The switch algorithm, therefore, should be
designed to work with all fairness definitions.

6.1.4 Configuration Simplicity

The eighth design goal of the explicit-rate switch is how easily control parameters of the source
end system and the switch can be configured. The explicit-rate switch may have several inter-
nal control parameters depending on its algorithm. The optimal values of control parameters
generally depend on the algorithm as well as the network configuration. The performance
should be insensitive to the choice of control parameters. Otherwise, it should be easy for
users or network administrators to configure control parameters intuitively or by the aid of a
proper mechanism.

Moreover, the switch should know the number of active connections for exactly computing
the bandwidth allocation for every connection. One possible solution would be to count the
number of RM cells from different connections arriving within a fixed time interval. In this
case, the interval must be chosen carefully. If it is too large, the switch cannot react rapidly to
change of the number of connections. On the other hand, if it is too small, the switch would fail
to count the actual number of active connections, leading miscomputation of the bandwidth
allocation.

6.1.5 Applicability to Various Environments

An applicability to various environments is the ninth design goal of the explicit-rate switch
algorithm. The algorithm of the explicit-rate switch should be designed by taking account of
various network configurations, for example, LAN and WAN environments. Especially, the al-
gorithm should work effectively in WAN environments as well as in LAN environments. The
rate-based congestion control algorithm is inherently closed-loop so that difference in propa-
gation delays of connections would result in dispersion of sources' responses to congestion.
Namely, nearer connections to the congestion point may emit more or less cells than further
ones, which causes unfairness among connections at different locations.
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Table 6.1: Information table at the switch.
Name V CI ERF ERB CA constrained
Type integer float float float boolean

It is also required that the switch co-operates with other types of switches: binary-mode
switches or other types of explicit-rate switches. Because of implementation complexity, the
explicit-rate switch may be more expensive than the binary-mode switch. Therefore, it is likely
that most of switches in the network are first binary-mode switches, and then some or all of
them will be replaced by explicit-rate switches. In this scenario, the explicit-rate switch should
work effectively when some of other switches are still binary-mode switches. One problem in
such a mixed environment is how RIF should be chosen. The source end system increases its
ACR by PCR�RIF at the receipt of the RM cell as in Eq. (1.4). To adjust ACR to ER immedi-
ately,RIF � � is an ideal value for the explicit-rate switch, but the binary-mode switch requires
a smaller value [72]. For a compatibility, the explicit-rate switch should work effectively even
with a smaller value of RIF .

6.1.6 Interoperability

As have been explained above, several types of switch algorithms may coexist in the same
network. Thus, the explicit-rate switch algorithm should have interoperability with other types
of switches, which is the last design goal. For this objective, it is essential for the switch to
conform to the ATM Forum standard [3]. Namely, the switch should not place any assumption
on the end systems and other switches except that these follow the standard specifications. It
should also be avoided to create a new field in the RM cell unless its necessity is fully justified.

6.2 Designing Explicit Rate Switch Algorithm

In this section, we design an explicit-rate switch algorithm satisfying the design goals discussed
in Section 6.1. Since our switch algorithm is based on the max-min scheme proposed by Tsang
et. al in [58], we start this section with an introduction of the max-min scheme with reviewing
its advantages and disadvantages. We next propose our enhancements to the max-min scheme,
and explain how the defects of the original max-min scheme are resolved.

6.2.1 Max-Min Scheme

The max-min scheme always maintains an information table at the switch. Two entries are
maintained for each connection. An entry of the table is listed in Table 6.1. In this table, V CI
corresponds to the VC identifier of the connection. ERF andERB remember ER values written
in the latest forward and backward RM cells, respectively. CA is the current bandwidth alloca-
tion to this connection, and a constrained flag indicates whether this connection is constrained
or not by other switches; if this flag is true, it means that this connection cannot achieve its fair
share of the bandwidth at the switch. The constrained flag is used to allocate bandwidth ac-
cording to the max-min fairness. At every receipt of forward and backward RM cells, the switch
updates the associated entries and recomputes the bandwidth allocation for the connection as
follows.

Suppose that the switch receives a forward RM cell. The switch first checks whether the ER
value in the RM cell is different from ERF . If different, it implies that the bandwidth alloca-
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tion for this connection has been changed at other switches, and that the bandwidth allocation
should be recomputed. Hence, the switch replaces ERF with the ER value in the RM cell, and
updates the constrained flag by comparing ERF with the allocated bandwidth CA. Then, the
following calculation of the bandwidth allocation is performed.

Let FS be the fair share of the bandwidth for unconstrained connections (i.e., the con-
strained flag is false). FS is computed as

FS �
ABW �

P
n�V CC

CAn

jV CU j
� (6.9)

where ABW is the available bandwidth to the ABR service class, and CAn is CA of the nth
connection. V CC and V CU are sets of constrained and unconstrained connection, respec-
tively. jV CU j represents the number of unconstrained connections. The switch updates the
constrained flag of each connection for FS, and assigns FS to CA of unconstrained connec-
tions. Namely, the constrained flag and CA are determined as

constrained �

�
true� FS � min�ERF � ERB�
false� FS � min�ERF � ERB�

� (6.10)

and

CA �

�
min�ERF � ERB�� if constrained
FS� otherwise

� (6.11)

The above process is repeated until there is no change in constrained flags. Finally, the ER value
of the RM cell is updated as

ER� CA� (6.12)

Refer to [58] for more detail.
In what follows, we consider whether the max-min scheme satisfies the design goals de-

scribed in Section 6.1 to clarify its advantages and disadvantages. In regard to high performance
(Subsection 6.1.1), one defect of the max-min scheme is in lack of controllability of the queue
length. The queue length should be controlled to prevent buffer overflow and to achieve full
link-utilization. However, the queue length increases indefinitely in the max-min scheme as
will be demonstrated in Section 6.3. Since the bandwidth allocation is finished in one round-
trip time, the convergence time of the max-min scheme is shortest so that the criterion of
transient performance (Subsection 6.1.2) is satisfied. However, a method to allocate TBE for
a new connection is not specified, and the effect of background traffic is not considered. The
notable feature of the max-min scheme is that it can achieve the max-min fairness (Subsec-
tion 6.1.3). However, the max-min fairness cannot be fulfill in some condition due to deadlock
of switches as will be exhibited in Subsection 6.3.2. Furthermore, PCR and MCR are not taken
into account. The max-min scheme has no control parameters for switch operation. Thus, it
is superior in terms of configuration simplicity (Subsection 6.1.4). In the point of applicability
(Subsection 6.1.5), the improvement on the max-min scheme called MMDA (Max-Min Scheme
with Delayed Adjustment), which achieves better fairness among connections with different
propagation delays, is recently proposed in [77]. However, the max-min scheme has poor inter-
operability because the destination end system must reset the ER value of the RM cell to PCR,
and an additional filed in the RM cell is required in MMDA.
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6.2.2 Our Enhancements to Max-Min Scheme

In this subsection, we propose enhancements to the max-min scheme based on discussions in
Subsection 6.2.1. The objective of our enhancements is to eliminate defects of the max-min
scheme without losing its advantages. Advantages of our enhanced max-min scheme over the
original max-min scheme are: (1) controllability of the queue length, (2) an effective TBE al-
location mechanism, (3) robustness against background traffic, (4) fairness achievement incor-
porating PCR and MCR, and (5) interoperability. Details of our enhancements are described
below.

The first enhancement is to control the queue length to a desired level. This mechanism is
intended to prevent cell loss and to achieve full link-utilization as well as small cell delay. In
our enhanced max-min scheme, the switch allocates the bandwidth to connections according
to the current queue length. More strictly, the allocation of the ER value in Eq. (6.12) is changed
as

ER� CA� z�Q�t��� (6.13)

where z�x� is a bandwidth adjustment function, and Q�t� is a current queue length. The band-
width adjustment function, z�x�, is a monotonically decreasing function having the following
characteristics.

z�x� �

�
� ���� x � �
�� x � QT

(6.14)

and

���� � z�x� � � ��� (6.15)

QT is a threshold value at the switch used to control the queue length. �� and �� are upper and
lower bandwidth adjustment factors. For example, when the queue length is zero, the switch
allocates �� � ��� times larger bandwidth than the available bandwidth of the ABR service
class. On the other hand, when the queue length is greater than QT , the switch reduces the
bandwidth allocation. By introducing this mechanism, the queue length is managed to be kept
at QT . Namely, if the queue length is below QT , the switch tries to increase its queue length
by allocating more bandwidth. If the queue length is over QT , the switch tries to decrease its
queue length. Hence, the queue length is restored at QT even when the switch gets overloaded
or underloaded.

The second enhancement for the max-min scheme is to support various fairness definitions
with PCR and MCR defined in Subsection 6.1.3. To take account of PCR and MCR, the
equation for computing the fair share, Eq. (6.9), is further extended as

FSn � 
�MCRn � � �

�
�
�
�ABW �

X
n�V CC

CAn

�
�� 
�

X
n�V CU

MCRn

�
A � (6.16)

where 
 and � are given by one of Eqs. (6.5)–(6.8). Note that Schemes 2 and 3 require an
additional capability at the switch for maintaining PCR values of all connections although
MCR values of all connections are stored in the RM cell. In our enhanced max-min scheme,
the available bandwidth to the ABR service class is computed at the switch by monitoring the
number of arriving CBR and VBR cells within a fixed interval. More specifically, by letting I
be the bandwidth monitoring interval and N be the number of CBR and VBR cells received
during I , the available bandwidth ABW is computed as

ABW � BW �
N

I
� (6.17)
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We next explain our mechanism to allocate TBE for a new connection. Let us assume that
there are NVC active connections on the link, and �NVC ���th connection starts cell emission at
t � t�. At the connection setup time, the switch determines TBE for this connection as

TBE � min�RTT � PCR� BL�max�Q�t�� QT ��
NVCX
n��

Rn�� (6.18)

where Rn is a reserved buffer capacity for nth connection, and BL is the buffer size at the
switch. RTT is an estimated round-trip delay of the RM cell including processing delays,
which is signaled at connection setup [3]. The buffer reservation, Rn, is valid until the source
end system receives the first backward RM cell from the network; that is, Rn is canceled at
t � t� �RTT . Thus, the buffer reservation for �NVC � ��th connection is given by

RNVC�� �

�
TBE� t� � t � t� �RTT
�� t� �RTT � t

(6.19)

Given TBE from the network, the source end system computes ICR (Initial Cell Rate) as
(see [3])

ICR� min�ICR�
TBE

RTT
�� (6.20)

By employing the ICR negotiation mechanism, buffer overflow caused by activation of a new
ABR connection can be completely avoided. Another possibility of buffer overflow is when
background traffic suddenly increases its bandwidth requirements. In what follows, we inves-
tigate a proper setting of control parameters satisfying two objectives: preventing cell loss and
achieving full link utilization.

From now on, we analyze the maximum and minimum of the queue length by assuming
infinite buffer capacity. To analyze the worst case, we assume that all connections are not
constrained at other switches, and that all source end systems always have cells to transmit.
We further assume that the network is in steady-state; the queue length is equal to QT because
of the queue control mechanism of our enhanced max-min scheme. LetNVC denote the number
of active connections. We introduce �sxn and �xdn (� � n � NVC) as the propagation delays
between the nth source end system and the switch, and between the switch and the destination
end system. The bandwidth of the link is denoted by BW .

When the amount of the background traffic is increased from C to C� (C � � C) at t = t�, the
switch immediately recomputes new bandwidth allocations and notifies them to source end
systems via the ER values of RM cells. In this case, the bandwidth allocation for each connection
is changed from �BW�C��NVC to �BW�C ���NVC . Since the RM cell containing a new explicit-
rate arrives at the nth source end system �sxn after the arrival rate of the background traffic is
changed, cells are excessively injected into the network. Thus, the envelope of the queue length
is given by

Q�t� � QT �

Z t

t�

�
�NVCX
n��

ACRn�t� �sxn�� �BW � C ��

�
A dx� (6.21)

where ACRn�t� is the bandwidth allocated for the nth connection. The backward RM cell
with the new bandwidth allocation of �BW � C���NRM are received by the nth source at t �
t� � �sxn � tRM , where �sxn is the propagation delay from the switch to the source end system
and tRM is a delay for the next RM cell at the switch. Thus, ACRn�t� is given by

ACRn�t� �

�
BW�C
NVC

� t � t� � �sxn � tRM
BW�C�

NVC
� t � t� � �sxn � tRM

� (6.22)
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and

tRM �
NRM

ACRn�t� �sxn � 	�xdn��
(6.23)

�
NRM �NVC

BW � C
� (6.24)

The maximum queue length, Qmax, is obtained as

Qmax � lim
t��

Q�t� (6.25)

� QT �
NVCX
n��

�
C � � C

NVC
� �	�sxn � tRM �

	
(6.26)

� QT � �C � � C��

�
	�max

n
��sxn� �

NRM �NVC

BW � C

	
(6.27)

Hence, to prevent buffer overflow, QT should be chosen to satisfy the following relation.

Qmax � BL (6.28)

The queue decreases when the amount of background traffic is decreased. When the amount
of background traffic is changed from C to C�� (C �� � C) at t � t�, the envelope of the queue
length is simply given by replacing C� in Eq. (6.21) with C��. As with the previous case, the
minimum queue length is given by

Qmin � QT �
NVCX
n��

�
C �� � C

NVC

� �	�sxn � tRM �

	
(6.29)

� QT � �C �� � C��

�
	�max

n
��sxn� �

NRM �NVC

BW � C

	
(6.30)

Thus, full link utilization can be achieved by setting QT to satisfy the following relation.

Qmin � � (6.31)

In our enhanced max-min scheme, three control parameters — QT , ��, �� and I — are
adopted for fulfilling high performance in exchange for configuration simplicity. However, the
threshold value, QT , can be configured according to the above analysis. An appropriate setting
of the monitoring interval, I , is inevitable in our method so that it will be investigated through
simulation experiments in Subsection 6.3.4.

In the original max-min scheme, the destination end system must reset the ER value in
the RM cell to PCR. It requires an additional hardware to maintain PCR values of active
connections at the destination end system, and does not follow the ATM Forum standard. In
our enhanced max-min scheme, such a mechanism is not required; the destination end system
simply sends back the RM cell.

6.3 Performance Evaluation

6.3.1 Simulation Model

Figure 6.1 shows our simulation model, which consists of two inter-connected explicit-rate
switches and four ABR connections with identical propagation delays. In the following sim-
ulation, the link bandwidth, BW , is fixed at 353.7 cell/ms assuming a 150 Mbit/s link. The
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Table 6.2: Control parameters at the source end system.
Parameter Name Assigned Value
PCR (Peak Cell Rate) BW
MCR (Minimum Cell Rate) PCR/1000
ICR (Initial Cell Rate) PCR
TCR (minimum rate for data cells) 0.01
RIF (Rate Increase Factor) 1
RDF (Rate Decrease Factor) 1
NRM (RM cell opportunity) 32
Mrm (control cell allocation) 2
Trm (minimum interval of RM cells) 100
TBE (Transient Buffer Exposure) 	��

Crm (# of RM cells without control) 32000
CDF (Cutoff Decrease Factor) 1/2
TOF (Time Out Factor) 2
TDF (Time out Decrease Factor) ICR / 	��

propagation delay of each link (source–switch, switch–switch and switch–destination) is fixed
at an identical value denoted by � . A round-trip delay between source and destination end
systems is, therefore, 
�� . We use two values of � : 0.01 ms (about 2 km) as LAN environments
and 1.00 ms (about 200 km) as WAN environments. Thus, the round-trip delay is 0.06 ms for
LAN environments or 6.00 ms for WAN environments.

���

���

�
���
��

�
��

�
��

�
��

�
��

�
���
��

������	
��	�����

�����������	
��	�����

���	������

Figure 6.1: Our Simulation Model.

At each switch, its buffer size, BL, is set to 300 Kbyte (5,796 cells). We assume persistent
sources; all source end systems always have cells to transmit. In other words, we assume that
CCR of the source end system is always equivalent to ACR. We summarize values of control
parameters at the source end system used in our simulation in Table 6.2. See [3] for complete
description of control parameters.
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Figure 6.2: Effect of connection addition/disconnection in ERICA for � � ���� ms and target
utilization of 0.95.

6.3.2 Addition and Departure of ABR Connections

In this subsection, we compare three explicit-rate switch algorithms: ERICA, the max-min
scheme and our enhanced max-min scheme. The main objective of this section is to evalu-
ate the influence of connection addition and departure. So we add four connections to the
network at different starting points, t = 0, 20, 40 and 60 ms, and remove them from the network
at t = 300, 280, 260 and 240 ms, respectively. For comparison purposes, the TBE determination
algorithm in Subsection 6.2.2 is not used. Instead, we set the initial cell rate, ICR, to be PCR.

We first show simulation results for ERICA in Figs. 6.2 and 6.3 for different propagation
delays, � = 0.01 and 1.00 ms, respectively. A target utilization and a load averaging interval are
set to be 0.95 and 100 cell time. In ERICA, the target utilization is used to limit the bandwidth
allocation for ABR connections; that is, �target utilization�BW � of the bandwidth is shared by
ABR connections, and the rest of the bandwidth is not allocated to absorb the rate fluctuation.
The load averaging interval is an interval for monitoring the current traffic load at the switch.
Readers should refer to [47] for details of ERICA.

Each graph shows ACRs of source end systems and queue lengths of switches. As can
be found from these figures, the queue length grows when the new connection is activated
(around t = 20, 40 and 60 ms), and the maximum queue length is about 470 cells in the LAN
environment. Since the target utilization is less than 1.0, the buffered cells are gradually pro-
cessed and the queue length diminishes. In simulation, the queue length is decreased in 30 ms,
and the maximum queue length is limited even with several new connections. In the WAN en-
vironment, however, many cells are lost due to buffer overflow as can be found from Fig. 6.3.
The number of lost cells was 59,927 cells during the simulation run. It can also be found that
fairness among connections is not fulfilled. This problem also occurs in EPRCA++, which is the
previous version of ERICA [53]. Buffer overflow can be avoided by setting the target utilization
to be a much smaller value [53]. In Fig. 6.4, we change the target utilization from 0.95 to 0.70.
In this figure, cell loss can be prevented although the maximum queue length is still large. It
should be noted that setting a small value of the target utilization causes lower utilization of
the bandwidth.

In Figs. 6.5 and 6.6, we next show simulation results of the original max-min scheme for
� = 0.01 and 1.00 ms. From the figures, it can be found that cell loss can be prevented even
in the WAN environment, and that the maximum queue length is much smaller than the one
obtained by ERICA. It is because the max-min scheme can adjust ACR of the new connection
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Figure 6.3: Effect of connection addition/disconnection in ERICA for � � ���� ms and target
utilization of 0.95.
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Figure 6.4: Effect of connection addition/disconnection in ERICA for � � ���� ms and target
utilization of 0.70.
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V CI ERF ERB CA constrained
1 	 4 353.7 88.4 88.4 true

Table 6.3: Information table at SW1 before VC4 terminates.

V CI ERF ERB CA constrained
1 	 4 88.4 353.7 88.4 true

Table 6.4: Information table at SW2 before VC4 terminates.

to the correct value in one round-trip time. However, the serious problem of the max-min
scheme is that each connection cannot increase itsACR even when one or more connections are
terminated. Namely, max-min fairness is not satisfied after t = 240 ms. This is due to a deadlock
problem of the max-min scheme explained as follows. Tables 6.3 and 6.4 show information tables
maintained at SW1 and SW2 before VC4 terminates at t = 240 ms. Note that all connection have
the same entry. When VC4 terminates, the switch tries to reallocate the available bandwidth.
Since there are three active connections, the switch computes the fair share, FS, as BW�� (=
117.9 cell/ms) according to Eq. (6.9). However, the minimum of ERF and ERB is 88.4 cell/ms
at both SW1 and SW2, all connections are regarded as constrained connection. Consequently,
the bandwidth allocation for each connection is still limited to 88.4 cell/ms (see Eqs. (6.10)
and (6.11)).

Another problem of the max-min scheme is that the queue length is settled at a high level. It
becomes more apparent in the WAN environment as shown in Fig. 6.6. In the figure, the maxi-
mum queue length is about 4,700 cells, and cells would be lost if one more connection is added
to the network. In other words, it takes long time for the queue length to be decreased because
the max-min scheme tries to fully utilize the available bandwidth even though the queue length
is almost full. This problem can be avoided by restricting the bandwidth allocation to slightly
smaller than the available bandwidth. We replace Eq. (6.9) of the max-min scheme with

FS �
�����ABW �

P
n�V CC

CAn

jV CU j
� (6.32)

although the authors do not notice this problem since they only consider the LAN environ-
ment [58]. Figures 6.7 and 6.8 are also of the max-min scheme but the above equation is adopted
to calculate the fair share. The queue length is considerably decreased especially in the LAN
environment. However, the queue length is still large and would not decrease in a short time
in the WAN environment. It is due to lack of the queue length controllability as pointed out in
Subsection 6.2.1.

We next show simulation results of our enhanced max-min scheme in Figs 6.9 and 6.10 for
� = 0.01 and 1.00 ms, respectively. In these figures, QT is chosen according to our analysis pre-
sented in Subsection 6.2.2: in these cases, QT = 138 in the LAN environment and QT = 1,189
in the WAN environment. Bandwidth adjustment factors, �� and ��, are set to be 0.2 and 0.5,
respectively. It can be found from these figures that the maximum queue length is small, and
that the queue length is stabilized at QT . It can also be found that the queue length is decreased
quickly once the queue length exceeds QT . It is owing to the mechanism of our enhanced max-
min scheme to control the queue length. Our enhanced max-min scheme frequently updates
the bandwidth allocation when compared with the original one. However, frequent computa-
tion of the bandwidth allocation would be indispensable when the background traffic coexists
in the network.
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Figure 6.5: Effect of ABR connection arrival/departure in max-min scheme for � � ���� ms.
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Figure 6.6: Effect of ABR connection arrival/departure in max-min scheme for � � ���� ms.
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Figure 6.7: Effect of ABR connection arrival/departure in max-min scheme for � � ���� ms.
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Figure 6.8: Effect of ABR connection arrival/departure in max-min scheme for � � ���� ms.
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Figure 6.9: Effect of ABR connection arrival/departure in enhanced max-min scheme for � �
���� ms.
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Figure 6.10: Effect of ABR connection arrival/departure in enhanced max-min scheme for � �
���� ms.
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Figure 6.11: Effect of CBR traffic in enhanced max-min scheme for � � ���� ms.
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Figure 6.12: Effect of CBR traffic in enhanced max-min scheme for � � ���� ms.

6.3.3 Effect of CBR Traffic

We next focus on the effect of the CBR traffic on our enhanced max-min scheme. As explained
in Subsection 6.1.2, the bandwidth available to the ABR service class is sustained by the CBR
traffic, and suddenly changed by the CBR traffic. The main objective of this subsection is to
evaluate the stability of our method against addition and disconnection of the CBR connection.
For this purpose, we add two CBR connections to the model shown in Fig. 6.1: one of 50 Mbit/s
from 100 ms to 150 ms, and the other of 100 Mbit/s from 200 ms to 250 ms. We assume that
cells of the CBR connection are processed prior to cells of ABR connections at the switch.

In the following simulation, all source end systems start cell transmission simultaneously
at t = 0 ms. The initial cell rate, ICR, is set to BW�� to minimize the effect of ABR connection
establishment since our objective in this subsection is to investigate the effect of the CBR traffic.

Simulation results of our enhanced max-min scheme are shown in Figs. 6.11 and 6.12 for
LAN and WAN environments. Our enhanced max-min scheme controls the queue length by
adjusting the bandwidth allocation to ABR connections. As a result, the queue length is rapidly
converged to the desired queue length, QT (see around t = 100 ms or 200 ms in Fig. 6.11).
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Figure 6.13: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 0.1 ms.

6.3.4 Effect of VBR Traffic

We next evaluate the effect of the VBR traffic on our enhanced max-min scheme. As a typical
example of VBR traffic, we use an MPEG-1 encoded video stream of 30 frame/s, 352 � 240
pixels with average rate 4.5 Mbit/s and peak rate 14.84 Mbit/s. It means that up to ten video
streams can be multiplexed since we assume each video frame is carried with the CBR service
class. In our simulation, ten identical VBR sources but with different starting points are multi-
plexed and added into the network (see Fig. 6.1) at t = 100 ms. As shown in Subsection 6.3.3,
our enhanced max-min scheme works well even when the CBR traffic exists in the network.
However, since the amount of the VBR traffic changes frequently, the switch must recompute
the bandwidth allocation to ABR connections according to activity of the VBR traffic. As ex-
plained in Subsection 6.2.2, our enhanced max-min scheme estimates the available bandwidth
by counting the number of CBR/VBR cells in the bandwidth monitoring interval, I . The cor-
rectness of the bandwidth allocation depends on how accurately the available bandwidth to
the ABR service class is estimated. Hence, in this subsection, we investigate an appropriate
setting of I .

Figures 6.13 and 6.14 show simulation results of our enhanced max-min scheme for � =
0.01 and 1.00 ms. In these figures, the bandwidth monitoring interval, I , is set to 0.1 ms. It
can be found that the bottleneck link (in this case, the outgoing link of SW1) is fully utilized
because ACR of the source end system is adaptively changed according to the amount of the
VBR traffic. In the WAN environment, the queue length is also kept around QT . However, it
can be noticed that ACRs of the source end systems fluctuates in a range of about 20 cell/ms.
This is due to a small I ; the available bandwidth estimation is inaccurate. This oscillation of
ACR can be eliminated by increasing I as shown in the next.

In Figs. 6.15 and 6.16, the bandwidth monitoring interval, I , is changed from 0.1 ms to
1.0 ms. By comparing these figures with the previous case of I = 0.1 ms (see Figs. 6.13 and 6.14),
it can be found that the oscillation of ACR becomes quite small, and that the fluctuation of the
queue is almost identical.

The amplitude of the queue oscillation becomes noticeable when I becomes 20 ms as shown
in Figs. 6.17 and 6.18. As can be seen from figures, the queue length oscillation is much larger
than the cases of I = 0.1 and 1.0 ms. The queue length undesirably reaches zero at t = 200 ms in
the LAN environment. This is because the switch fails to estimate the available bandwidth
correctly since the long monitoring interval cannot follow sudden decrease of VBR traffic.
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Figure 6.14: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 0.1 ms.
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Figure 6.15: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 1.0 ms.
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Figure 6.16: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 1.0 ms.
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Figure 6.17: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 20 ms.
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Figure 6.18: Effect of VBR traffic in enhanced max-min scheme for � � ���� ms and I = 20 ms.

From these observations, the bandwidth monitoring interval should be set to around 1.0 ms
for achieving stable bandwidth allocation and avoiding unnecessary queue oscillation in the
current case. Of course, the adequate monitoring interval must depend on the traffic character-
istics, and further study is required.

6.3.5 Coexistence with Binary-Mode Switches

In this section, we investigate how the explicit-rate switch is affected by the binary-switches
when both switches coexist in the network. A simulation model used in this subsection is
shown in Fig. 6.19. The model consists of two switches and four connections with different
routes. We first show simulation results when both SW1 and SW2 employ our enhanced max-
min scheme. We then change SW1 and SW2 in turn to the binary-mode switch. To evaluate
the effect of the binary-mode switch. There are four connections in the network denoted by
VCn (� � n � n). Each connection, VCn, starts cell transmission at t = 0, 50, 100 and 150 ms,
respectively. We use the values listed in Table 6.2 for control parameters of source end systems.
Note that both RIF and RDF are set to 1 in this case. Propagation delays of all links are
0.01 ms (about 2 km). The bandwidth allocation in each period satisfying the max-min fairness
criterion is listed in Table 6.5.
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Figure 6.19: Our Simulation Model with Binary-Mode Switch.

Table 6.5: Bandwidth allocation with max-min fairness (in cell/ms).
0 	 50 ms 50 	 100 ms 100 	 150 ms 150 	 200 ms

VC1 353.7 176.8 176.8 117.9
VC2 – 176.8 176.8 235.8
VC3 – – 176.8 117.9
VC4 – – – 117.9

We first show a simulation result when both SW1 and SW2 employ our enhanced max-
min scheme in Fig. 6.20. The threshold value, QT , are chosen as 30 and 5766 cells, and the
bandwidth adjustment factors, �� and �� are set to 0.2 and 0.5, respectively. By comparing
this figure with Table 6.5, it can be found that the max-min fairness is satisfied. It can be also
found that the queue length is settled at QT , and that the queue length never becomes empty.

We next replaces one of SW1 and SW2 with the binary-mode switch. Figures 6.21 and 6.22
show simulation results when the binary-mode switch is placed at SW1 or SW2, respectively. A
threshold value of the binary-mode switch, which is used to detect congestion, is set to the half
of the buffer capacity (150 Kbyte) [72]. In the figures, neither the bandwidth allocation with
max-min fairness nor full link-utilization can be satisfied. It is due to inappropriate settings of
RIF and RDF for the binary-mode switch although these settings (in this case, RIF � � and
RDF � �) are ideal for our enhanced max-min scheme.

By setting RIF and RDF appropriately, performance is greatly improved as shown in
Figs. 6.23 and 6.23. In these figures, RIF � ��	�
 and RDF � ��
� are chosen based on our
previous work [72]; that is, RIF and RDF are tuned parameters to obtain high performance
for binary-mode switches. One can easily find that the queue length of SW1 is stabilized at
150 Kbyte (2,898 cells). In Fig. 6.23, even though ACR of the source end system fluctuates,
average of ACR in each period is close to that of the max-min fairness Note that the maximum
of ACRs of VC1, VC3 and VC4 are restricted to about 130 cell/ms. It is because SW2 of our en-
hanced max-min scheme allocates 130 cell/ms for these connections. Moreover, it can be found
that Fig. 6.23 shows better performance than Fig. 6.24 in terms of the maximum queue length
and fairness. The reason can be explained as follows. In our simulation model (Fig. 6.19),
the bottleneck switch is SW2. Namely, SW2 is likely to be congested compared with SW1.
Since the binary-mode switch needs more time to respond to congestion than our enhanced
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Figure 6.20: Case of enhanced max-min scheme at SW1 and SW2.
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Figure 6.21: Case of binary-mode switch at SW1 and enhanced max-min scheme at SW2.
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Figure 6.22: Case of enhanced max-min scheme at SW1 and binary-mode switch at SW2.
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Figure 6.23: Case of binary-mode switch at SW1 and enhanced max-min scheme at SW2 for
RIF � ��	�
 and RDF � ��
�.
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Figure 6.24: Case of enhanced max-min scheme at SW1 and binary-mode switch at SW2 for
RIF � ��	�
 and RDF � ��
�.

max-min scheme, replacing SW2 with the binary-mode switch results in a larger queue length.
From these results, we find that the control parameters of source end systems should be tuned
to the binary-mode switch if it exists, and that our scheme can still work effectively. Or we may
say that the network performance is limited by the binary-mode switch, not by our enhanced
max-min scheme when binary-mode and explicit-rate switches coexist in the network.

6.4 Conclusion

The rate-based congestion control algorithm has been standardized in the ATM Forum as the
congestion control mechanism for the ABR service class. Two types of congestion notifica-
tion mechanisms are specified in the standard: EFCI marking and explicit-rate marking. In
this chapter, we have focused on an explicit-rate marking switch, which utilizes the ER value
in the RM cell for allocating bandwidth to each connection. We have discussed design goals
of an explicit-rate switch in terms of high performance, transient performance, fairness, con-
figuration simplicity, applicability and interoperability. Based on these design goals, we have
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then proposed our explicit-rate switch algorithm, which is an enhanced version of the max-min
scheme. Through simulation experiments, we have evaluated the performance of our switch
algorithm in various environments, and have shown that our switch algorithm can achieve
better efficiency and stability compared width other switch algorithms.

For future work, we should consider the effect of bursty sources. In this chapter, we have
assumed persistent source traffic. However, cell generation from the upper-layer protocol may
have bursty nature. We should take account of an explicit-rate switch algorithm, which works
efficiently with bursty sources as well as persistent ones.
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Conclusion

The ATM technology has been regarded as the promising technology for realizing a high-speed
multimedia network. A lot of researches have been devoted by many researchers and organi-
zations in development and standardization of ATM networks. However, there still remains
a number of issues to be solved for success of the ATM technology as the fundamentals for
realizing high-speed multimedia networks.

Congestion control as traffic management is one of the most important topics in ATM net-
works. Without adequate congestion control mechanism, the ATM network cannot satisfy the
demands by customers to provide efficient and stable multimedia networks. Moreover, tradi-
tional congestion control schemes are usually difficult to apply to ATM networks because the
bandwidth–delay product in such a high-speed network tends to be quite large, and because
QoS requirements of different applications cannot be satisfied with these schemes.

Recently, there is rapid increase in the number of multimedia applications such as audio
and video transmission. These applications can be successfully accommodated into the ATM
networks by using service classes such as CBR and VBR service classes. These service classes
require the application to declare its traffic parameters and QoS requirements in prior to its
connection setup. However, in reality, almost all existing applications cannot predict character-
istics of its own traffic patterns precisely. Therefore, many applications will still use best-effort
service classes such as ABR and UBR service classes.

In this thesis, we have investigated two promising congestion control schemes for best-
effort traffic: an input/output buffered type ATM switch with the back-pressure function and
the rate-based congestion control algorithm for the ABR service class. The back-pressure func-
tion is a mechanism to prohibit cell transmission from input ports to the corresponding output
port to avoid buffer overflow at the output buffer. The rate-based congestion control algorithm
regulates cell emission process of source end systems based on feedback information from the
network.

In Chapter 2, we have treated the ATM switch with input and output buffers equipped with
the back-pressure function. We have analyzed its performance under bursty traffic condition,
and have derived the maximum throughput, the packet delay distribution and the approxi-
mate packet loss probability under the assumption of infinite switch size. Through numerical
examples, we have shown that larger packet length drastically degrades the performance of
the switch. However, it is possible to lessen such a performance degradation to some extent by
providing a large amount of output buffers. At least, the output buffer size comparable to the
average packet length is necessary to gain a sufficient performance.

In Chapter 3, we have evaluated the performance of two switch algorithms of the rate-
based congestion control algorithm — EPRCA, which is a basis of the standardization process,
and EPRCA++, a more intelligent scheme — by simulation technique. We first compared these
schemes for only ABR traffic, and have pointed out a problem that EPRCA++ causes serious
queue explosion in WAN environment unless careful parameter setting is applied. As a typical
application of VBR traffic, multiplexed MPEG streams were added on the switch to exhibit
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how VBR traffic influences the performance of these schemes. We have shown the effect of
VBR traffic on cell emission rates of ABR connections, the maximum queue length, and the
throughput at the switch. It should be emphasized that control parameters of complicated
schemes should be set carefully in order to achieve effective and stable operation.

Next, in Chapter 4, we have analyzed the dynamical behavior of the rate-based congestion
control algorithm by using a first-order fluid approximation. We have also derived proper
values of control parameters — the source end system parameters and the switch parameters
— to fulfill two objectives: prevention of buffer overflow at the switch and full link utilization
of the bottlenecked link. Our investigation have revealed that proper parameter setting also
improves transient performance.

In Chapter 5, we have presented two sorts of analyses. One was the analysis for the model
with several groups of connections with different propagation delays in order to exhibit the
fairness problem among connections, and the ramp-up time of an additional ABR connection.
The other was the derivation of the maximum queue length at the switch buffer affected by
an addition of background traffic such as CBR traffic. Through numerical examples, we have
shown that a large value of RIF (i.e., fast rate increase) is helpful to shorten the ramp-up time,
and that a small value of CRM dramatically reduces the maximum queue length caused by
CBR traffic. We have also examined the proper setting of RIF and RDF by simulation ex-
periments. As a simulation model, we have used the parking lot configuration having five
interconnected switches and four connections with different numbers of hops. We have com-
pared three schemes for applying our analysis to more generic network configurations. It has
been shown that RDF should be set to a small value around 1/64 (i.e., slow rate decrease), and
that RIF should be set to a large value as long as cell loss can be prevented.

Finally, in Chapter 6, we have focused on an explicit-rate marking switch, which utilizes the
ER value in the RM cell for allocating bandwidth to each connection. We have discussed design
goals of an explicit-rate switch in terms of high performance, transient performance, fairness,
configuration simplicity, applicability and interoperability. Based on these design goals, we
have then proposed our explicit-rate switch algorithm, which is an enhanced version of the
max-min scheme. Through simulation experiments, we have evaluated the performance of
our switch algorithm in various environments, and have shown that our switch algorithm can
achieve better efficiency and stability compared with other switch algorithms.
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Abbreviation List

ABR Available Bit Rate
ACR Allowed Cell Rate
AIR Additive Increase Rate
APRC Adaptive Proportional Rate Control
ATM Asynchronous Transfer Mode
BES Binary Enhanced Switch
CAC Call Admission Control
CAPC Congestion Avoidance and Proportional Control
CBR Constant Bit Rate
CCR Current Cell Rate
CDV Cell Delay Variation
CDVT Cell Delay Variation Tolerance
CI Congestion Indication
CLR Cell Loss Ratio
CTD Cell Transfer Delay
EDS Explicit Down Switch
EFCI Explicit Forward Congestion Indication
EPD Early Packet Discard
EPRCA Enhanced Proportional Rate Control
ER Explicit Rate
ERICA Explicit Rate Indication for Congestion Avoidance
FECN Forward Explicit Congestion Notification
FIFO First-In-First-Out
HOL Head of Line
ICR Initial Cell Rate
IP Internet Protocol
LAN Local Area Network
MBS Maximum Burst Size
MCR Minimum Cell Rate
MMDA Max-Min Scheme with Delayed Adjustment
MPEG Motion Picture Expert Group
PCR Peak Cell Rate
PDU Protocol Data Unit
PGF Probability Generation Function
PRCA Proportional Rate Control Algorithm
RDF Rate Decrease Factor
RIF Rate Increase Factor
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RIRO Random-In-Random-Out
RM Resource Management
SCR Sustainable Cell Rate
TBE Transient Buffer Exposure
TCP Transmission Control Protocol
TUB Target Utilization Band
UBR Unspecified Bit Rate
UI Update Interval
VBR Variable Bit Rate
VC Virtual Connection
VCI Virtual Connection Identifier
VP Virtual Path
VPI Virtual Path Identifier
WAN Wide Area Network
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